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Abstract: After reviewing a large body of literature on the modeling of
bivariate discrete distributions with finite support, Geenens (2020) made a
compelling case for the use of I-projections in the sense of Csiszar (1975) as
a sound way to attempt to decompose a bivariate probability mass function
(p.m.f.) into its two univariate margins and a bivariate p.m.f. with uniform
margins playing the role of a discrete copula. From a practical perspective,
the necessary I-projections on Fréchet classes can be carried out using the
iterative proportional fitting procedure (IPFP), also known as Sinkhorn’s
algorithm or matrix scaling in the literature. After providing conditions un-
der which a bivariate p.m.f. can be decomposed in the aforementioned sense,
we investigate, for starting bivariate p.m.f.s with rectangular supports, non-
parametric and parametric estimation procedures as well as goodness-of-fit
tests for the underlying discrete copula. Related asymptotic results are pro-
vided and build upon a differentiability result for I-projections on Fréchet
classes which can be of independent interest. Theoretical results are com-
plemented by finite-sample experiments and a data example.
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1. Introduction

Let (X,Y ) be a discrete random vector where X (resp. Y ) can take r (resp. s)
distinct values for some strictly positive integers r and s. As the approach pro-
posed in this work depends only on the values of the probability mass func-
tion (p.m.f.) of (X,Y ), without loss of generality, we shall consider, for nota-
tional convenience only, that (X,Y ) takes its values in Ir,s = Ir × Is, where
Ir = {1, . . . , r} and Is = {1, . . . , s}.

As is common in statistics, the p.m.f. of p of (X,Y ) is unknown and we in-
stead have at hand n (not necessarily independent) copies (X1, Y1), . . . , (Xn, Yn)
of (X,Y ) that can be used to carry out inference on p. Classical approaches to
model p when r and s are not too large are log-linear models (see, e.g., Agresti,
2013; Kateri, 2014; Rudas, 2018) and association models (see, e.g., Goodman,
1985; Kateri, 2014). We shall explore a different class of (semi-parametric or
parametric) models in this work hinging upon the possibility of decomposing
the unknown p.m.f. p into its two univariate margins and a bivariate p.m.f.
with uniform margins playing the role of a discrete copula. A strong case for
such a decomposition was indeed recently made by Geenens (2020) in a nice
essay on dependence between discrete random variables. The underlying central
ingredient is the concept of I-projection (in the sense of Csiszar, 1975) on a
Fréchet class of p.m.f.s as such projections turn out to preserve the odds ratio
matrix which encodes the dependence between X and Y in the considered dis-
crete setting; see Agresti (2013, Section 2.4), Kateri (2014, p 43), Rudas (2018,
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p 123) or Geenens (2023, Section 4). In practice, the I-projection of a p.m.f. on a
Fréchet class can be carried out using the iterative proportional fitting procedure
(IPFP), also known as Sinkhorn’s algorithm or matrix scaling in the literature.
The latter procedure takes the form of an algorithm (actually of several equiv-
alent algorithms) whose aim is to adjust the elements of an input matrix so
that it satisfies specified row and column sums. Since its use by Kruithof (1937)
for the calculation of telephone traffic, it turned out to play a major role in a
surprisingly large number of different scientific contexts (see, e.g., Idel, 2016, for
a nice review).

A first contribution of this work, which can be of independent interest, is the
statement of a result on the differentiability of an I-projection on a Fréchet class
with respect to the starting p.m.f. The latter result will be necessary to study
the asymptotics of the inference procedures proposed in the statistical part of
this article.

A second contribution (related to the results given in Geenens, 2020, Sec-
tion 6) is the statement of a corollary of known properties of I-projections which
establishes that, under certain conditions on the bivariate p.m.f. p, the latter can
be decomposed into its two univariate margins and a bivariate p.m.f. with uni-
form margins, called a copula p.m.f. by Geenens (2020). Similar to the modeling
of continuous multivariate distributions using copulas (see, e.g., Hofert et al.,
2018, and the references therein) which exploits a well-known theorem of Sklar
(1959), the obtained decomposition suggests to first separately model the mar-
gins and the copula p.m.f. and then “glue” the resulting estimates back together
using an appropriate I-projection to obtain a parametric or a semi-parametric
estimate of p.

Building upon the aforementioned decomposition of bivariate p.m.f.s, a third
contribution of this work is the study of nonparametric and parametric estima-
tion procedures as well as goodness-of-fit tests for the underlying copula p.m.f.
Note that these investigations are carried out under the assumption of strict
positivity of the starting unknown p.m.f. p. Indeed, I-projections may not al-
ways exist and, to guarantee the existence of the aforementioned copula-like
decomposition of p, we shall thus additionally assume in the statistical part of
this work that pij > 0 for all (i, j) ∈ Ir,s. Interestingly enough, the considered
assumption could be regarded as the discrete analog of the assumption of strict
positivity (on the interior of the unit square) of the copula density frequently
made when modeling multivariate continuous distributions using copulas. No-
tice that, as shall be explained in more detail in our concluding remarks, the
assumption of rectangular support for p could be replaced by alternative con-
ditions provided certain practical difficulties are dealt with. Fortunately, many
applications seem to be compatible with the assumption of rectangular support.

This paper is organized as follows. In the second section, after reviewing the
main properties of I-projections and the IPFP, we state differentiability results
for I-projections on Fréchet classes. In Section 3, we provide conditions under
which a copula-like decomposition of bivariate p.m.f.s based on I-projections
on Fréchet classes exists. The fourth section is devoted to the nonparametric
and parametric estimation of copula p.m.f.s and provides related asymptotic
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results as well as finite-sample findings based on simulations. Goodness-of-fit
tests for copula p.m.f.s are studied next, both theoretically and empirically. A
data example is provided in Section 6 before concluding remarks are stated in
the last section. All the proofs are relegated to a sequence of appendices.

2. I-projections on Fréchet classes and the IPFP

After introducing the notation, we recall the concept of I-projection due to
Csiszar (1975) and its connection with the IPFP when the I-projection is carried
out on a Fréchet class. We end this section with the statement of differentiabil-
ity results for I-projections on Fréchet classes which might be of independent
interest.

2.1. Notation

Let Rr×s be the set of all r × s real matrices. Note the difference between
Rr×s and Rrs, the latter denoting the set of all rs-dimensional real vectors. The
element at row i ∈ Ir = {1, . . . , r} and column j ∈ Is = {1, . . . , s} of a matrix
x ∈ Rr×s will be denoted by xij . Furthermore, for the row and column sums
of x, we use the classical notation

xi+ =
s∑

j=1
xij , i ∈ Ir, and x+j =

r∑
i=1

xij , j ∈ Is,

respectively. Moreover, as we continue, let

Γ = {x ∈ Rr×s : xij ≥ 0, xi+ > 0, x+j > 0 for all (i, j) ∈ Ir,s

and
∑

(i,j)∈Ir,s

xij = 1}. (2.1)

In the context of this work, the set Γ will equivalently represent the set of
all bivariate p.m.f.s on Ir,s whose univariate margins are strictly positive. As
explained in the introduction, since the forthcoming developments depend only
on r, s and p.m.f. values, restricting attention to p.m.f.s on Ir,s is done without
loss of generality. Indeed, any p.m.f. of interest defined on the Cartesian product
of two sets of reals of cardinalities r and s, respectively, can be “relocated”
on Ir,s.

As we continue, to distinguish bivariate p.m.f.s from other real matrices,
we will always use lowercase letters for the former and uppercase letters for
the latter. Also, given a bivariate p.m.f. x in Γ, its first and second univariate
margins will be denoted by x[1] and x[2], respectively. With our notation, we
thus have

x
[1]
i = xi+, i ∈ Ir, and x

[2]
j = x+j , j ∈ Is.
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Next, let a and b be fixed univariate p.m.f.s on Ir and Is, respectively, such
that ai > 0 for all i ∈ Ir and bj > 0 for all j ∈ Is and let

Γa,· = {x ∈ Γ : x[1] = a} (resp. Γ·,b = {x ∈ Γ : x[2] = b}) (2.2)

be the subset of Γ in (2.1) containing bivariate p.m.f.s whose first (resp. second)
margin is a (resp. b). Then

Γa,b = {x ∈ Γ : x[1] = a and x[2] = b} = Γa,· ∩ Γ·,b (2.3)

is the Fréchet class of all bivariate p.m.f.s whose first margin is a and second
margin is b.

2.2. I-projections on Fréchet classes

To introduce the concept of I-projection due to Csiszar (1975), we need to
define the information divergence (also known for instance as the Kullback–
Leibler divergence or relative entropy) of a bivariate p.m.f. y ∈ Γ with respect
to a bivariate p.m.f. x ∈ Γ. The latter is defined by

D(y‖x) =

⎧⎪⎨
⎪⎩

∑
(i,j)∈Ir,s

yij log yij
xij

if supp (y) ⊂ supp (x),

∞ otherwise,
(2.4)

where, for any x ∈ Γ, supp(x) = {(i, j) ∈ Ir,s : xij > 0}, and with the convention
that 0 log 0 = 0 and 0 log 0

0 = 0.
The following result is a direct consequence of Theorem 2.1 of Csiszar (1975)

and the remark after Theorem 2.2 in the same reference.

Proposition 2.1 (Existence of I-projections). Let x ∈ Γ and let S be a closed
convex subset of Γ. Suppose furthermore that there exists a p.m.f. y ∈ S such
that supp (y) ⊂ supp (x). Then, there exists a unique y∗ ∈ S such that y∗ =
arg infy∈S D(y‖x). Moreover, we have that supp (y) ⊂ supp (y∗) for every y ∈ S
such that supp (y) ⊂ supp (x).

The bivariate p.m.f. y∗ in the statement of the previous proposition is usually
referred to as the I-projection of the starting bivariate p.m.f. x on S.

As explained in the introduction, the approach proposed by Geenens (2020)
relies on I-projections. Let a and b be fixed univariate p.m.f.s on Ir and Is,
respectively, such that ai > 0 for all i ∈ Ir and bj > 0 for all j ∈ Is, and let Γa,b

in (2.3) be the Fréchet class of all bivariate p.m.f.s whose first margin is a and
second margin is b. Note that Γa,b is a closed and convex subset of Γ. As we
continue, we shall denote the I-projection of a p.m.f. x ∈ Γ on Γa,b, if it exists,
by

Ia,b(x) = arg inf
y∈Γa,b

D(y‖x). (2.5)

The following proposition, which, for instance, immediately follows from
Corollary 3.3 in Csiszar (1975), gives a more explicit form for the I-projection
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of x ∈ Γ on the Fréchet classes Γa,b when the latter contains a p.m.f. whose
support is equal to that of x.

Proposition 2.2. Let x ∈ Γ. If there exists y ∈ Γa,b such that supp (y) =
supp (x), then there exists two diagonal matrices D1 ∈ Rr×r and D2 ∈ Rs×s such
that Ia,b(x) = y∗ = D1 xD2 and supp (y∗) = supp (x). In this case, following
Pretzel (1980), x and y∗ are said to be diagonally equivalent.

As we can see from Propositions 2.1 and 2.2, the main practical issue before
attempting to project a p.m.f. x ∈ Γ on Γa,b is thus to test for the existence of a
bivariate p.m.f. y ∈ Γa,b such that supp (y) ⊂ supp (x). Necessary and sufficient
conditions were for instance recently restated in Theorem 1 of Brossard and
Leuridan (2018) but seem to date back to Corollary 3 in Bacharach (1965).

Proposition 2.3 (Testing for the existence of I-projections). Let x ∈ Γ be
a bivariate p.m.f. on Ir,s and let Px be the corresponding probability measure
on Ir,s. Furthermore, let Pa (resp. Pb) be the probability measures on Ir (resp.
Is) corresponding to the target univariate p.m.f. a (resp. b). Then, there exists
y ∈ Γa,b such that supp (y) ⊂ supp (x) if and only if

Pa(R) ≤ Pb(Is \C) for all R ⊂ Ir and C ⊂ Is such that Px(R×C) = 0, (2.6)

and there exists y ∈ Γa,b such that supp (y) = supp (x) if and only if all the
inequalities in (2.6) are strict.

2.3. The iterative proportional fitting procedure

To carry out an I-projection on Γa,b in practice, one can rely on the IPFP.
The latter, also known as Sinkhorn’s algorithm or matrix scaling in the liter-
ature, is a procedure whose aim is to adjust the elements of a matrix so that
it satisfies specified row and column sums. We refer the reader for instance to
Pukelsheim (2014), Idel (2016) and Brossard and Leuridan (2018) for a review
of the procedure, its variations and its many contexts of application.

In principle, the IPFP could be applied to any input matrix in Rr×s with
nonnegative elements whose row and column sums are strictly positive. As this
work is of a probabilistic nature, the IPFP will be described only for input
matrices x ∈ Γ that can be interpreted as bivariate p.m.f.s. In this context, the
aim of the procedure is to adjust an input bivariate p.m.f. x ∈ Γ so that it has
a as first margin and b as second margin.

The IPFP with target margins a and b consists of applying repeatedly two
transformations. The first one corresponds to the map Ra from Γ in (2.1) to
Γa,· in (2.2) defined by

Ra(x) =

⎡
⎢⎣

a1x11
x1+

. . . a1x1s
x1+

...
...

arxr1
xr+

. . . arxrs

xr+

⎤
⎥⎦ , x ∈ Γ, (2.7)
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while the second one corresponds to the map Cb from Γ to Γ·,b in (2.2) defined
by

Cb(x) =

⎡
⎢⎢⎣

b1x11
x+1

. . . bsx1s
x+s

...
...

b1xr1
x+1

. . . bsxrs

x+s

⎤
⎥⎥⎦ , x ∈ Γ. (2.8)

Given an input matrix x ∈ Γ, the first (resp. second) map rescales the rows (resp.
columns) of x such that Ra(x) (resp. Cb(x)) has first (resp. second) univariate
margin equal to a (resp. b).

Let N ∈ N. The (2N + 1)th step of the IPFP with target margins a and b
can then be expressed as

I2N+1,a,b(x) = Ra ◦ (Cb ◦ Ra)(N)(x), x ∈ Γ, (2.9)

while the 2Nth step, N ≥ 1, can be expressed as

I2N,a,b(x) = (Cb ◦ Ra)(N)(x), x ∈ Γ, (2.10)

where the superscript (N) denotes composition N times and composition 0 times
is taken to be the identity. We will say that the IPFP converges for a starting
bivariate p.m.f. x ∈ Γ if the sequence {IN,a,b(x)}N≥1 converges.

In practice, if the IPFP of the bivariate p.m.f. x converges, for some user-
defined ε > 0, limN→∞ IN,a,b(x) is approximated by IN,a,b(x), where N (which
depends on x) is an integer such that

‖IN,a,b(x) − IN−1,a,b(x)‖1,1 ≤ ε, (2.11)

where ‖x‖1,1 =
∑

(i,j)∈Ir,s
|xij |. Results on the number of iterations required

for the previous condition to be satisfied are discussed for instance in Kalantari
et al. (2008), Pukelsheim (2014) and Chakrabarty and Khanna (2021).

The next proposition, which, for instance, immediately follows from
Pukelsheim (2014, Theorem 3) and Brossard and Leuridan (2018, Theorems 2
and 3), gives the connection between I-projections on Fréchet classes and the
IPFP.

Proposition 2.4. (Link between I-projections on Fréchet classes and the IPFP)
Let x ∈ Γ. The sequence {IN,a,b(x)}N≥1 converges if and only if there exists
y ∈ Γa,b such that supp (y) ⊂ supp (x) and, if limN→∞ IN,a,b(x) exists, it is
equal to Ia,b(x) in (2.5).

In other words, the IPFP of a bivariate p.m.f. x converges (to the I-projection
of x on the corresponding Fréchet class) if and only if the I-projection of x on
the corresponding Fréchet class exists.

2.4. Differentiability results for I-projections on Fréchet classes

Theorem 3.3 in Gietl and Reffel (2017) implies a form of continuity of an I-
projection on a Fréchet class when it exists (see Lemma A.2 in Appendix A
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for a precise statement). As shall become clearer in Section 4, to investigate
the asymptotics of the statistical inference procedures proposed later in this
work, we will also need an I-projection on a Fréchet class, when it exists, to
be differentiable in a related sense. The latter property does not seem to have
been investigated in the literature although it can be connected to the work
Jiménez-Gamero et al. (2011) as explained in Remark 2.6 below.

The aim of this section is to state a differentiability result, roughly speaking,
with respect to certain strictly positive submatrices of the input matrix. To
make the statement precise, we first need to introduce additional notation.

For any S ⊂ Ir,s, S 
= ∅, let vecS be the map from Rr×s to R|S| which,
given a matrix y ∈ Rr×s, returns a column-major vectorization of y ignoring
the elements yij such that (i, j) 
∈ S. With some abuse of notation, we can write

vecS(y) = (yij)(i,j)∈S , y ∈ Rr×s. (2.12)

Let vec−1
S be the map from R|S| to Rr×s which, given a vector v in [0, 1]|S|

expressed (with some abuse of notation) as (vij)(i,j)∈S , returns a matrix in
Rr×s whose element at position (i, j) ∈ S is equal to vij and whose element at
position (i, j) 
∈ S is left unspecified. Then, for any two matrices y, y′ ∈ Rr×s,
write y

S= y′ if yij = y′ij for all (i, j) ∈ S. Furthermore, recall the definitions of
Γ in (2.1) and Γa,b in (2.3), and, for any A,B ⊂ T ⊂ Ir,s, A,B 
= ∅, let

ΓT = {y ∈ Γ : supp (y) = T}, (2.13)

ΛB,T = {w ∈ (0, 1)|B| : there exists y ∈ ΓT s.t. vec−1
B (w) B= y}, (2.14)

Γa,b,T = {y ∈ Γa,b : supp (y) = T}, (2.15)

Λa,b,A,T = {z ∈ (0, 1)|A| : there exists y ∈ Γa,b,T s.t. vec−1
A (z) A= y}. (2.16)

Finally, for any function G from Rk×Rm to Rl differentiable at (u, v) ∈ Rk×Rm,
we shall use the notation

∂1G(u, v) =

⎡
⎢⎢⎢⎣

∂G1(w,v)
∂w1

∣∣∣
w=u

. . . ∂G1(w,v)
∂wk

∣∣∣
w=u

...
...

∂Gl(w,v)
∂w1

∣∣∣
w=u

. . . ∂Gl(w,v)
∂wk

∣∣∣
w=u

⎤
⎥⎥⎥⎦

and

∂2G(u, v) =

⎡
⎢⎢⎢⎣

∂G1(u,w)
∂w1

∣∣∣
w=v

. . . ∂G1(u,w)
∂wm

∣∣∣
w=v

...
...

∂Gl(u,w)
∂w1

∣∣∣
w=v

. . . ∂Gl(u,w)
∂wm

∣∣∣
w=v

⎤
⎥⎥⎥⎦ .

The following proposition, proven in Appendix A, is notationally complex
but hinges on the following simple fact: a bivariate p.m.f. with support T can
be expressed in terms of |B| = |T |−1 elements and a p.m.f. with support T and
univariate margins a and b can be expressed in terms of |A| < |B| elements so
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that the I-projection of a p.m.f. in ΓT on Γa,b,T can be regarded as a map from an
open subset of (0, 1)|B| to (0, 1)|A|. Looking at the aforementioned I-projection
in such a way allows us to consider it as a map related to an unconstrained
optimization problem and, eventually, to apply the implicit function theorem
(see, e.g., Fitzpatrick, 2009, Theorem 17.6, p 450).

Proposition 2.5. Let T ⊂ Ir,s, |T | > 1, such that Γa,b,T in (2.15) is nonempty,
and assume that there exists a nonempty subset A � T such that:

1. for any y ∈ Γa,b,T , the elements yij, (i, j) ∈ T \ A, can be recovered from
the elements yij, (i, j) ∈ A, using the r + s constraints yi+ = ai, i ∈ Ir,
and y+j = bj, j ∈ Is,

2. the set Λa,b,A,T in (2.16) is an open subset of R|A|.

Let B be any subset of T such that |B| = |T |−1 and let d be the one-to-one map
from ΛB,T in (2.14) to ΓT in (2.13) which, given w ∈ ΛB,T , returns the unique
y ∈ ΓT obtained by recovering the only unspecified element of vec−1

B (w) ∈ ΓT

using the constraint
∑

(i,j)∈T yij = 1. Then, the map vecA ◦Ia,b ◦d from ΛB,T to
Λa,b,A,T , where Ia,b is defined in (2.5), is differentiable at any vecB(x), x ∈ ΓT ,
with Jacobian matrix at vecB(x) equal to

−[∂1∂1H(vecA(Ia,b(x))‖vecB(x))]−1∂2∂1H(vecA(Ia,b(x))‖vecB(x)).

In the above centered display, H is the map from Λa,b,A,T × ΛB,T to [0,∞)
defined by

H(z‖w) = D(c(z)||d(w)), z ∈ Λa,b,A,T , w ∈ ΛB,T , (2.17)

where D is defined in (2.4) and c is the one-to-one map from Λa,b,A,T in (2.16)
to Γa,b,T in (2.15) which, given z ∈ Λa,b,A,T , returns the unique y ∈ Γa,b,T

obtained by recovering the unspecified elements of vec−1
A (z) ∈ Γa,b,T using the

r + s constraints yi+ = ai, i ∈ Ir and y+j = bj, j ∈ Is.

Remark 2.6. Following the suggestions of a Referee, while revising this work,
we explored the connections of the statistical results to be stated in Section 4
with minimum divergence estimation (see Remark 4.4 below for more details)
and found that Lemma 1 in Jiménez-Gamero et al. (2011) is connected with
Proposition 2.5 above. Some additional thinking reveals however that the afore-
mentioned lemma cannot be used to obtain a differentiability result for an I-
projection on a Fréchet class. Furthermore, its proof seems incomplete as the
assumptions considered in Jiménez-Gamero et al. (2011) do not seem to guar-
antee a key matrix invertibility required to apply the implicit function theorem
(see (17.17) in Fitzpatrick, 2009, Theorem 17.6, p 450).

3. Copula-like decomposition of bivariate p.m.f.s

Using the results given in the previous section, we shall now state a copula-
like decomposition for a bivariate p.m.f. on Ir,s and strictly positive univariate
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margins. Let u[1] (resp. u[2]) be the univariate p.m.f. of the uniform distribution
on Ir (resp. Is) and let Γunif = Γu[1],u[2] be the Fréchet class of all bivariate
p.m.f.s on Ir,s whose univariate margins are u[1] and u[2], respectively. The I-
projection of a p.m.f. x ∈ Γ on Γunif, if it exists, will be denoted by

U(x) = Iu[1],u[2](x), (3.1)

where Iu[1],u[2] is defined as in (2.5) with a = u[1] and b = u[2].
The following result, proven in Appendix B, will play, in the next section, a

role analog to Sklar’s theorem when modeling continuous multivariate distribu-
tions using copulas.

Proposition 3.1 (Copula-like decomposition of bivariate p.m.f.s). Let p be a
bivariate p.m.f. on Ir,s with strictly positive univariate margins p[1] and p[2].
Then, the following two assertions are equivalent:

1. There exists a bivariate p.m.f. v on Ir,s with uniform margins such that
supp (v) = supp (p).

2. There exists a unique bivariate p.m.f. u on Ir,s with uniform margins such
that

p = Ip[1],p[2](u). (3.2)

Furthermore, the unique bivariate p.m.f. u on Ir,s with uniform margins
in (3.2) is given by u = U(p), where U is defined in (3.1).

Example 3.2. In the setting of the previous proposition, let us illustrate the fact
that, if Assertion 1 does not hold, then (3.2) does not hold. Assume that p is
the p.m.f. on I3,3 represented by the matrix

p =

⎡
⎣1

7
1
7

1
71

7 0 1
71

7 0 1
7

⎤
⎦ .

With u[1] = u[2] the uniform p.m.f. on I3, note that (2.6) is satisfied for x = p,
a = u[1] and b = u[2] with equality holding for R = {1, 3} and C = {2}.
Therefore, according to Proposition 2.3, there exists v ∈ Γunif with supp (v) ⊂
supp (p), but there does not exist any v ∈ Γunif such that supp (v) = supp (p).
Hence, from Proposition 2.1, we know that u = U(p) exists. From Proposi-
tion 2.4, we can compute u by using the IPFP via (2.9) and (2.10). It can be
verified that, for any N ∈ N (that is, after a row scaling step of the IPFP),

Ru[1] ◦ (Cu[2] ◦ Ru[1])(2N)(p) = 1
3

⎡
⎣ 1

3(N+1)
1+3N

3(N+1)
1

3(N+1)
1
2 0 1

21
2 0 1

2

⎤
⎦ ,

where Ru[1] and Cu[2] are defined as in (2.7) and (2.8), respectively, with a =
b = u[1] = u[2], and that, for any N > 0 (that is, after a column scaling step of
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the IPFP),

(Cu[2] ◦ Ru[1])(2N)(p) = 1
3

⎡
⎢⎣

1
1+3N 1 1

1+3N
3N

2(1+3N) 0 3N
2(1+3N)

3N
2(1+3N) 0 3N

2(1+3N)

⎤
⎥⎦ .

Letting N tend to ∞ for both sequences, we obtain

u = U(p) =

⎡
⎣0 1

3 0
1
6 0 1

61
6 0 1

6

⎤
⎦

and we see that supp (u) � supp (p). Furthermore, Ip[1],p[2](u) does not exist as
a consequence of Proposition 2.3 since (2.6) with x = u, a = p[1] and b = p[2]

is contradicted for R = {1} and C = {1, 3}. Thus, the decomposition in (3.2)
does not hold.

When it exists, the unique p.m.f. on Ir,s with uniform margins u in (3.2) was
called the copula p.m.f. of p by Geenens (2020). Akin to Sklar’s theorem, we
see that in (3.2) the copula p.m.f. u of p and the marginal p.m.f.s p[1] and p[2]

are “glued together” via an I-projection (on Γp[1],p[2]) to obtain the bivariate
p.m.f. p. As a consequence of Proposition 2.2, u and p share the same odds ratio
matrix; see Agresti (2013, Section 2.4), Kateri (2014, p 43) or Rudas (2018, p
123). According to Geenens (2020, Section 6) (see also Geenens, 2023, Section 4),
the latter indicates that both bivariate p.m.f.s share the same dependence prop-
erties. It can actually be verified, again from Proposition 2.2, that any bivariate
p.m.f. y ∈ Γa,b such that supp (y) = supp (u) (assuming that it exists) obtained
by an I-projection of u on Γa,b would keep the odds ratio matrix constant. As
explained in Geenens (2020), the unique copula p.m.f. u of p is merely a natural
(yet arbitrarily chosen) representative of the equivalence class of all bivariate
p.m.f.s with the same odds ratio matrix, that is, with the same dependence
properties.
Remark 3.3. In Geenens (2020, Definition 6.1), copula p.m.f.s were defined as
bivariate p.m.f.s on {(i/(r + 1), j/(s + 1)) : (i, j) ∈ Ir,s} ⊂ [0, 1]2, by analogy
with bivariate copulas which are defined on [0, 1]2. We have chosen to define
them as bivariate p.m.f.s on Ir,s for simplicity.

In the same way that a continuous bivariate distribution can be summarized
in terms of dependence by a moment of the underlying copula (such as Spear-
man’s rho or Kendall’s tau – see, e.g., Hofert et al., 2018, Chapter 2 and the
references therein), when the decomposition in (3.2) holds, a bivariate p.m.f. p
can be summarized by a moment of its copula p.m.f. u. In the spirit of Spear-
man’s rho, as a possible summary of u, Geenens (2020) proposed to consider
Pearson’s linear correlation cor(U, V ) when (U, V ) has p.m.f. u. Because of the
analogy with Yule’s colligation coefficient (Yule, 1912) for 2 by 2 contingency ta-
bles, Geenens (2020, Section 6.6) suggested to call the resulting quantity Yule’s
coefficient. Specifically, let Υ be the map from Γunif to [−1, 1] defined, for any
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v ∈ Γunif, by

Υ(v) = 3

√
(r − 1)(s− 1)
(r + 1)(s + 1)

⎛
⎝ 4

(r − 1)(s− 1)
∑

(i,j)∈Ir,s

(i− 1)(j − 1) vij − 1

⎞
⎠ .

(3.3)
Yule’s coefficient of p (or u) as proposed by Geenens (2020) is then simply

ρ = cor(U, V ) = Υ ◦ U(p) = Υ(u). (3.4)

Recall that p is the p.m.f. of (X,Y ). It is important to note that ρ does not
coincide with cor(X,Y ) in general.

Many other moments of u could be used. As possible alternatives to ρ, we
shall consider coefficients based on Goodman’s and Kruskal’s gamma (Good-
man and Kruskal, 1954) and Kendall’s tau b (see, e.g., Kendall and Gibbons,
1990) of (U, V ) when (U, V ) has p.m.f. u. The following proposition, proven
in Appendix B, gives the expressions of Goodman’s and Kruskal’s gamma and
Kendall’s tau b for bivariate p.m.f.s on Ir,s with uniform margins.

Proposition 3.4. For any p.m.f. v ∈ Γunif, Goodman’s and Kruskal’s gamma
of v can be expressed as

G(v) = 2κ(v) − 1 + 1/r + 1/s− ‖v‖2
2

1 − 1/r − 1/s + ‖v‖2
2

, (3.5)

and Kendall’s tau b of v can be expressed as

T (v) =
√
rs{2κ(v) − 1 + 1/r + 1/s− ‖v‖2

2}√
(r − 1)(s− 1)

, (3.6)

where

κ(v) = 2
∑

i∈{2,...,r}
j∈{1,...,s−1}

∑
i′∈{1,...,i−1}
j′∈{j+1,...,s}

vijvi′j′ .

By analogy with Yule’s coefficient in (3.4), we define the gamma coefficient
of p (or u) and the tau coefficient of p (or u) to be

γ = G ◦ U(p) = G(u) and τ = T ◦ U(p) = T (u), (3.7)

respectively, where the maps G and T are defined in (3.5) and (3.6), respectively.
It is important to keep in mind that these coefficients coincide with Goodman’s
and Kruskal’s gamma and Kendall’s tau b of p only when p has uniform margins.

It is easy to verify that all three coefficients ρ, γ and τ are equal to 1 (resp. −1)
when r = s and the copula p.m.f. u is a diagonal (resp. anti-diagonal) matrix.
As explained in Geenens (2020, Sections 5 and 6), in this case, u corresponds
to the upper (resp. lower) Fréchet bound for a square copula p.m.f.
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4. Estimation of copula p.m.f.s

Let us go back to the setting considered in the introduction. As explained
therein, we are interested in modeling the bivariate p.m.f. p of a discrete ran-
dom vector (X,Y ) with (rectangular) support Ir,s, that is, supp (p) = Ir,s. To
do so, we have at our disposal n (not necessarily independent) copies (X1, Y1),
. . . , (Xn, Yn) of (X,Y ). Note that there exists a trivial bivariate p.m.f. with
uniform margins with support equal to Ir,s: it is the independence copula p.m.f.
π defined by πij = 1/(rs), (i, j) ∈ Ir,s. We can therefore immediately apply
Proposition 3.1 to obtain the decomposition of p given in (3.2).

By analogy with estimation approaches classically used in the context of
copula modeling for continuous random variables (see, e.g., Hofert et al., 2018,
Chapter 4 and the references therein), (3.2) suggests to proceed in three steps
to form a parametric or semi-parametric estimate of p. For instance, to obtain
a parametric estimate, one could proceed as follows:

1. Estimate the univariate margins p[1] and p[2] of p parametrically; let p[1,α[n]]

and p[2,β[n]] be the resulting estimates.
2. Estimate the copula p.m.f. u parametrically; let u[θ[n]] be the resulting

estimate.
3. Form a parametric estimate of p in (3.2) via an I-projection as

p[α[n],β[n],θ[n]] = I
p[1,α[n]],p[2,β[n]](u[θ[n]]).

Remark 4.1. With the notation of Section 2.3 and given x ∈ Γ with supp (x) =
Ir,s, Theorem 6.2 of Gietl and Reffel (2017) implies that the IPFP of x depends
continuously on x and on the underlying target marginal p.m.f.s a and b. Under
a natural assumption of strict positivity of the parametric model for u (see
Section 4.2 below), from Proposition 2.4 and the continuous mapping theorem,
this implies that p[α[n],β[n],θ[n]] = I

p[1,α[n]],p[2,β[n]](u[θ[n]]) is a consistent estimator
of p if p[1,α[n]], p[2,β[n]] and u[θ[n]] are consistent estimators of p[1], p[2] and u,
respectively.

The first estimation step above can be carried out using classical approaches
in statistics. The aim of this section is to address the second step. However, as
the parametric estimation of u will turn out to be strongly related to a natural
nonparametric estimator of u, we first investigate the latter. As we continue, all
convergences are as n → ∞ unless otherwise stated.

4.1. Nonparametric estimation

A straightforward approach to obtain a nonparametric estimator of u is to use
the plugin principle. Since a natural estimator of p is p̂[n] defined by

p̂
[n]
ij = 1

n

n∑
k=1

1(Xk = i, Yk = j), (i, j) ∈ Ir,s, (4.1)
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a meaningful estimator of u would simply be U(p̂[n]), where U is defined in (3.1).
However, some thought reveals that this estimator may not always exist when
n is small. Indeed, the fact that supp (p) = Ir,s obviously does not imply that
supp (p̂[n]) = Ir,s for all n. Furthermore, there is no guarantee that there exists
a bivariate p.m.f. v[n] on Ir,s with uniform margins such that supp (v[n]) ⊂
supp (p̂[n]), which is necessary to ensure that U(p̂[n]) exists. A way to solve this
issue is to consider a smooth version of p̂[n] in (4.1). Although many solutions
could be considered (see, e.g., Simonoff, 1995), we opt for one of the simplest
ones and consider the estimator p[n] of p defined by

p
[n]
ij = 1

n + 1

{
n∑

k=1

1(Xk = i, Yk = j) + qij

}
, (i, j) ∈ Ir,s, (4.2)

where q is a p.m.f. on Ir,s with supp (q) = Ir,s. The latter can be equivalently
rewritten in terms of p̂[n] in (4.1) and q as

p[n] = n

n + 1 p̂
[n] + 1

n + 1q. (4.3)

In our numerical experiments, we considered two possibilities for q: the inde-
pendence copula p.m.f. π and, following the suggestion of a Referee, the p.m.f.
p̂[n,1]p̂[n,2],� which has copula p.m.f. π and the same margins as p̂[n] in (4.1).
Note that the latter choice is only meaningful when both p̂[n,1] and p̂[n,2] are
strictly positive (of course, if this is not the case, a practitioner could decide to
reduce the cardinalities r or s of the marginal supports). As in our simulations,
when applicable, both choices for q led to very similar results, for simplicity, q
will be taken equal to π as we continue.

The estimator of u that we consider is then

u[n] = U(p[n]) (4.4)

and, by analogy with classical copula modeling, could be called the empirical
copula p.m.f.

Denoting convergence in probability with the arrow P→, the consistency of u[n]

can be immediately deduced from the consistency of p̂[n] in (4.1), the continuity
of the I-projection of a strictly positive bivariate p.m.f. on a Fréchet class (see
Lemma A.2 in Appendix A) and the continuous mapping theorem.

Proposition 4.2 (Consistency of u[n]). Assume that p̂[n] P→ p in Rr×s, where
p̂[n] is defined in (4.1). Then, u[n] P→ u in Rr×s.

The next proposition, proven in Appendix C, gives the limiting distribution
of

√
n(u[n] − u) in Rr×s. It is mostly a consequence of Proposition 2.5 and the

delta method (see, e.g., van der Vaart, 1998, Theorem 3.1).

Proposition 4.3 (Limiting distribution of
√
n(u[n]−u)). Assume that

√
n(p̂[n]−

p) � Zp in Rr×s, where p̂[n] is defined in (4.1), the arrow � denotes weak
convergence and Zp is a random element of Rr×s. Then

√
n(u[n] − u) = U ′

p(
√
n(p̂[n] − p)) + oP (1),
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where

• U ′
p is the map from Rr×s to Rr×s defined by

U ′
p(h) = vec−1(Ju,pvec(h)), h ∈ Rr×s,

• vec is the operator defined as in (2.12) with S = Ir,s,
• Ju,p is the rs× rs matrix given by

Ju,p = −KL−1
u MpN, (4.5)

• K is the rs× (r − 1)(s− 1) matrix given by⎡
⎢⎢⎢⎢⎢⎣

Q 0 . . . 0
0 Q . . . 0
...

...
. . .

...
0 0 . . . Q

−Q −Q . . . −Q

⎤
⎥⎥⎥⎥⎥⎦ where Q =

⎡
⎢⎢⎢⎢⎢⎣

1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1
−1 −1 . . . −1

⎤
⎥⎥⎥⎥⎥⎦ ∈ Rr×(r−1),

• Lu is the (r − 1)(s − 1) × (r − 1)(s − 1) matrix whose element at row
k + (r− 1)(l− 1), (k, l) ∈ Ir−1,s−1, and column i+ (r− 1)(j − 1), (i, j) ∈
Ir−1,s−1, is given by

1(i = k, j = l)
ukl

+ 1(j = l)
url

+ 1(i = k)
uks

+ 1
urs

, (4.6)

• Mp is the (r − 1)(s− 1) × (rs− 1) matrix whose element at row k + (r −
1)(l − 1), (k, l) ∈ Ir−1,s−1, and column i + r(j − 1), (i, j) ∈ Irs \ {(i, j)},
is given by

−1(i = k, j = l)
pkl

+ 1(i = r, j = l)
prl

+ 1(i = k, j = s)
pks

+ 1
prs

, (4.7)

• and N is the (rs− 1) × rs matrix given by⎡
⎢⎢⎢⎣

1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
0 0 . . . 1 0

⎤
⎥⎥⎥⎦ .

Consequently, √
n(u[n] − u) � U ′

p(Zp) in Rr×s.

Moreover, when (X1, Y1), . . . , (Xn, Yn) are independent copies of (X,Y ), vec(Zp)
is a rs-dimensional centered normal random vector with covariance matrix Σp =
diag(vec(p))−vec(p)vec(p)� and vec(U ′

p(Zp)) is a rs-dimensional centered nor-
mal random vector with covariance matrix Ju,pΣpJ

�
u,p.
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Remark 4.4. From (2.5) and (3.1), the empirical copula p.m.f. u[n] defined
in (4.4) can be rewritten more explicitly as

u[n] = arg inf
v∈Γunif

D(v‖p[n]). (4.8)

As noted by a Referee, the above estimator is a minimum divergence estima-
tor (see, e.g., Read and Cressie, 1988; Morales et al., 1995; Basu et al., 2011).
Such estimators have been studied for families of divergences (such as power-
divergences in Read and Cressie (1988) and φ-divergences in Morales et al.
(1995)) which contain the Kullback–Leibler divergence as a particular case.
When based on the Kullback–Leibler divergence and with our notation, such
estimators can be expressed as

v[n] = arg inf
v∈Π0

D(v‖p[n]), (4.9)

where Π0 is a subset of interest of Γ in (2.1). The strong similarity between (4.8)
and (4.9) suggests that asymptotic results for u[n] should follow from asymp-
totic results for v[n] upon taking Π0 = Γunif. An inspection of the appendices
of Read and Cressie (1988) for instance reveals however that asymptotic results
for v[n] are typically obtained under the null hypothesis that p ∈ Π0 (which is
fully meaningful given that the aforementioned reference focuses on goodness-
of-fit testing). In other words, upon taking Π0 equal to Γunif, typical asymptotic
results for minimum divergence estimators would allow us to obtain the asymp-
totics of u[n] under the assumption that p ∈ Γunif. The latter would however
obviously not be of much interest since the approach studied in this work implic-
itly assumes that the unknown bivariate p.m.f. p does not have uniform margins
in general. The above connection with minimum divergence estimators reveals
nonetheless that the results stated in Proposition 4.3 should be a particular case
of asymptotic results for minimum divergence estimators under the alternative
hypothesis that p 
∈ Π0, that is, under misspecification. After a literature re-
view, we were only able to find one reference that addresses this issue: it is the
work of Jiménez-Gamero et al. (2011). Specifically, in principle, Theorem 1 in
the aforementioned reference could be used as an important building block to
obtain an alternative proof of Proposition 4.3 above. However, its proof seems
incomplete as its relies on a lemma whose proof seems incomplete as already
mentioned in Remark 2.6.

Recall the definitions of the moments ρ, γ and τ of p (or u) considered at the
end of Section 3 in (3.4) and (3.7). Natural estimators of the latter then simply
follow from the plugin principle and are

ρ[n] = Υ(u[n]), γ[n] = G(u[n]) and τ [n] = T (u[n]), (4.10)

respectively, where u[n] is defined in (4.4) and the maps Υ, G and T are defined
in (3.3), (3.5) and (3.6), respectively.

As we continue, for an arbitrary map η : Γ → R, we define its gradient η̇
to be the usual gradient written with respect to the standard column-major
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vectorization of its r × s matrix argument, that is,

η̇ =
(

∂η

∂x11
, . . . ,

∂η

∂xr1
, . . . ,

∂η

∂x1s
, . . . ,

∂η

∂xrs

)
.

The following result is then an immediate corollary of Propositions 4.2 and 4.3,
the continuous mapping theorem and the delta method.

Corollary 4.5 (Asymptotics of moment estimators). If p̂[n] P→ p in Rr×s,
where p̂[n] is defined in (4.1), then ρ[n] P→ ρ, γ[n] P→ γ and τ [n] P→ τ in R. If,
additionally,

√
n(p̂[n] − p) converges weakly in Rr×s, then

√
n(ρ[n] − ρ) = Υ̇(u)�Ju,p

√
n vec(p̂[n] − p) + oP (1),

√
n(γ[n] − γ) = Ġ(u)�Ju,p

√
n vec(p̂[n] − p)) + oP (1),

√
n(τ [n] − τ) = Ṫ (u)�Ju,p

√
n vec(p̂[n] − p)) + oP (1),

where Ju,p is defined in (4.5). Consequently, when (X1, Y1), . . . , (Xn, Yn) are
independent copies of (X,Y ), the sequences

√
n(ρ[n] − ρ),

√
n(γ[n] − γ) and√

n(τ [n] − τ)) are asymptotically centered normal with variances

Υ̇(u)�Ju,pΣpJ
�
u,pΥ̇(u),

Ġ(u)�Ju,pΣpJ
�
u,pĠ(u),

Ṫ (u)�Ju,pΣpJ
�
u,pṪ (u),

respectively, where Σp = diag(vec(p)) − vec(p)vec(p)�.

4.2. Parametric estimation

Let
J = {u[θ] : θ ∈ Θ} (4.11)

be a bivariate parametric family of copula p.m.f.s on Ir,s, where Θ is an open
subset of Rm for some strictly positive integer m. Because the assumption
supp (p) = Ir,s implies that supp (u) = Ir,s, the family J is naturally assumed
to satisfy the following: for any θ ∈ Θ, u

[θ]
ij > 0 for all (i, j) ∈ Ir,s. In this

section, we assume that the unknown copula p.m.f. u in (3.2) belongs to J ,
that is, there exists θ0 ∈ Θ such that u = u[θ0], and our goal is to address the
estimation of θ0.

Before considering two estimation approaches, note that several examples of
parametric copula p.m.f.s can be found in Section 7 of Geenens (2020). Under
the assumption of rectangular support for p (and thus u), it is particularly
meaningful to follow one of the suggestions therein and construct the family J
from a parametric family {Cθ : θ ∈ Θ} of classical bivariate copulas with strictly
positive densities on (0, 1)2 such that, for any θ ∈ Θ and (i, j) ∈ Ir,s,

u
[θ]
ij = Cθ

(
i

r
,
j

s

)
−Cθ

(
i

r
,
j − 1
s

)
−Cθ

(
i− 1
r

,
j

s

)
+Cθ

(
i− 1
r

,
j − 1
s

)
. (4.12)
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Of course, this way of proceeding is fully meaningful only if the resulting family
J in (4.11) is identifiable, that is, u[θ] 
= u[θ′] whenever θ 
= θ′. To check that
a family J is identifiable, it thus suffices to verify that, for any θ 
= θ′, there
exists (i, j) ∈ Ir,s such that u

[θ]
ij 
= u

[θ′]
ij . Note that the quantity u

[θ]
ij in (4.12) is

actually the Cθ-volume of the rectangle ((i − 1)/r, i/r] × ((j − 1)/s, j/s] (see,
e.g., Hofert et al., 2018, Section 2.1). Non-identifiability thus occurs when a
change in θ leaves the Cθ-volumes of all the rectangles ((i − 1)/r, i/r] × ((j −
1)/s, j/s], (i, j) ∈ Ir,s, unchanged. Since the construction in (4.12) is based on
classical copula families (which are identifiable), arguably, non-identifiability of
the resulting family J in (4.11) should be the exception rather than the rule
in particular as r and s get larger. For a parametric copula family for which
Cθ has an explicit expression, identifiability of the family J can be checked
analytically by replacing Cθ by its expression in (4.12). The latter is for instance
done in Geenens (2020, Section 7.1) for the Farlie–Gumbel–Morgenstern family.
For parametric copula families for which Cθ is not explicitly available (such as
elliptical copula families), identifiability could be checked numerically.

4.2.1. Method-of-moments estimation

We shall assume in this subsection that J is a one-parameter family, that is,
m = 1. Given J , let gρ, gγ and gτ be the functions defined, for any θ ∈ Θ, by

gρ(θ) = Υ(u[θ]), gγ(θ) = G(u[θ]) and gτ (θ) = T (u[θ]), (4.13)

where the maps Υ, G and T are defined in (3.3), (3.5) and (3.6), respectively.
Method-of-moments estimators based on Yule’s coefficient, the gamma coef-
ficient or the tau coefficient can be used if the functions gρ, gγ and gτ are
one-to-one. In that case, corresponding estimators of θ0 are simply given by

θ[n]
ρ = g−1

ρ (ρ[n]), θ[n]
γ = g−1

γ (γ[n]) and θ[n]
τ = g−1

τ (τ [n]) (4.14)

where ρ[n], γ[n] and τ [n] are the estimators of ρ, γ and τ , respectively, defined
in (4.10).

The following result is then an immediate consequence of Corollary 4.5, the
continuous mapping theorem and the delta method.

Corollary 4.6 (Asymptotics of method-of-moments estimators). Assume that
the functions gρ, gγ and gτ in (4.13) are one-to-one and that g−1

ρ , g−1
γ and

g−1
τ are continuously differentiable at ρ0 = Υ(u[θ0]), γ0 = G(u[θ0]) and τ0 =
T (u[θ0]). If p̂[n] P→ p in Rr×s, then θ

[n]
ρ

P→ θ0, θ[n]
γ

P→ θ0 and θ
[n]
τ

P→ θ0 in R. If,
additionally,

√
n(p̂[n] − p) converges weakly in Rr×s, then

√
n(θ[n]

ρ − θ0) = Υ̇(u)�Ju,p
√
n vec(p̂[n] − p)

g′ρ(θ0)
+ oP (1),

√
n(θ[n]

γ − θ0) = Ġ(u)�Ju,p
√
n vec(p̂[n] − p)

g′γ(θ0)
+ oP (1),
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√
n(θ[n]

τ − θ0) = Ṫ (u)�Ju,p
√
n vec(p̂[n] − p)

g′τ (θ0)
+ oP (1),

where Ju,p is defined in (4.5).

4.2.2. Maximum pseudo-likelihood estimation

We assume in this subsection that J in (4.11) is a multi-parameter family,
that is, m ≥ 1, with Θ an open subset of Rm. Recall that we work under the
assumption that there exists θ0 ∈ Θ such that u = u[θ0] and that our goal is
to estimate the unknown parameter vector θ0. It is important to note that we
do not have at our disposal observed counts from the bivariate p.m.f. u = u[θ0].
We instead only have access to the observed counts np̂[n] from p, where p̂[n] is
defined in (4.1). To carry out maximum likelihood estimation, we would thus
additionally need to postulate marginal parametric models for p[1] and p[2] and
obtain an estimate of θ0 as a by-product of the estimation of all the parameters
of a model for p (see Remark 4.8 below). Instead of considering such an intricate
way of proceeding, it is conceptually simpler to consider minimum divergence
estimators of the form θ̌[n] = arg infθ∈Θ D(u[θ]‖u[n]) or

θ[n] = arg inf
θ∈Θ

D(u[n]‖u[θ]) = arg sup
θ∈Θ

∑
(i,j)∈Ir,s

u
[n]
ij log u[θ]

ij , (4.15)

where D is the Kullback–Leibler divergence defined in (2.4). Notice that if the
numbers in nu[n] were counts obtained from a random sample from u = u[θ0],

L̄[n](θ) = n
∑

(i,j)∈Ir,s

u
[n]
ij log u[θ]

ij , θ ∈ Θ, (4.16)

would be the log-likelihood of the model. As the numbers in nu[n] are only
a proxy to observed counts from u[θ0], the estimator in (4.15), which can be
rewritten as

θ[n] = (θ[n]
1 , . . . , θ[n]

m ) = arg sup
θ∈Θ

L̄[n](θ) = arg sup
θ∈Θ

1
n
L̄[n](θ), (4.17)

is a maximum pseudo-likelihood estimator of θ0. The aim of this section is to
derive its consistency and its asymptotic normality.
Remark 4.7 (Connection to minimum divergence estimators in multinomial
models). Let F = {p[δ] : δ ∈ Δ} be a parametric family of bivariate p.m.f.s,
where Δ is a open subset of Rd for some strictly positive integer d. Assume fur-
thermore that (X1, Y1), . . . , (Xn, Yn) is a random sample from p (which implies
that nvec(p̂[n]) is a multinomial random vector with parameters n and vec(p),
where p̂[n] is defined in (4.1) and vec is the operator defined as in (2.12) with
S = Ir,s) and that there exists a δ0 ∈ Δ such that p = p[δ0]. From (4.15), we
see that the maximum pseudo-likelihood estimator in (4.17) bears a strong re-
semblance with the estimator δ[n] = arg infδ∈Δ D(p[n]‖p[δ]). The latter belongs
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to the classes of minimum divergence estimators of δ0 studied for instance in
Read and Cressie (1988), Morales et al. (1995) or Basu et al. (2011). Because
the numbers in nu[n] are not observed counts from u[θ0], the consistency and the
asymptotic normality of (4.17) cannot unfortunately be directly deduced from
the asymptotic results stated in the aforementioned references.
Remark 4.8 (Connection to maximum likelihood estimators). Let M1 = {p[1,α] :
α ∈ A} (resp. M2 = {p[2,β] : β ∈ B}) be a univariate parametric family of
p.m.f.s on Ir (resp. Is), where A (resp. B) is an open subset of Rm1 (resp.
Rm2) for some strictly positive integer m1 (resp. m2). The families M1 and M2
are further naturally assumed to satisfy the following: for any (α, β) ∈ A × B,
p
[1,α]
i > 0 for all i ∈ Ir and p

[2,β]
j > 0 for all j ∈ Is. Having (3.2) in mind, one

can combine the previous marginal parametric assumptions with (4.11) to form
a parametric model for p as

P = {p[α,β,θ] = Ip[1,α],p[2,β](u[θ]) : (α, β, θ) ∈ A×B × Θ}. (4.18)

Under the assumption that there exists (α0, β0, θ0) ∈ (A,B,Θ) such that p =
p[α0,β0,θ0], the estimation of θ0 is then a by-product of the estimation of the
entire parameter vector (α0, β0, θ0). When (X1, Y1), . . . , (Xn, Yn) is a random
sample from p, the latter could be obtained by maximizing the log-likelihood of
the model in (4.18), which can be expressed as

L[n](α, β, θ) = n
∑

(i,j)∈Ir,s

p̂
[n]
ij log p[α,β,θ]

ij = n
∑

(i,j)∈Ir,s

p̂
[n]
ij log Ip[1,α],p[2,β](u[θ])ij ,

where p̂n is defined in (4.1). We can expect that, in practice, the previous op-
timization would be computationally costly because it would typically require
many executions of the IPFP. Furthermore, as when indirectly estimating the
parameter vector of a classical parametric copula by maximum likelihood esti-
mation (see, e.g., Hofert et al., 2018, Chapter 4 and the references therein), the
resulting estimate of θ0 would be affected by potential misspecification of the
univariate families M1 and M2. A less computationally expensive “two-stage”
approach would consist of first estimating α0 (resp. β0) by α[n] (resp. β[n]) from
the first (resp. second) component sample X1, . . . , Xn (resp. Y1, . . . , Yn) and
then maximizing the following log-pseudo-likelihood:

L̃[n](θ) = n
∑

(i,j)∈Ir,s

p̂
[n]
ij log p[α[n],β[n],θ]

ij

= n
∑

(i,j)∈Ir,s

p̂
[n]
ij log I

p[1,α[n]],p[2,β[n]](u[θ])ij .

From a computational perspective, we can expect that the maximization of
L̃[n] would be substantially more costly than the one of L̄[n] in (4.16) because
the former would typically require many executions of the IPFP. Furthermore,
as previously, the resulting estimate of θ0 would be affected by potential mis-
specification of the univariate families M1 and M2. This provides additional
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arguments in favor of the maximization of L̄[n] in (4.16) which, in spirit, is the
analog of the log-pseudo-likelihood of Genest et al. (1995) in the current discrete
context.

The following result, proven in Appendix D using Theorem 5.7 of van der
Vaart (1998), provides conditions under which the estimator θ[n] in (4.17) is
consistent.

Proposition 4.9 (Consistency of the maximum pseudo-likelihood estimator).
Assume that the family J is identifiable and that there exists λ ∈ (0, 1) such
that, for any θ ∈ Θ and (i, j) ∈ Ir,s, u[θ]

ij ≥ λ. Then, if p̂[n] P→ p in Rr×s, where
p̂[n] is defined in (4.1), θ[n] P→ θ0 in Rm.

Remark 4.10. The requirement that there exists λ ∈ (0, 1) such that, for any
θ ∈ Θ and (i, j) ∈ Ir,s, u[θ]

ij ≥ λ might appear too restrictive. For instance, some
thought reveals that it will not be satisfied by families J in (4.11) constructed
via (4.12) when Cθ is a Gumbel–Hougaard copula (see, e.g., Hofert et al., 2018,
Chapter 2 and the references therein) if the parameter space Θ is taken equal to
(1,∞). It will however be satisfied if the parameter space is restricted to (1,M),
for any fixed large real M .

To state conditions under which the estimator θ[n] in (4.17) is asymptotically
normal, we need to introduce additional notation. For any θ ∈ Θ and (i, j) ∈ Ir,s,
let �

[θ]
ij = log u[θ]

ij , let

u̇
[θ]
ij,k =

∂u
[θ]
ij

∂θk
, k ∈ Im = {1, . . . ,m}, u̇

[θ]
ij =

(
u̇

[θ]
ij,1, . . . , u̇

[θ]
ij,m

)
, (4.19)

and let

ü
[θ]
ij,kl =

∂2u
[θ]
ij

∂θk∂θl
, k, l ∈ Im, ü

[θ]
ij =

⎡
⎢⎢⎣
ü

[θ]
ij,11 . . . ü

[θ]
ij,1m

...
...

ü
[θ]
ij,m1 . . . ü

[θ]
ij,mm

⎤
⎥⎥⎦ . (4.20)

Similarly, for any θ ∈ Θ and (i, j) ∈ Ir,s, let

�̇
[θ]
ij,k =

∂ log u[θ]
ij

∂θk
=

u̇
[θ]
ij,k

u
[θ]
ij

, k ∈ Im, �̇
[θ]
ij =

(
�̇
[θ]
ij,1, . . . , �̇

[θ]
ij,m

)
=

u̇
[θ]
ij

u
[θ]
ij

, (4.21)

let

�̈
[θ]
ij,kl =

∂2�
[θ]
ij

∂θk∂θl
=

ü
[θ]
ij,kl

u
[θ]
ij

−
u̇

[θ]
ij,ku̇

[θ]
ij,l

(u[θ]
ij )2

, k, l ∈ Im, (4.22)

and let

�̈
[θ]
ij =

⎡
⎢⎢⎣
�̈
[θ]
ij,11 . . . �̈

[θ]
ij,1m

...
...

�̈
[θ]
ij,m1 . . . �̈

[θ]
ij,mm

⎤
⎥⎥⎦ =

ü
[θ]
ij

u
[θ]
ij

−
u̇

[θ]
ij u̇

[θ],�
ij

(u[θ]
ij )2

, (4.23)
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where u̇
[θ]
ij and ü

[θ]
ij are defined in (4.19) and (4.20), respectively. Using the fact

that
∑

(i,j)∈Ir,s
u

[θ]
ij = 1 implies that

∑
(i,j)∈Ir,s

u̇
[θ]
ij,k = 0 and

∑
(i,j)∈Ir,s

ü
[θ]
ij,kl =

0 for all k, l ∈ Im, we obtain from (4.21) and (4.22) that∑
(i,j)∈Ir,s

u
[θ]
ij �̇

[θ]
ij,k = 0 for all k ∈ Im,

and that ∑
(i,j)∈Ir,s

u
[θ]
ij �̈

[θ]
ij,kl = −

∑
(i,j)∈Ir,s

u
[θ]
ij �̇

[θ]
ij,k �̇

[θ]
ij,l for all k, l ∈ Im.

Using the notation defined in (4.21) and (4.23), the previous two centered dis-
plays can be rewritten as the vector identity Eθ(�̇[θ](U,V )) = 0 and the matrix
identity

Eθ(�̈[θ](U,V )) = −Eθ(�̇[θ](U,V )�̇
[θ],�
(U,V )), (4.24)

respectively, where (U, V ) has p.m.f. u[θ] and Eθ denotes the expectation with
respect to u[θ]. In other words, in the discrete setting under consideration, un-
surprisingly, we recover the classical identities that occur under regularity con-
ditions in the context of classical maximum likelihood estimation (see, e.g., van
der Vaart, 1998, Section 5.5, p 63).

The following result is proven in Appendix D along the lines of the proof of
Theorem 5.21 in van der Vaart (1998).

Proposition 4.11 (Asymptotic normality of the maximum pseudo-likelihood
estimator). Assume that θ[n] P→ θ0 in Rm and, furthermore, that, for any (i, j) ∈
Ir,s, θ �→ �

[θ]
ij is twice differentiable at any θ ∈ Θ and that the matrix Eθ0(�̈

[θ0]
(U,V )),

where (U, V ) has p.m.f. u[θ0], is invertible. Then, if
√
n(p̂[n]−p) converges weakly

in Rr×s, we have that
√
n(θ[n] − θ0) = {Eθ0(�̇

[θ0]
(U,V )�̇

[θ0],�
(U,V ))}

−1�̇[θ0]Ju,p
√
n vec(p̂[n] − p) + oP (1),

where �̇[θ0] is the m× rs matrix whose column i + r(j − 1), (i, j) ∈ Ir,s, �̇[θ0]ij is
defined as in (4.21) with θ = θ0 and Ju,p is defined in (4.5). Consequently, when
(X1, Y1), . . . , (Xn, Yn) are independent copies of (X,Y ), the sequence

√
n(θ[n] −

θ0) is asymptotically centered normal with covariance matrix

{Eθ0(�̇
[θ0]
(U,V )�̇

[θ0],�
(U,V ))}

−1�̇[θ0]Ju,pΣpJ
�
u,p�̇

[θ0],�[{Eθ0(�̇
[θ0]
(U,V )�̇

[θ0],�
(U,V ))}

−1]�,

where Σp = diag(vec(p)) − vec(p)vec(p)�.

Remark 4.12. The conditions on the hypothesized family J in (4.11) in the
previous proposition are inspired by some of the weakest ones in the literature
(see, e.g., van der Vaart, 1998, Chapter 5). As such, we expect them to hold for
many families J .
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Table 1

For (r, s) ∈ {(3, 3), (3, 10), (10, 10)}, bias and mean squared error (MSE) of the three
method-of-moment estimators in (4.14) and the maximum pseudo-likelihood (PL) estimator

in (4.17) estimated from 1000 random samples of size n ∈ {100, 500, 1000} generated, as
explained in Section 4.3, from p.m.f.s whose copula p.m.f. is of the form (4.12) with Cθ the
Clayton copula with a Kendall’s tau of 0.33. The column ‘m’ gives the marginal scenario.

The column ‘U’ reports the number of times the IPFP did not numerically converge in 1000
steps. The column ‘ni’ report the number of numerical issues related to fitting.

Bias MSE

(r, s) m n U ni ρ γ τ PL ρ γ τ PL
(3,3) 1 100 0 0 0.06 0.05 0.06 0.06 0.13 0.13 0.13 0.12

500 0 0 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02
1000 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01

2 100 0 0 0.06 0.04 0.05 0.06 0.16 0.15 0.16 0.16
500 0 0 0.01 0.00 0.01 0.01 0.03 0.03 0.03 0.03

1000 0 0 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01

3 100 0 0 0.08 0.06 0.07 0.07 0.20 0.19 0.19 0.18
500 0 0 0.01 0.01 0.01 0.01 0.03 0.03 0.03 0.03

1000 0 0 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02

(3,10) 1 100 0 0 0.05 0.03 0.05 0.05 0.11 0.11 0.11 0.10
500 0 0 0.01 0.00 0.01 0.01 0.02 0.02 0.02 0.02

1000 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01

2 100 0 0 −0.07 −0.10 −0.08 −0.09 0.17 0.17 0.17 0.22
500 0 0 −0.01 −0.01 −0.01 −0.00 0.03 0.03 0.03 0.04

1000 0 0 0.00 −0.00 0.00 0.00 0.01 0.01 0.01 0.02

3 100 0 0 −0.58 −0.58 −0.57 −0.64 0.45 0.45 0.45 0.51
500 0 0 −0.26 −0.27 −0.26 −0.29 0.24 0.24 0.24 0.29

1000 0 0 −0.10 −0.12 −0.11 −0.11 0.15 0.16 0.16 0.17

(10,10) 1 100 0 0 0.04 0.01 0.03 0.03 0.09 0.08 0.09 0.07
500 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01

1000 0 0 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01

2 100 0 1 −0.12 −0.14 −0.12 −0.13 0.14 0.14 0.14 0.19
500 0 0 −0.02 −0.02 −0.02 −0.02 0.03 0.03 0.03 0.04

1000 0 0 −0.00 −0.01 −0.00 −0.00 0.01 0.01 0.01 0.01

3 100 0 1 −0.86 −0.83 −0.83 −0.82 0.76 0.72 0.71 0.68
500 0 0 −0.68 −0.65 −0.64 −0.66 0.51 0.48 0.47 0.50

1000 0 0 −0.56 −0.54 −0.53 −0.58 0.39 0.37 0.37 0.43

4.3. Monte Carlo experiments

The asymptotic results stated in Corollary 4.6 and Proposition 4.11 do not
provide any information on the finite-sample behavior of the three method-
of-moments estimators in (4.14) and the maximum pseudo-likelihood estima-
tor in (4.17). To compare these four estimators, we carried out Monte Carlo
experiments in the situation when the parametric family J in (4.11) is con-
structed from a one-parameter family of classical copulas as in (4.12). For
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Table 2

For (r, s) ∈ {(3, 3), (3, 10), (10, 10)}, bias and mean squared error (MSE) of the three
method-of-moment estimators in (4.14) and the maximum pseudo-likelihood (PL) estimator

in (4.17) estimated from 1000 random samples of size n ∈ {100, 500, 1000} generated, as
explained in Section 4.3, from p.m.f.s whose copula p.m.f. is of the form (4.12) with Cθ the
Clayton copula with a Kendall’s tau of 0.66. The column ‘m’ gives the marginal scenario.

The column ‘U’ reports the number of times the IPFP did not numerically converge in 1000
steps. The column ‘ni’ report the number of numerical issues related to fitting.

Bias MSE

(r, s) m n U ni ρ γ τ PL ρ γ τ PL
(3,3) 1 100 0 0 0.12 0.04 0.12 0.12 0.85 0.77 0.88 0.81

500 0 0 0.02 0.01 0.02 0.02 0.13 0.14 0.13 0.13
1000 0 0 0.02 0.01 0.02 0.02 0.06 0.07 0.06 0.06

2 100 0 0 0.12 −0.00 0.13 0.12 0.93 0.73 0.96 0.90
500 0 0 0.02 −0.00 0.02 0.02 0.14 0.14 0.14 0.15

1000 0 0 0.02 0.01 0.02 0.02 0.07 0.07 0.07 0.07

3 100 0 0 0.07 −0.00 0.07 0.07 0.80 0.77 0.82 0.76
500 0 0 0.02 0.01 0.02 0.02 0.15 0.16 0.14 0.15

1000 0 0 0.02 0.01 0.02 0.02 0.07 0.08 0.07 0.07

(3,10) 1 100 0 0 0.03 −0.04 0.04 0.03 0.58 0.58 0.61 0.54
500 0 0 −0.00 −0.02 −0.00 −0.00 0.10 0.10 0.10 0.09

1000 0 0 0.00 −0.01 −0.00 0.00 0.05 0.05 0.05 0.04

2 100 0 0 −0.49 −0.52 −0.44 −0.64 0.94 0.96 0.92 1.28
500 0 0 −0.04 −0.05 −0.03 −0.05 0.11 0.11 0.11 0.12

1000 0 0 −0.01 −0.02 −0.01 −0.01 0.05 0.05 0.05 0.06

3 100 0 0 −2.63 −2.59 −2.55 −2.83 7.27 7.09 6.89 8.41
500 0 0 −1.44 −1.40 −1.36 −1.59 3.06 3.00 2.87 3.62

1000 0 0 −0.68 −0.65 −0.61 −0.80 1.26 1.28 1.22 1.46

(10,10) 1 100 19 0 −0.10 −0.16 −0.04 −0.04 0.40 0.39 0.39 0.31
500 0 0 −0.01 −0.03 −0.01 −0.00 0.07 0.07 0.07 0.05

1000 0 0 −0.00 −0.01 −0.00 0.00 0.04 0.03 0.03 0.03

2 100 6 0 −0.50 −0.53 −0.41 −0.52 0.70 0.71 0.64 0.98
500 28 0 −0.04 −0.05 −0.03 −0.02 0.07 0.07 0.07 0.08

1000 2 0 −0.01 −0.02 −0.00 0.00 0.04 0.03 0.03 0.04

3 100 0 0 −3.30 −3.11 −3.08 −3.23 11.01 9.83 9.70 10.71
500 0 0 −2.37 −2.10 −2.05 −2.09 6.27 5.11 4.95 5.30

1000 0 0 −1.72 −1.50 −1.44 −1.40 3.61 2.87 2.73 2.73

(r, s) ∈ {(3, 3), (3, 10), (10, 10)}, the bias and the mean squared error (MSE) of
the three method-of-moments estimators and the maximum pseudo-likelihood
estimator were estimated from 1000 random samples of size n ∈ {100, 500, 1000}
generated from a p.m.f. with copula p.m.f. of the form (4.12) with Cθ either the
Clayton or the Gumbel–Hougaard copula with a Kendall’s tau in {0.33, 0.66},
or the Frank copula with a Kendall’s tau in {−0.5, 0, 0.5} (see, e.g., Hofert et al.,
2018, Chapter 2 for the definitions of these copula families and the definition of
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Kendall’s tau). For each of the above seven copula p.m.f.s, three marginal p.m.f.
scenarios were considered:

1. (1/r, . . . , 1/r) (resp. (1/s, . . . , 1/s)) as values of the first (resp. second)
marginal p.m.f.,

2. (1, . . . , r)/(r(r + 1)/2) (resp. (1, . . . , s)/(s(s + 1)/2)) as values of the first
(resp. second) marginal p.m.f.,

3. the values of the p.m.f. of the binomial distribution with parameters r− 1
and 1/2 (resp. s−1 and 1/2) as values of the first (resp. second) marginal
p.m.f.

For the second and third marginal scenarios, the resulting p.m.f.s of the form (3.2)
were computed using the IPFP. For each generated sample from one of the
21 data generating p.m.f.s, we first computed the nonparametric estimate p[n]

in (4.3), then, using the IPFP, the corresponding empirical copula p.m.f. u[n]

in (4.4) and, finally, the four estimates of θ0 using (4.14) and (4.17). All the com-
putations were carried out using the R statistical environment (R Core Team,
2024) and its packages mipfp (Barthélemy and Suesse, 2018) and copula (Hofert
et al., 2023). In particular, the IPFP was computed using the function Ipfp()
of the package mipfp with its default parameter values (at most 1000 iterations
and ε in (2.11) equal to 10−10), the inverses of the (one-to-one) functions gρ, gγ
and gτ in (4.13) were computed by numerical root finding using the uniroot()
function while the maximization of the log-pseudo-likelihood in (4.16) was car-
ried out using the optim() function with θ

[n]
γ in (4.14) as starting value.

The results when the data generating p.m.f. is based on the copula p.m.f. (4.12)
with Cθ a Clayton copula are given in Tables 1 and 2. Note that the column
‘U ’ gives, for each data generating scenario, the number of times the IPFP did
not numerically converge in 1000 steps in the sense of (2.11). The next column,
‘ni’, reports the number of numerical issues related to fitting (either related to
numerical root finding for the method-of-moments estimators or to numerical
optimization for the maximum pseudo-likelihood). An examination of all the
fitting simulation results revealed that, overall, the number of numerical issues
was very small. The latter concern essentially the Clayton model with strongest
dependence (see Table 2) when r = s = 10, and could be explained by the
higher probability of 0 counts in the bivariate contingency tables obtained from
the generated samples in this case. In terms of estimation precision, as one can
see, reassuringly, for each data generating scenario, the larger n, the smaller the
absolute value of the bias and the MSE. Unsurprisingly, the worse results are
obtained for the third marginal scenario since it is this scenario that leads to
the largest number of very small probabilities for some of the cells of the data
generating p.m.f. For instance, note the large negative biases when r or s are
equal to 10 as the smallest marginal probability is then approximately equal to
0.002 leading frequently to zero counts in several cells of the contingency tables
obtained from the generated samples. Roughly speaking, in this case, the very
non-uniform margins “hide” certain features of u and make the dependence look
substantially weaker on average than it actually is. From a numerical perspec-
tive, note also that, for such data generating scenarios, without the smoothing
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considered in (4.2), the IPFP would converge substantially less often in less than
1000 steps.

The results when the data generating p.m.f. is based on the copula p.m.f. (4.12)
with Cθ a Gumbel–Hougaard or a Frank copula are not qualitatively different
and are not reported. In terms of MSE, the experiments did not reveal a uni-
formly better estimator.

5. Goodness-of-fit testing

Recall the definition of the parametric family of copula p.m.f.s J in (4.11).
The three method-of-moments estimators in (4.14) and the maximum pseudo-
likelihood estimator in (4.17) were theoretically and empirically studied in Sec-
tions 4.2 and 4.3 under the hypothesis

H0 : u ∈ J , that is, there exists θ0 ∈ Θ such that u = u[θ0]. (5.1)

Clearly, parameter estimates obtained for a given family J will be meaningful
only if H0 actually holds. It is the aim of goodness-of-fit testing to formally
assess the latter hypothesis. To derive goodness-of-fit tests, we consider, as clas-
sically done in the literature, approaches based on comparing a nonparametric
estimator of u with a parametric one under H0.

In the rest of this section, we first define a relevant class of chi-square statis-
tics and provide their asymptotic null distributions. Next, we empirically study
the finite-sample performance of the resulting asymptotic goodness-of-fit tests.
Finally, we propose a semi-parametric bootstrap procedure that provides an
alternative way of computing p-values.

5.1. Asymptotic chi-square-type goodness-of-fit tests

One approach to test H0 : u ∈ J versus H1 : u 
∈ J consists of constructing
test statistics as norms of the goodness-of-fit process

√
n(u[n] − u[θ̂[n]]), (5.2)

where u[n] is defined in (4.4) and θ̂[n] is an estimator of θ0 computed under H0.
As classically in the goodness-of-fit testing literature, the process in (5.2) com-
pares a nonparametric estimator of u which is consistent whether H0 is true
or not, with a parametric estimator which is only consistent under H0. The
rationale behind this construction is that any norm of (5.2) should be typically
smaller under H0 than it is under H1.

The following result, proven in Appendix E, describes the asymptotic null
behavior of the goodness-of-fit process in (5.2).

Proposition 5.1. Assume that H0 in (5.1) holds and that

1.
√
n(p̂[n] − p) converges weakly in Rr×s, where p̂[n] is defined in (4.1),
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2. the map from Θ ⊂ Rm to Rr×s defined by θ �→ u[θ] is differentiable at θ0
and let u̇[θ0] be the rs ×m matrix whose row i + r(j − 1), (i, j) ∈ Ir,s, is
u̇

[θ]
ij in (4.19),

3. there exists a m× rs matrix V
[θ0]
u,p such that

√
n(θ̂[n] − θ0) = V [θ0]

u,p

√
n vec(p̂[n] − p) + oP (1),

where vec is the operator defined as in (2.12) with S = Ir,s.

Then,
√
n vec(u[n] − u[θ̂[n]]) = (Ju,p − u̇[θ0]V [θ0]

u,p )
√
n vec(p̂[n] − p) + oP (1),

where Ju,p is defined in (4.5).

Note that Corollary 4.6 and Proposition 4.11 provide conditions under which
the third assumption in the previous proposition holds for the three method-
of-moments estimators in (4.14) and the maximum pseudo-likelihood estimator
in (4.17), respectively.

One natural test statistic that can be constructed from the goodness-of-fit
process in (5.2) is the chi-square statistic

S[n] = n
∑

(i,j)∈Ir,s

(u[n]
ij − u

[θ̂[n]]
ij )2

u
[θ̂[n]]
ij

. (5.3)

As is well-known in the statistical literature, a widely accepted rule of thumb to
protect the level of a classical chi-square test is to regroup low observed counts
such that eventually all observed counts are above 5 (see, e.g., van der Vaart,
1998, Chapter 17). To be able to perform similar groupings in our context, we
shall consider the following generalization of S[n] in (5.3):

S
[n]
G = n‖diag(G vec(u[θ̂[n]]))−1/2G vec(u[n] − u[θ̂[n]])‖2

2, (5.4)

where G is a chosen “grouping matrix”, that is, a q × rs matrix with q ∈
{1, . . . , rs} whose elements are in {0, 1} with exactly rs of them equal to 1 and
a unique 1 per column. Some thought reveals that, in (5.4), each row of G sums
one or more copula p.m.f. values. Clearly, S[n]

G coincides with S[n] in (5.3) when
G is the rs× rs identity matrix.

The following result, proven in Appendix E, gives the asymptotic null distri-
bution of S[n]

G in (5.4) when the latter is computed from a random sample.

Proposition 5.2. Under the conditions of Proposition 5.1, when (X1, Y1), . . . ,
(Xn, Yn) are independent copies of (X,Y ), S

[n]
G � LG in R, where LG is dis-

tributed as
∑q

k=1 λkZ
2
k for i.i.d. N(0, 1)-distributed random variables Z1, . . . , Zq

and λ1, . . . , λq the eigenvalues of

Σ[θ0]
G,u,p = diag(G vec(u[θ0]))−1/2G(Ju,p − u̇[θ0]V [θ0]

u,p )

× Σp(Ju,p − u̇[θ0]V [θ0]
u,p )�G�diag(G vec(u[θ0]))−1/2, (5.5)
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with Ju,p defined in (4.5) and Σp = diag(vec(p)) − vec(p)vec(p)�. Further-
more, provided that (θ, u′, p′) �→ Σ[θ]

G,u′,p′ is continuous at (θ0, u, p), we have

that Σ[θ̂[n]]
G,u[n],p[n]

P→ Σ[θ0]
G,u,p in Rq×q, where p[n] is defined in (4.2).

Note that the eigenvalues λ1, . . . , λq of Σ[θ0]
G,u,p are not in general equal to 0

or 1 so that LG does not have a chi-square distribution in general. The previous
proposition however suggests that a goodness-of-fit test based on S

[n]
G in (5.4)

could be carried out in practice as follows:

1. For the hypothesized parametric family of copula p.m.f.s J in (4.11), esti-
mate θ0 by θ̂[n], where θ̂[n] is one the three method-of-moments estimators
in (4.14) or the maximum pseudo-likelihood estimator in (4.17), and com-
pute S

[n]
G in (5.4).

2. Compute the eigenvalues λ̂1, . . . , λ̂q of Σ[θ̂[n]]
G,u[n],p[n] which estimate the eigen-

values λ1, . . . , λq of Σ[θ0]
G,u,p in (5.5).

3. For some large integer M , compute S
[n],l
G =

∑q
k=1 λ̂kZ

2
kl, l ∈ {1, . . . ,M},

for i.i.d. N(0, 1)-distributed random variables Zkl, k ∈ {1, . . . , q}, l ∈
{1, . . . ,M}, and estimate the p-value of the test as

1
M

M∑
l=1

1(S[n],l
G ≥ S

[n]
G ).

As a proof of concept, we shall focus on the case when θ̂[n] is θ[n]
ρ in (4.14), the

estimator of θ0 based on the inversion of Yule’s coefficient. From Corollary 4.6,
we then know that, in this case,

V [θ0]
u,p = 1

g′ρ(θ0)
Υ̇(u)�Ju,p.

Standard calculations show that

Υ̇(u) = 12√
(r + 1)(s + 1)(r − 1)(s− 1)

(
(i− 1)(j − 1)

)
(i,j)∈Ir,s

and that

g′ρ(θ0) = 12√
(r + 1)(s + 1)(r − 1)(s− 1)

∑
(i,j)∈Ir,s

(i− 1)(j − 1) u̇[θ0]
ij .

The previous formulas can be used to obtain the expression of the covariance
matrix Σ[θ0]

G,u,p in (5.5) in terms of u̇[θ0]. When the hypothesized family J in (4.11)
is defined from a parametric copula family as in (4.12), u̇[θ0] can be obtained
by differentiating (4.12). The latter takes the form of standard calculations for
parametric copula families for which Cθ has an explicit expression. However,
it can also be done for so-called implicit copula families such as the normal or
the t using the expressions obtained in Kojadinovic and Yan (2011).
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Table 3

For (r, s) ∈ {(3, 3), (3, 5), (5, 5)}, rejection percentages of the goodness-of-fit test based on
S[n] in (5.3) and Yule’s coefficient computed from 1000 random samples of size

n ∈ {100, 500, 1000} generated, as explained in Section 5.2, from p.m.f.s whose copula p.m.f.
is of the form (4.12) with Cθ the Clayton copula with a Kendall’s tau in {0.33, 0.66}. The
column ‘m’ gives the marginal scenario. The integer between parentheses is the number of

numerical issues encountered out of 1000 executions.
τ = 0.33 τ = 0.66

r s m n Cl GH F Cl GH F
3 3 1 100 4.5 (0) 23 (0) 11.7 (0) 1.5 (0) 21.9 (0) 6.9 (0)

500 5.4 (0) 93.5 (0) 58.8 (0) 3 (0) 97 (0) 76.3 (0)
1000 4.8 (0) 99.9 (0) 89.1 (0) 3.9 (0) 100 (0) 99.5 (0)

2 100 2.6 (0) 18.6 (0) 7.2 (0) 1 (0) 13.6 (0) 4.6 (0)
500 4.4 (0) 84.3 (0) 42.6 (0) 2 (0) 95.1 (0) 67.2 (0)

1000 4.3 (0) 99.3 (0) 80.8 (0) 3.4 (0) 100 (0) 97.5 (0)

3 100 2.9 (0) 20.3 (0) 7.6 (0) 0.7 (0) 16 (0) 5.2 (0)
500 5.2 (0) 88.7 (0) 55.3 (0) 1.7 (0) 96.7 (0) 67.1 (0)

1000 5.6 (0) 99.9 (0) 84.8 (0) 2.4 (0) 100 (0) 97.1 (0)

3 5 1 100 2 (0) 19.8 (0) 6.2 (0) 1.2 (0) 7.9 (0) 0.5 (0)
500 4.6 (0) 96.9 (0) 70 (0) 2.6 (0) 95.5 (0) 81.3 (0)

1000 4.6 (0) 100 (0) 96.2 (0) 3.1 (0) 99.8 (0) 99.1 (0)

2 100 0.6 (0) 5.4 (0) 2 (0) 0.5 (0) 2.5 (0) 0 (0)
500 4.9 (0) 89.2 (0) 45.5 (0) 3.8 (0) 90 (0) 35.7 (0)

1000 5 (0) 99.9 (0) 83.4 (0) 3 (0) 98.6 (0) 89 (0)

3 100 0.2 (0) 1.9 (0) 0.5 (0) 0.6 (0) 0.6 (0) 0 (0)
500 2.8 (0) 64.7 (0) 26.2 (0) 2.2 (0) 63.2 (0) 12.6 (0)

1000 3.4 (0) 97.4 (0) 65.1 (0) 3.2 (0) 94.5 (0) 73.7 (0)

5 5 1 100 0.5 (0) 7.1 (0) 1.4 (0) 1.8 (2) 7.2 (0) 0.5 (1)
500 4.1 (0) 97.9 (0) 76.6 (0) 2.9 (0) 87.6 (0) 55.3 (0)

1000 5.1 (0) 100 (0) 99.6 (0) 4.3 (0) 98.9 (0) 90.6 (0)

2 100 0.1 (0) 0.9 (0) 0.2 (0) 0.7 (0) 4.1 (1) 0 (0)
500 2 (0) 87.1 (0) 43.8 (0) 5.2 (0) 93.8 (0) 49.2 (0)

1000 4.4 (0) 100 (0) 87.2 (0) 5.1 (0) 100 (0) 86.2 (0)

3 100 0 (0) 0 (0) 0 (0) 0.2 (0) 0 (0) 0 (0)
500 0.5 (0) 23.8 (0) 4.9 (0) 1.2 (0) 40.4 (0) 7.1 (0)

1000 1.1 (0) 77.1 (0) 29.4 (0) 3.3 (0) 84.5 (0) 67.7 (0)

5.2. Monte Carlo experiments

To study the finite-sample performance of the asymptotic chi-square goodness-
of-fit tests described in the previous section, we consider similar data generating
scenarios as in Section 4.3. Table 3 (resp. Table 4, Table 5) reports rejection
percentages of the test based on S[n] in (5.3) and Yule’s coefficient computed
from 1000 random samples of size n ∈ {100, 500, 1000} generated from p.m.f.s
whose copula p.m.f. is of the form (4.12) with Cθ the Clayton (resp. Gumbel-
Hougaard, Frank) copula with a Kendall’s tau in {0.33, 0.66} and whose margins
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Table 4

For (r, s) ∈ {(3, 3), (3, 5), (5, 5)}, rejection percentages of the goodness-of-fit test based on
S[n] in (5.3) and Yule’s coefficient computed from 1000 random samples of size

n ∈ {100, 500, 1000} generated, as explained in Section 5.2, from p.m.f.s whose copula p.m.f.
is of the form (4.12) with Cθ the Gumbel–Hougaard copula with a Kendall’s tau in

{0.33, 0.66}. The column ‘m’ gives the marginal scenario. The integer between parentheses
is the number of numerical issues encountered out of 1000 executions.

τ = 0.33 τ = 0.66

r s m n Cl GH F Cl GH F
3 3 1 100 27.8 (0) 3.8 (0) 3.9 (0) 29.5 (0) 0.9 (0) 2.1 (0)

500 94.8 (0) 4.1 (0) 18 (0) 99.2 (0) 3.8 (0) 18.5 (0)
1000 99.8 (0) 6.1 (0) 32.7 (0) 100 (0) 3.4 (0) 41.7 (0)

2 100 17.6 (0) 2.4 (0) 4.6 (0) 20 (0) 0.6 (0) 1.8 (0)
500 88.2 (0) 3.7 (0) 14.3 (0) 97.4 (0) 2.2 (0) 13.7 (0)

1000 99.5 (0) 4.6 (0) 28.6 (0) 100 (0) 3.6 (0) 32.7 (0)

3 100 20 (0) 2.6 (0) 4.2 (0) 23.1 (0) 0.9 (0) 1.9 (0)
500 89 (0) 4.2 (0) 17.2 (0) 98.2 (0) 2.1 (0) 9.5 (0)

1000 99.8 (0) 5 (0) 31.7 (0) 100 (0) 2.9 (0) 29.8 (0)

3 5 1 100 21.9 (0) 2.4 (0) 3.4 (0) 23.7 (0) 0.4 (0) 0.1 (0)
500 97 (0) 4.8 (0) 24.1 (0) 99.8 (0) 2 (0) 18.8 (0)

1000 100 (0) 4.3 (0) 53.3 (0) 100 (0) 2.7 (0) 48.6 (0)

2 100 9.8 (0) 0.3 (0) 0.9 (0) 16.9 (0) 0 (0) 0.1 (0)
500 89.9 (0) 6.3 (0) 15.8 (0) 98.6 (0) 1.8 (0) 8.2 (0)

1000 100 (0) 5.9 (0) 34.7 (0) 100 (0) 2.9 (0) 28.7 (0)

3 100 4.4 (0) 0.1 (0) 0.1 (0) 3.1 (0) 0 (0) 0 (0)
500 68.5 (0) 2 (0) 8.8 (0) 90.2 (0) 0.8 (0) 1.3 (0)

1000 97.3 (0) 3.9 (0) 22.4 (0) 99.8 (0) 1.5 (0) 13.7 (0)

5 5 1 100 10.6 (0) 0.3 (0) 0.9 (0) 32.7 (0) 0.1 (0) 0.2 (0)
500 98.8 (0) 4.5 (0) 31.9 (0) 99.6 (0) 1.7 (0) 29.2 (0)

1000 100 (0) 5.1 (0) 72.1 (0) 100 (0) 1.9 (0) 83.9 (0)

2 100 2 (0) 0 (0) 0 (0) 15.2 (0) 0.1 (0) 0.1 (0)
500 88.3 (0) 2.9 (0) 14.7 (0) 98.1 (0) 1 (0) 14.4 (0)

1000 100 (0) 5.2 (0) 42.2 (0) 100 (0) 3 (0) 62.5 (0)

3 100 0.2 (0) 0 (0) 0 (0) 0.2 (0) 0 (0) 0 (0)
500 37.5 (0) 0.6 (0) 0.8 (0) 88.8 (0) 0.6 (0) 1.9 (0)

1000 81.7 (0) 0.5 (0) 8.4 (0) 99.5 (0) 1.3 (0) 16.5 (0)

are as in the marginal scenarios listed in Section 4.3. In all the tables, the
columns ‘Cl’ (resp. ‘GH’, ‘F’) report rejection percentages when J in H0 in (5.1)
is constructed from a Clayton (resp. Gumbel–Hougaard, Frank) copula. The
integer between parentheses next to each rejection percentage is the number of
numerical issues (either related to the convergence of the IPFP, numerical root
finding or the necessary eigenvalue decomposition) out of 1000 executions. An
inspection of the tables shows that such issues were very rarely encountered.
In terms of rejection percentages, we see that the tests were never too liberal
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Table 5

For (r, s) ∈ {(3, 3), (3, 5), (5, 5)}, rejection percentages of the goodness-of-fit test based on
S[n] in (5.3) and Yule’s coefficient computed from 1000 random samples of size

n ∈ {100, 500, 1000} generated, as explained in Section 5.2, from p.m.f.s whose copula p.m.f.
is of the form (4.12) with Cθ the Frank copula with a Kendall’s tau in {0.33, 0.66}. The

column ‘m’ gives the marginal scenario. The integer between parentheses is the number of
numerical issues encountered out of 1000 executions.

τ = 0.33 τ = 0.66

r s m n Cl GH F Cl GH F
3 3 1 100 13.7 (0) 5.1 (0) 4 (0) 16 (0) 1.4 (0) 1.5 (0)

500 61.7 (0) 21 (0) 4.3 (0) 78.8 (0) 12.5 (0) 2.4 (0)
1000 92 (0) 38.6 (0) 4.4 (0) 99 (0) 34.8 (0) 3.5 (0)

2 100 12.7 (0) 3.5 (0) 3.1 (0) 8.9 (0) 1.8 (0) 1.4 (0)
500 49.2 (0) 17.8 (0) 5.1 (0) 66 (0) 8.9 (0) 3.4 (0)

1000 83.5 (0) 32.7 (0) 4.4 (0) 97.2 (0) 26.6 (0) 4.2 (0)

3 100 7.8 (0) 3.7 (0) 1.6 (0) 8.4 (0) 1 (0) 0.9 (0)
500 58.3 (0) 15.8 (0) 5.1 (0) 66.5 (0) 5.4 (0) 1 (0)

1000 88.2 (0) 38.5 (0) 5 (0) 97.4 (0) 21.7 (0) 1.7 (0)

3 5 1 100 10.8 (0) 3 (0) 1 (0) 19.9 (0) 0.7 (0) 0.1 (0)
500 77.1 (0) 29.8 (0) 3.8 (0) 96.6 (0) 28.7 (0) 2.4 (0)

1000 98.8 (0) 56.6 (0) 4.9 (0) 99.9 (0) 64.2 (0) 3.7 (0)

2 100 5.8 (0) 1.3 (0) 1.1 (0) 16.8 (0) 0.3 (0) 0.1 (0)
500 57.4 (0) 18.9 (0) 4.1 (0) 81.5 (0) 11.7 (0) 1.4 (0)

1000 89.7 (0) 38.8 (0) 6.5 (0) 98.4 (0) 44.6 (0) 2.2 (0)

3 100 3 (0) 0.6 (0) 0.2 (0) 2 (0) 0 (0) 0 (0)
500 35.3 (0) 10.5 (0) 1.3 (0) 68.7 (0) 10.5 (0) 1.3 (0)

1000 71.8 (0) 28.8 (0) 3.5 (0) 96.9 (0) 29.3 (0) 4 (0)

5 5 1 100 5.1 (0) 0.5 (0) 0.6 (0) 19.7 (0) 0.4 (0) 0.1 (0)
500 82.9 (0) 36.5 (0) 5.6 (0) 99.8 (0) 38.6 (0) 2.1 (0)

1000 99.5 (0) 71.8 (0) 6 (0) 100 (0) 86.9 (0) 2 (0)

2 100 1.2 (0) 0.1 (0) 0 (0) 11 (0) 0 (0) 0 (0)
500 53 (0) 16 (0) 4.2 (0) 97.6 (0) 17.7 (0) 1.5 (0)

1000 91.9 (0) 46.4 (0) 4.1 (0) 100 (0) 70 (0) 1.5 (0)

3 100 0 (0) 0 (0) 0 (0) 0.6 (0) 0 (0) 0 (0)
500 12.2 (0) 1.7 (0) 0.2 (0) 74.1 (0) 2.9 (0) 1.3 (0)

1000 39.4 (0) 10.1 (0) 0.6 (0) 99.2 (0) 27.8 (0) 1.7 (0)

and that they tend to be too conservative for scenarios in which the probability
of zero counts in the contingency tables of the generated samples is large. In a
related way, the tests display generally good power when they are not overly
conservative.

The lowest empirical levels and powers in Tables 3, 4 and 5 are frequently
observed for the third marginal scenario. For instance, for that marginal sce-
nario, Cθ the Clayton copula with a Kendall’s tau of 0.66, (r, s) = (5, 5) and
n = 500, a realization of the empirical copula p.m.f. u[n] in (4.4) multiplied by
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Table 6

For (r, s) = (5, 5), rejection percentages of the goodness-of-fit test based on S
[n]
G in (5.4) and

Yule’s coefficient with G formed according to (5.6) computed from 1000 random samples of
size n ∈ {100, 500, 1000, 2000} generated from a p.m.f. whose copula p.m.f. is of the

form (4.12) with Cθ the Clayton (Cl), Gumbel–Hougaard (GH) or Frank copula (F) with a
Kendall’s tau in {0.33, 0.66} and whose margins are binomial with parameters 4 and 0.5.

Cθ = Cl Cθ = GH Cθ = F

τ n Cl GH F Cl GH F Cl GH F
0.33 100 0.0 1.7 0.2 1.6 0.2 0.1 0.5 0.6 0.1

500 3.9 71.1 28.9 67.1 4.0 13.7 30.7 22.8 3.2
1000 4.0 97.3 67.9 95.3 3.6 35.7 61.1 43.5 5.6
2000 3.3 100.0 93.8 100.0 4.6 66.9 92.7 73.8 4.2

0.66 100 0.1 17.3 2.3 1.2 0.1 0.0 0.8 1.5 0.1
500 3.5 99.9 94.0 84.7 3.3 29.7 84.9 51.3 3.6

1000 3.6 100.0 100.0 99.3 4.4 78.4 99.7 88.6 5.3
2000 4.1 100.0 100.0 100.0 3.9 99.5 100.0 99.9 4.6

n and rounded to the nearest integer is:⎡
⎢⎢⎢⎢⎣

80 16 3 0 0
18 53 21 9 0
2 18 40 27 12
0 9 19 47 26
0 3 17 17 62

⎤
⎥⎥⎥⎥⎦ .

Note that, as already mentioned in Section 4.2.2, the latter could be interpreted
as observed counts from the unknown copula p.m.f. u. The low counts in the
lower-left and upper right-corners might be the reason for the conservative be-
havior of the goodness-of-fit tests based on S[n] in (5.3). For that reason, in the
next experiment, we focused on the (r, s) = (5, 5) case and the third marginal
scenario, and considered groupings according to the following matrix:⎡

⎢⎢⎢⎢⎣
1 2 2
1 2 2

3 3
4 4
4 4

⎤
⎥⎥⎥⎥⎦ (5.6)

where elements with the same integer are to be regrouped and from which
we can form the 25 by 25 grouping matrix G to be used in the statistic S

[n]
G

in (5.4). Notice that the resulting groupings may not always guarantee that all
aggregated counts are above 5. The latter will certainly not be true in general
for n = 100. The rejection percentages of the goodness-of-fit test based on S

[n]
G

and Yule’s coefficient are reported in Table 6. A comparison with the horizontal
blocks of Tables 3, 4 and 5 corresponding to (r, s) = (5, 5) and the third marginal
scenario shows a clear improvement of the empirical levels and an increase of
the powers when n ≥ 500.

In a last experiment, we focused on the (r, s) = (10, 10) case and second
marginal scenario listed in Section 4.3, and decided to form the grouping matrix
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Table 7

For (r, s) = (10, 10), rejection percentages of the goodness-of-fit test based on S
[n]
G in (5.4)

and Yule’s coefficient with G formed according to (5.7) computed from 1000 random
samples of size n ∈ {500, 1000, 2000, 4000} generated from a p.m.f. whose copula p.m.f. is of
the form (4.12) with Cθ the Clayton (Cl), Gumbel–Hougaard (GH) or Frank copula (F) with
a Kendall’s tau in {0.33, 0.66} and whose margins are as in the second marginal scenario of

Section 4.3.
Cθ = Cl Cθ = GH Cθ = F

τ n Cl GH F Cl GH F Cl GH F
0.33 500 6.0 66.4 29.8 73.7 8.6 17.8 35.6 11.1 7.7

1000 3.6 97.9 61.0 97.5 6.2 26.4 68.1 18.3 5.5
2000 6.1 100.0 94.9 100.0 6.4 45.9 95.8 38.7 5.5
4000 5.0 100.0 100.0 100.0 4.7 81.7 100.0 78.5 5.4

0.66 500 2.2 91.0 54.1 94.8 2.8 16.5 57.9 6.4 3.0
1000 3.3 100.0 98.1 99.9 3.8 39.8 97.4 20.7 4.9
2000 5.3 100.0 100.0 100.0 4.3 78.0 100.0 62.1 4.6
4000 4.3 100.0 100.0 100.0 5.3 98.4 100.0 97.1 4.1

G according to the following matrix:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 2 2 2 2 3 3 3
1 1 1 2 2 2 2 3 3 3
1 1 1 2 2 2 2 3 3 3
4 4 4 5 5 5
4 4 4 5 5 5
4 4 4 5 5 5
4 4 4 5 5 5
6 6 6 7 7 7 7 8 8 8
6 6 6 7 7 7 7 8 8 8
6 6 6 7 7 7 7 8 8 8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5.7)

The rejection percentages are reported in Table 7 for n ∈ {500, 1000, 2000, 4000}.
The results seem to confirm that the goodness-of-fit tests based on S

[n]
G in (5.4)

can be well-behaved in many scenarios provided groupings are performed to
avoid “very low counts” in the matrix nu[n].

5.3. Chi-square tests based on a semi-parametric bootstrap

When (X1, Y1), . . . , (Xn, Yn) is a random sample, the goodness-of-fit tests based
S

[n]
G in (5.4) can also be carried out using an appropriate adaptation of the so-

called parametric bootstrap (see, e.g., Stute et al., 1993; Genest and Rémillard,
2008). Specifically, in our case, the latter could be called a semi-parametric
bootstrap. The testing procedure that we propose is as follows:

1. For the hypothesized parametric family of copula p.m.f.s J in (4.11), esti-
mate θ0 by θ̂[n], where θ̂[n] is one the three method-of-moments estimators
in (4.14) or the maximum pseudo-likelihood estimator in (4.17), and com-
pute S

[n]
G in (5.4).
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2. Let p[n,1] and p[n,2] denote the margins of p[n] in (4.2), and, using (2.5)
with a = p[n,1] and b = p[n,2], form p[n,θ̂[n]] = Ip[n,1],p[n,2](u[θ̂[n]]), which
is a consistent semi-parametric estimate of the p.m.f. of (X,Y ) under H0
in (5.1).

3. For some large integer M , repeat the following steps for l ∈ {1, . . . ,M}:

(a) Generate a random sample (X(l)
1 , Y

(l)
1 ), . . . , (X(l)

n , Y
(l)
n ) from p[n,θ̂[n]].

(b) From the generated sample, compute the version p[n],l of p[n] in (4.2),
the version u[n],l = U(p[n],l) of u[n], where U is defined in (3.1), and
the version θ̂[n],l of θ̂[n].

(c) Form an approximate realization under H0 of S[n]
G in (5.4) as

S
[n],l
G = n‖diag(G vec(u[θ̂[n],l]))−1/2G vec(u[n],l − u[θ̂[n],l])‖2

2.

4. Finally, estimate the p-value of the test as

1
M

M∑
l=1

1(S[n],l
G ≥ S

[n]
G ).

Remark 5.3. From a theoretical perspective, to attempt to show the null asymp-
totic validity of the proposed procedure, one could try to start from the work of
Genest and Rémillard (2008). From an empirical perspective, studying its finite-
sample behavior is unfortunately substantially more computationally costly
than studying the finite-sample performance of the asymptotic test described in
Section 5.1.

6. Data example

We briefly illustrate the proposed methodology on a bivariate data set initially
analyzed in Goodman (1979). The underlying discrete random variables are X,
the occupational status of a British male subject, and Y the occupational status
of the subject’s father. The occupational status can take r = s = 8 different
ordered values encoded as the first 8 integers. Goodman (1979) does not explain
why the underlying possible values are considered to be ordered and refers the
reader to Miller (1960), among others. We note that there seems to be no rea-
sons to consider that certain values in Ir,s cannot be realizations of (X,Y ). In
other words, it seems meaningful to assume that the unknown p.m.f. p of (X,Y )
has support Ir,s and thus that the decomposition in (3.2) holds. The random
vector (X,Y ) was observed on n = 3498 subjects. The resulting bivariate con-
tingency table can be obtained in R by typing data(occupationalStatus) and
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Fig 1. Ballon plot of the empirical copula p.m.f. u[n] computed using (4.3) and (4.4) from
the contingency table given in (6.1).

is reproduced below for convenience:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

50 19 26 8 7 11 6 2
16 40 34 18 11 20 8 3
12 35 65 66 35 88 23 21
11 20 58 110 40 183 64 32
2 8 12 23 25 46 28 12
12 28 102 162 90 554 230 177
0 6 19 40 21 158 143 71
0 3 14 32 15 126 91 106

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.1)

To estimate the unknown copula p.m.f. u = U(p) of (X,Y ), we first computed
p[n] in (4.3) from the above contingency table and then the empirical copula
p.m.f. u[n] using (4.4). The latter is represented in Figure 1 under the form
of a ballon plot created using the R package ggpubr (Kassambara, 2023). To
complement Figure 1, we also provide the matrix nu[n] rounded to the nearest
integer, ⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

253 70 58 14 21 8 8 4
88 160 82 35 36 17 12 7
38 80 90 74 66 42 20 26
28 37 65 99 61 71 44 32
16 46 42 64 118 55 60 37
13 22 48 62 58 91 68 76
0 15 28 47 42 80 130 94
0 8 24 43 34 73 95 160

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.2)

which, as already mentioned, could be interpreted as observed counts from the
unknown copula p.m.f. u. Estimates of Yule’s coefficient ρ in (3.4) as well as
the gamma coefficient γ and the tau coefficient τ in (3.7) can be computed
using (4.10) and are ρ[n] � 0.63, γ[n] � 0.56 and τ [n] � 0.5, respectively. The
latter seems to indicate a moderately strong dependence between X and Y .
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Table 8

Estimates of the parameter θ for families J in (4.11) constructed via (4.12), where Cθ is
either a Clayton (Cl), Gumbel–Hougaard (GH), Frank (F), Plackett (P), survival Clayton

(sCl), survival Gumbel–Hougaard (sGH) or survival Joe (sJ) copula. The first three columns
give the three method-of-moment estimates defined in (4.14). The fourth and fifth colums
report the maximum pseudo-likelihood estimate in (4.17) and the value of −L̄[n](θ[n])/n,

respectively, where L̄ is defined in (4.16).

Cθ θ
[n]
ρ θ

[n]
γ θ

[n]
τ θ[n] −L̄[n](θ[n])/n

Cl 1.712 1.724 1.722 1.548 3.906
GH 1.865 1.861 1.863 1.789 3.940
J 2.591 2.596 2.592 2.070 3.998
F 4.886 4.945 4.968 5.001 3.914
P 9.147 8.915 8.961 8.717 3.909
sCl 1.712 1.724 1.722 1.208 3.987
sGH 1.865 1.861 1.863 1.861 3.896
sJ 2.591 2.596 2.592 2.393 3.909

Table 9

Results of the goodness-of-fit tests based on S
[n]
G in (5.4) and Yule’s coefficient with G

formed such that the four values in the lower-left and upper-right corners of the copula
p.m.f.s are grouped. The hypothesized family J in (5.1) is constructed via (4.12), where Cθ

is either a Clayton (Cl), Gumbel–Hougaard (GH), Frank (F), Plackett (P), survival Clayton
(sCl), survival Gumbel–Hougaard (sGH) or survival Joe (sJ) copula. The first row gives the
values of S[n]

G . The second (resp. third) row reports the p-values obtained via the asymptotic
procedure (resp. semi-parametric bootstrap) described in Section 5.1 (resp. Section 5.3) with

M = 104.
Cl GH J F P sCl sGH sJ

S
[n]
G 260.4 523.1 1374.9 279.9 245.4 1200.2 156.4 303.0

Asymptotic 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000
Semi-p. boot. 0.000 0.000 0.000 0.000 0.000 0.000 0.011 0.000

Let us next turn to the parametric modeling of u. We first fitted eight one-
parameter families J in (4.11) constructed via (4.12), where Cθ is either a Clay-
ton, Gumbel–Hougaard, Frank, Plackett, survival Clayton, survival Gumbel–
Hougaard or survival Joe copula (see, e.g., Hofert et al., 2018, Section 2.5 for
the definition of a survival copula). Method-of-moments and maximum pseudo-
likelihood estimates are given in Table 8, the last column of which also reports
the scaled maximized negative log-pseudo-likelihood −L̄[n](θ[n])/n, where L̄ is
defined in (4.16). The latter seems to indicate that a model based on a survival
Gumbel–Hougaard copula fits best. This may not be surprising since survival
Gumbel–Hougaard copulas are lower-tail dependent and an inspection of Fig-
ure 1 and the “observed counts” in (6.2) seems to reveal such a “lower-tail”
dependence in the upper left-corner.

To further assess the fit of the aforementioned eight models, we carried out
goodness-of-fit tests based S

[n]
G in (5.4) and Yule’s coefficient with G formed such

that, following (6.2), the four values in the lower-left and upper-right corners of
the copula p.m.f.s are grouped. P-values are given in Table 9 and were computed
using both the asymptotic procedure of Section 5.1 and the semi-parametric
bootstrap of Section 5.3 with M = 104. As one can see, all models are rejected,
say, at the 2% level, but the least-rejected one is the one based on the survival
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Gumbel–Hougaard copula family. A detailed inspection of Figure 1 and (6.2)
seems to indicate the presence of asymmetry with respect to the diagonal in the
unknown copula p.m.f. u. The latter suggests that models based on suitable non-
exchangeable generalizations of the survival Gumbel–Hougaard copula family
might provide a better fit. This is left for future research as explained in the
forthcoming concluding remarks.

7. Concluding remarks

Inspired by the seminal work of Geenens (2020), we investigated a copula-like
modeling approach for discrete bivariate distributions based on I-projections on
Fréchet classes and the IPFP. The starting point of the investigated methodology
is the copula-like decomposition of bivariate p.m.f.s stated in Proposition 3.1.
Focusing our attention on discrete bivariate distributions with rectangular sup-
ports, we proposed nonparametric and parametric estimation procedures as well
as goodness-of-fit tests for the underlying copula p.m.f. Related asymptotic
results were provided thanks to a differentiability result for I-projections on
Fréchet classes which can be of independent interest. Monte-Carlo experiments
were carried out to study the finite-sample performance of some of the investi-
gated inference procedures and the proposed methodology was finally illustrated
on a data example.

We end this section by stating a few remarks:

• As already hinted at in the introduction, the assumption of rectangular
support could be replaced by an alternative postulate for the support of p
(based for instance on domain knowledge). Let us briefly describe the
practical difficulties that would need to be overcome to adapt the statis-
tical modeling methodology put forward in this work. Following Proposi-
tion 3.1, one would first need to verify that there exists a bivariate p.m.f.
with uniform margins that has the same support as p. Then, a suitable
smoothed estimator of p, playing the role of (4.3), would need to be pro-
posed so that the corresponding empirical copula p.m.f. of the form of (4.4)
could be computed in practice via the IPFP. Finally, one would need to
come up with parametric models of the form of (4.11) whose support
matches the one postulated for p. Such investigations are left for future
work.

• The proposed inference procedures rely on the initial smoothing in (4.3)
whose practical aim is to ensure that the IPFP will numerically converge
with “high probability”. Our proposal is arbitrary and alternative smooth-
ing strategies would certainly need to be empirically investigated.

• From the point of view of statistical practice, the asymptotic results stated
in Section 4 could be further used to obtain asymptotic confidence inter-
vals for the various nonparametric and parametric estimates. Furthermore,
with additional implementation work, fitting and goodness-of-fit testing
could be extended to multiparameter parametric families J in (4.11). This
is left for a future project. The fact that we considered only families J
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built via (4.12) is only a matter of practical convenience because of the
amount of available implemented functionalities on copulas in R. As al-
ready mentioned in Section 4.2, some other classes of parametric families
J were proposed in Section 7 of Geenens (2020).

• Finally, we believe that the proposed methodology can be made fully mul-
tivariate as the key underlying results related to I-projections are not
restricted to the bivariate case. One would however still need to carefully
verify that the fact that the IPFP is usually studied only in the bivariate
case is merely due to notational convenience.

Appendix A: Proof of Proposition 2.5

Proof of Proposition 2.5. The proof is based on the implicit function the-
orem (see, e.g., Fitzpatrick, 2009, Theorem 17.6, p 450). Before applying this
result, we need to define the underlying function and verify a certain number of
related assumptions.

Since it is assumed that Γa,b,T 
= ∅, from Proposition 2.2, for any x ∈ ΓT ,
Ia,b(x) = y∗x = arg infy∈Γa,b

D(y‖x) with supp (y∗x) = T . It follows that, for any
x ∈ ΓT , Ia,b(x) = arg infy∈Γa,b,T

D(y‖x) and thus

vecA(Ia,b(x)) = arg inf
z∈Λa,b,A,T

H(z‖vecB(x)), (A.1)

where H is defined in (2.17) and Λa,b,A,T in (2.16) is, by assumption, an open
subset of R|A|. Notice that, from (2.4), for any (z, w) ∈ Λa,b,A,T × ΛB,T ,

H(z‖w) =
∑

(i,j)∈T

c(z)ij log c(z)ij
d(w)ij

(A.2)

and ΛB,T in (2.14) is an open subset of R|B| under the considered assumptions
on B. Next, let F : Λa,b,A,T × ΛB,T → R|A| be defined by

F (z, w) = ∂1H(z‖w), z ∈ Λa,b,A,T ⊂ (0, 1)|A|, w ∈ ΛB,T ⊂ (0, 1)|B|.

From (A.2), F is differentiable at any (z, w) ∈ Λa,b,A,T × ΛB,T . Furthermore,
from the definition of F , (A.1) and first-order necessary optimality conditions,
we have that

F (vecA(Ia,b(x)), vecB(x)) = 0R|A| , for all x ∈ ΓT . (A.3)

Finally, to be able to apply the implicit function theorem, we shall verify that

det[∂1F (vecA(Ia,b(x)), vecB(x))] 
= 0, for all x ∈ ΓT . (A.4)

Consider the set ΛT,T ⊂ (0, 1)|T | defined in (2.14) with B = T and let D̃ be the
map from ΛT,T × ΛT,T to [0,∞) defined by D̃(s‖s′) = D(vec−1

T (s)‖vec−1
T (s′)),

s, s′ ∈ ΛT,T . Then, from (2.4), for any s, s′ ∈ ΛT,T ,

D̃(s‖s′) =
|T |∑
i=1

si log si
s′i
.



Copula-like inference for discrete bivariate distributions 2609

Lemma A.1 below then implies that, for any r ∈ ΛT,T , D̃(·‖r) is strongly convex
with constant 1 on ΛT,T in the sense of Nesterov (2004, Section 2.1.3). From
Theorem 2.1.9 in the previous reference, the latter is equivalent to the fact that,
for any r ∈ ΛT,T , s, s′ ∈ ΛT,T and t ∈ [0, 1],

tD̃(s‖r) + (1 − t)D̃(s′‖r) ≥ D̃(ts + (1 − t)s′‖r) + t(1 − t)1
2‖s− s′‖2

2. (A.5)

From (2.17), we further have that, for any z ∈ Λa,b,A,T and w ∈ ΛB,T ,

H(z‖w) = D(c(z)||d(w)) = D̃(vecT ◦ c(z)||vecT ◦ d(w)).

Fix w ∈ ΛB,T , z, z′ ∈ Λa,b,A,T and t ∈ [0, 1]. Using the fact that, by definition,
vecT ◦ c is a linear map and (A.5), we obtain

tH(z‖w) + (1 − t)H(z′‖w) −H(tz + (1 − t)z′‖w)
=tD̃(vecT ◦ c(z)‖vecT ◦ d(w)) + (1 − t)D̃(vecT ◦ c(z′)‖vecT ◦ d(w))
− D̃(vecT ◦ c(tz + (1 − t)z′)‖vecT ◦ d(w))

=tD̃(vecT ◦ c(z)‖vecT ◦ d(w)) + (1 − t)D̃(vecT ◦ c(z′)‖vecT ◦ d(w))
− D̃(tvecT ◦ c(z) + (1 − t)vecT ◦ c(z′)‖vecT ◦ d(w))

≥t(1 − t)1
2‖vecT ◦ c(z′) − vecT ◦ c(z)‖2

2 ≥ t(1 − t)1
2‖z

′ − z‖2
2.

Hence, by Theorem 2.1.9 in Nesterov (2004), for any w ∈ ΛB,T , H(·‖w) is
strongly convex with constant 1 on Λa,b,A,T . From Theorem 2.1.11 in the same
reference, the latter is equivalent to the fact that, for any w ∈ ΛB,T and z ∈
Λa,b,A,T , ∂1∂1H(z‖w) − I|A|×|A| is positive semi-definite, where I|A|×|A| is the
|A| × |A| identity matrix. This implies that, for any w ∈ ΛB,T and z ∈ Λa,b,A,T ,
∂1∂1H(z‖w) is positive definite. Using the definition of F , the latter is equivalent
to the fact that, for any w ∈ ΛB,T and z ∈ Λa,b,A,T , ∂1F (z‖w) is positive definite,
which implies (A.4).

Fix x ∈ ΓT . We can now apply the implicit function theorem (see, e.g.,
Fitzpatrick, 2009, Theorem 17.6, p 450) to conclude that there exists a scalar
r > 0 and a differentiable function G : Br(x) → (0, 1)|A|, where Br(x) is an open
ball of radius r centered at vecB(x), such that, whenever ‖z−vecA(Ia,b(x))‖2 <
r, ‖w − vecB(x)‖2 < r and F (z, w) = 0, then G(w) = z. The latter and (A.3)
imply that, for any x′ ∈ ΓT such that ‖vecA(Ia,b(x′))−vecA(Ia,b(x))‖2 < r and
‖vecB(x′) − vecB(x)‖2 < r, we have G(vecB(x′)) = vecA(Ia,b(x′)). From the
continuity of Ia,b stated in Lemma A.2 below, we thus obtain that G(vecB(x′)) =
vecA(Ia,b(x′)) for x′ in a neighborhood of x, or, equivalently, that G(w) =
vecA ◦ Ia,b ◦ d(w) for w in a neighborhood of vecB(x).

Another consequence of the implicit function theorem is that

∂1F (G(w), w)JG(w) + ∂2F (G(w), w)) = 0R|A|×|B| for all w ∈ Br(x),

where JG(w) is the Jacobian matrix of G evaluated at w. From (A.4), the
previous centered display implies that

JG(w) = −[∂1F (G(w), w)]−1∂2F (G(w), w))
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for all w in a neighborhood of vecB(x).

Lemma A.1. For k ∈ N, let Δk = {u ∈ (0, 1)k :
∑k

i=1 ui = 1}. Furthermore,
for any u, v ∈ (0, 1)k, let

D̄(v‖u) =
k∑

i=1
vi log vi

ui
.

Then, for any u ∈ Δk, the function D̄(·‖u) is strongly convex with constant 1
on Δk in the sense of Nesterov (2004, Section 2.1.3).

Proof. Fix u ∈ Δk. According to Nesterov (2004, Definition 2.1.2, p 63), we
need to prove that, for any v, w ∈ Δk,

D̄(w‖u) ≥ D̄(v‖u) + ∂1D̄(v‖u)T (w − v) + 1
2‖w − v‖2

2.

Note that, for any v ∈ (0, 1)k, ∂1D̄(v‖u) = (log(v1/u1) + 1, . . . , log(vk/uk) + 1)
and thus that, for any v, w ∈ Δk,

∂1D̄(v‖u)T (w − v) =
k∑

i=1
(log(vi/ui) + 1)(wi − vi) =

k∑
i=1

wi log(vi/ui) − D̄(v‖u)

=
k∑

i=1
wi log

(
wivi
uiwi

)
− D̄(v‖u)

= D̄(w‖u) − D̄(w‖v) − D̄(v‖u).

Hence,

D̄(w‖u) = D̄(v‖u) + ∂1D̄(v‖u)T (w − v) + D̄(w‖v)

≥ D̄(v‖u) + ∂1D̄(v‖u)T (w − v) + 1
2‖w − v‖2

1,

as a consequence of Pinsker’s inequality (see, e.g., Tsybakov, 2008, Lemma 2.5, p
88) and the fact that the total variation distance coincides with the L1 distance
in the considered finite setting. The proof is complete since ‖ · ‖1 ≥ ‖ · ‖2.

Lemma A.2. For any T ⊂ Ir,s, T 
= ∅, such that there exists y ∈ Γa,b with
supp (y) ⊂ T , the function Ia,b : ΓT → Γa,b is continuous.

Proof. The result is a direct consequence of Theorem 3.3 (iii) in Gietl and Reffel
(2017).

Appendix B: Proofs of Propositions 3.1 and 3.4

Proof of Proposition 3.1. We first prove that Assertion 1 implies Asser-
tion 2. Since there exists v ∈ Γunif such that supp (v) = supp (p), from Propo-
sition 2.1, the I-projection of p on Γunif exists and is unique, that is, u = U(p)
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exists and is unique. Furthermore, from Proposition 2.2, u is diagonally equiv-
alent to p. Since there exists q ∈ Γp[1],p[2] such that supp (q) = supp (u) (take
q = p), p′ = Ip[1],p[2](u) exists and is unique, and p′ is diagonally equivalent to
u. Since, by transitivity via u, p′ is diagonally equivalent to p, and since p′ and
p have the same margins, we can conclude from Property 1 of Pretzel (1980)
(see also Brossard and Leuridan, 2018, Lemma 27) that p′ = p.

We shall now prove that Assertion 2 implies Assertion 1. Since u = U(p) =
arg infy∈Γunif

D(y‖p), we have that supp (u) ⊂ supp (p) by the definition of D
in (2.4). Similarly, p = Ip[1],p[2](u) = arg infy∈Γ

p[1],p[2]
D(y‖u) which implies that

supp (p) ⊂ supp (u). Assertion 1 thus holds since u ∈ Γunif and supp (u) =
supp (p).

Proof of Proposition 3.4. Let (U, V ) have p.m.f. v ∈ Γunif. Then, Good-
man’s and Kruskal’s gamma (Goodman and Kruskal, 1954) and Kendall’s tau b
(see, e.g., Kendall and Gibbons, 1990) of (U, V ) are respectively defined by

G(v) = κ(v) − δ(v)
κ(v) + δ(v) and T (v) = κ(v) − δ(v)√

P(U 
= U ′)P(V 
= V ′)
,

where (U ′, V ′) is an independent copy of (U, V ) and

κ(v) = P{(U − U ′)(V − V ′) > 0} and δ(v) = P{(U − U ′)(V − V ′) < 0}.

For κ(v), we have that

κ(v) =
∑

(i,j)∈Ir,s

∑
(i′,j′)∈Ir,s

1{(i− i′)(j − j′) > 0}P(U = i, U ′ = i′, V = j, V ′ = j′)

= 2
∑

i∈{1,...,r−1}
j∈{1,...,s−1}

∑
i′∈{i+1,...,r}
j′∈{j+1,...,s}

vijvi′j′ .

For δ(v), we can use the fact that δ(v) = P{(U − U ′)(V − V ′) 
= 0} − κ(v) and
the fact that P{(U − U ′)(V − V ′) 
= 0} can be expressed as∑
(i,j)∈Ir,s

∑
(i′,j′)∈Ir,s

1{(i− i′)(j − j′) 
= 0}P(U = i, U ′ = i′, V = j, V ′ = j′)

=
∑

(i,j)∈Ir,s

∑
(i′,j′)∈Ir,s

1(i 
= i′)1(j 
= j′)vijvi′j′ =
∑

(i,j)∈Ir,s

vij

r∑
i′=1
i′ 	=i

s∑
j′=1
j′ 	=j

vi′j′

=
∑

(i,j)∈Ir,s

vij

r∑
i′=1
i′ 	=i

(
1
r
− vi′j

)
=

∑
(i,j)∈Ir,s

vij

⎛
⎜⎜⎝r − 1

r
−

r∑
i′=1
i′ 	=i

vi′j

⎞
⎟⎟⎠

=
∑

(i,j)∈Ir,s

vij

(
r − 1
r

− 1
s

+ vij

)
= 1 − 1

r
− 1

s
+

∑
(i,j)∈Ir,s

v2
ij .
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To obtain the expression T (v), it remains to obtain the expressions of P(U 
= U ′)
and P(V 
= V ′). We have

P(U 
= U ′) =
r∑

i,i′=1
1(i 
= i′)P(U = i, U ′ = i′) = 1

r2

r∑
i=1

r∑
i′=1
i′ 	=i

1 = r − 1
r

and, similarly, P(V 
= V ′) = (s− 1)/s.

Appendix C: Proof of Proposition 4.3

Proof of Proposition 4.3. We only prove the first claim as the other claims
are immediate consequences of well-known results. We shall first apply Proposi-
tion 2.5 with a = u[1], b = u[2], T = Ir,s, A = Ir−1× Is−1 and B = Ir,s \{(r, s)}.
Note that, with some abuse of notation, the map d from ΛB,T in (2.14) to ΓT

in (2.13) mentioned in its statement can be defined, for any w ∈ ΛB,T , by

d(w11, w21, . . . , wr−2,s, wr−1,s) =

⎡
⎢⎣
w11 . . . w1s
...

...
wr1 . . . 1 −

∑
(i,j)∈B wij

⎤
⎥⎦ (C.1)

and that, with some abuse of notation, the map c from Λa,b,A,T in (2.16) to
Γa,b,T in (2.15) can be defined, for any z ∈ Λa,b,A,T , by

c(z11, z21, . . . , zr−1,1, . . . , z1,s−1, z2,s−1, . . . , zr−1,s−1)

=

⎡
⎢⎢⎢⎢⎣

z11 . . . z1,s−1 1/r −
∑s−1

j=1 z1j
...

...
...

zr−1,1 . . . zr−1,s−1 1/r −
∑s−1

j=1 zr−1,j

1/s−
∑r−1

i=1 zi1 . . . 1/s−
∑r−1

i=1 zi,s−1 1/r + 1/s− 1 +
∑

(i,j)∈A zij

⎤
⎥⎥⎥⎥⎦ .
(C.2)

Recall the definition of U in (3.1) and let u = U(p). Proposition 2.5 then
implies that the map vecA ◦ U ◦ d is differentiable at vecB(p) with Jacobian
matrix at vecB(p) equal to −L−1

u Mp, where

Lu = ∂1∂1H(vecA(u)‖vecB(p)) and Mp = ∂2∂1H(vecA(u)‖vecB(p)),

the map H is defined in (2.17) and, as we shall see below, the first (resp. second)
matrix only depends on u (resp. p). With some abuse of notation, let us denote
the (r − 1)(s− 1) components of ∂1H(vecA(u)‖vecB(p)) by

(H ′
11, H

′
21, . . . , H

′
r−1,1, . . . , H

′
1,s−1, H

′
2,s−1, . . . , H

′
r−1,s−1).

Standard calculations give

H ′
kl = log

(
ckl(u)
dkl(p)

)
−log

(
crl(u)
drl(p)

)
−log

(
cks(u)
dks(p)

)
+log

(
crs(u)
drs(p)

)
, (k, l) ∈ A,
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where dkl and ckl are the component maps of the maps d and c defined in (C.1)
and (C.2), respectively. Additional differentiation then leads to the expressions
of the elements of the matrices Lu and Mp given in (4.6) and (4.7), respectively.

Next, from the assumption that
√
n(p̂[n] − p) � Zp in Rr×s and since

√
n(p[n] − p̂[n]) P→ 0 in Rr×s, (C.3)

where p[n] is defined in (4.2), we immediately obtain that
√
n(vecB(p[n]) −

vecB(p)) � vecB(Zp) in R|B|, which, combined with the delta method (see, e.g.,
van der Vaart, 1998, Theorem 3.1) for the map vecA ◦ U ◦ d and, again, (C.3),
implies that
√
n(vecA ◦ U ◦ d ◦ vecB(p[n]) − vecA ◦ U ◦ d ◦ vecB(p))

+ L−1
u Mp

√
n(vecB(p̂[n]) − vecB(p)) P→ 0 in R|A|.

Since, for the considered choices of T and B, for any y ∈ ΓT , d ◦ vecB(y) = y,
the latter is equivalent to

√
n vecA(u[n] − u) + L−1

u Mp

√
n vecB(p̂[n] − p) P→ 0 in R|A|.

Notice from (C.2) that, for any z ∈ Λa,b,A,T , c(z) = vec−1(Kz)+C, where C is a
constant r× s matrix. Hence, for any y, y′ ∈ Γa,b,T , KvecA(y− y′) = vec(y− y′)
and, by the continuous mapping theorem, we obtain that

√
n vec(u[n] − u) + KL−1

u Mp

√
n vecB(p̂[n] − p) P→ 0 in Rrs.

The desired result finally follows from the fact that Nvec(y) = vecB(y), y ∈
Rr×s.

Appendix D: Proofs of the results of Section 4.2.2

Proof of Proposition 4.9. To prove the consistency of θ[n], we shall use The-
orem 5.7 in van der Vaart (1998). For any θ ∈ Θ, let �

[θ]
ij = log u[θ]

ij , (i, j) ∈ Ir,s,
and let

M [n](θ) = L̄[n](θ)
n

=
∑

(i,j)∈Ir,s

u
[n]
ij �

[θ]
ij and M(θ) =

∑
(i,j)∈Ir,s

uij�
[θ]
ij . (D.1)

From the definition of θ[n] in (4.17), we have that M [n](θ[n]) = supθ∈Θ M [n](θ),
which implies that M [n](θ[n]) ≥ M [n](θ0). Furthermore, from the triangle in-
equality,

sup
θ∈Θ

|M [n](θ) −M(θ)| ≤ sup
θ∈Θ

∑
(i,j)∈Ir,s

|�[θ]ij (u[n]
ij − uij)|

= sup
θ∈Θ

∑
(i,j)∈Ir,s

|�[θ]ij ||u
[n]
ij − uij |
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≤ | log λ|
∑

(i,j)∈Ir,s

|u[n]
ij − uij | P→ 0 in R

by Proposition 4.2 and the continuous mapping theorem. Moreover, from the
identifiability of the family J and Lemma 5.35 of van der Vaart (1998), we have
that θ0 is the unique maximizer of M . The latter implies that, for every ε > 0,
supθ∈Θ:‖θ−θ0‖2>ε

M(θ) < M(θ0). The consistency of θ[n] finally follows from Theorem 5.7 in van
der Vaart (1998).

Proof of Proposition 4.11. We proceed along the lines of the proof of The-
orem 5.21 in van der Vaart (1998). First, for any θ ∈ Θ, let

Ψ[n]
k (θ) = ∂M [n]

∂θk
(θ), k ∈ Im,

where M [n] is defined in (D.1), and

Ψ[n](θ) =
(
Ψ[n]

1 (θ), . . . ,Ψ[n]
m (θ)

)
=

∑
(i,j)∈Ir,s

u
[n]
ij �̇

[θ]
ij ,

where �̇
[θ]
ij is defined in (4.21). Since Θ is assumed to be open, the estimator θ[n]

in (4.17) is a zero of Ψ[n]. Also, let

Ψ(θ) = Eθ0(�̇
[θ]
(U,V )) =

∑
(i,j)∈Ir,s

uij �̇
[θ]
ij , (D.2)

where (U, V ) has p.m.f. u and �̇
[θ]
ij is defined in (4.21). Then, from the discussion

preceding the statement of Proposition 4.11, we have that θ0 is a zero of Ψ.
Since, for any (i, j) ∈ Ir,s, θ �→ �

[θ]
ij is twice differentiable at any θ ∈ Θ, by the

mean value theorem (see, e.g., Fitzpatrick, 2009, Theorem 15.29, p 408), there
exists η > 0 and a positive matrix q ∈ Rr×s such that, whenever ‖θ− θ0‖2 < η,
for any (i, j) ∈ Ir,s,

‖�̇[θ]ij − �̇
[θ0]
ij ‖2 ≤ qij‖θ − θ0‖2. (D.3)

Furthermore, from the triangle inequality and the inequality of Cauchy-
Schwarz, we have

Δ[n] =

∥∥∥∥∥∥
∑

(i,j)∈Ir,s

�̇
[θ[n]]
ij

√
n(u[n]

ij − uij) −
∑

(i,j)∈Ir,s

�̇
[θ0]
ij

√
n(u[n]

ij − uij)

∥∥∥∥∥∥
2

2

≤

⎧⎨
⎩

∑
(i,j)∈Ir,s

‖�̇[θ
[n]]

ij − �̇
[θ0]
ij ‖2 × |

√
n(u[n]

ij − uij)|

⎫⎬
⎭

2

≤ A[n] ×B[n],

(D.4)

where

A[n] =
∑

(i,j)∈Ir,s

‖�̇[θ
[n]]

ij − �̇
[θ0]
ij ‖2

2 and B[n] =
∑

(i,j)∈Ir,s

|
√
n(u[n]

ij − uij)|2. (D.5)
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To show that Δ[n] P→ 0, let us first prove that A[n] P→ 0. Fix ε > 0. Then,
P(A[n] > ε) ≤ I [n] + J [n], where

I [n] = P

⎛
⎝ ∑

(i,j)∈Ir,s

‖�̇[θ
[n]]

ij − �̇
[θ0]
ij ‖2

2 > ε, ‖θ[n] − θ0‖2 < η

⎞
⎠ ,

J [n] = P
(
‖θ[n] − θ0‖2 ≥ η

)
.

The fact that that J [n] converges to zero is a consequence of the consistency
of θ[n] and the continuous mapping theorem. For I [n], using (D.3), we obtain

I [n] ≤ P

⎛
⎝‖θ[n] − θ0‖2

2
∑

(i,j)∈Ir,s

q2
ij > ε, ‖θ[n] − θ0‖2 < η

⎞
⎠

≤ P

⎛
⎝‖θ[n] − θ0‖2

2
∑

(i,j)∈Ir,s

q2
ij > ε

⎞
⎠→ 0,

again as a consequence of the consistency of θ[n]. Hence, A[n] P→ 0.
Let us next verify that Δ[n] in (D.4) converges in probability to zero. From

Proposition 4.3, we know that the weak convergence of
√
n(p̂[n] − p) in Rr×s

implies the weak convergence of
√
n(u[n]−u) in Rr×s. Hence, from the continuous

mapping theorem, B[n] in (D.5) is bounded in probability, which implies that
Δ[n] in (D.4) converges to zero in probability.

Moreover, since Ψ[n](θ[n]) = 0 and Ψ(θ0) = 0, we have that

∑
(i,j)∈Ir,s

�̇
[θ[n]]
ij

√
n(u[n]

ij − uij) = −
∑

(i,j)∈Ir,s

�̇
[θ[n]]
ij

√
nuij

=
∑

(i,j)∈Ir,s

√
n(�̇[θ0]ij − �̇

[θ[n]]
ij )uij .

(D.6)

Since, for any (i, j) ∈ Ir,s, θ �→ �
[θ]
ij is twice differentiable at any θ ∈ Θ, the map

Ψ in (D.2) is differentiable at its zero θ0 with Jacobian matrix at θ0 given by
∑

(i,j)∈Ir,s

uij �̈
[θ0]
ij = Eθ0(�̈

[θ0]
(U,V )),

where �̈
[θ]
ij is defined in (4.23). We then obtain from the delta method (see, e.g.,

van der Vaart, 1998, Theorem 3.1) that

√
n

⎛
⎝ ∑

(i,j)∈Ir,s

�̇
[θ[n]]
ij uij −

∑
(i,j)∈Ir,s

�̇
[θ0]
ij uij

⎞
⎠ = Eθ0(�̈

[θ0]
(U,V ))

√
n(θ[n] − θ0) + oP (1).
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Combining the latter display with (D.6) and the fact that Δ[n] in (D.4) converges
to zero in probability, we obtain that

Eθ0(�̈
[θ0]
(U,V ))

√
n(θ[n] − θ0) = −

∑
(i,j)∈Ir,s

�̇
[θ0]
ij

√
n(u[n]

ij − uij) + oP (1).

The continuous mapping theorem, (4.24) and Proposition 4.3 finally imply that
√
n(θ[n] − θ0) = −{Eθ0(�̈

[θ0]
(U,V ))}

−1
∑

(i,j)∈Ir,s

�̇
[θ0]
ij

√
n(u[n]

ij − uij) + oP (1),

= {Eθ0(�̇
[θ0]
(U,V )�̇

[θ0],�
(U,V ))}

−1�̇[θ0]
√
n vec(u[n] − u) + oP (1),

= {Eθ0(�̇
[θ0]
(U,V )�̇

[θ0],�
(U,V ))}

−1�̇[θ0]Ju,p
√
n vec(p̂[n] − p) + oP (1).

Appendix E: Proofs of the results of Section 5

Proof of Proposition 5.1. Under H0 in (5.1), we can decompose the goodness-
of-fit process as

√
n(u[n] − u[θ̂[n]]) =

√
n(u[n] − u) −

√
n(u[θ̂[n]] − u).

From the delta method (see, e.g., van der Vaart, 1998, Theorem 3.1), we then
obtain that, under H0,

√
n vec(u[θ̂[n]] − u) =

√
n vec(u[θ̂[n]] − u[θ0]) = u̇[θ0]√n(θ̂[n] − θ0) + oP (1).

From the assumptions, it follows that, under H0,
√
n vec(u[n] − u[θ̂[n]]) has the

same limiting distribution as
√
n vec(u[n] − u) − u̇[θ0]V [θ0]

u,p

√
n vec(p̂[n] − p).

Finally, from Proposition 4.3, we obtain that
√
n vec(u[n] − u[θ̂[n]]) = Ju,p

√
n vec(p̂[n] − p) − u̇[θ0]V [θ0]

u,p

√
n vec(p̂[n] − p) + oP (1).

Proof of Proposition 5.2. From Proposition 5.1, the continuous mapping
theorem and the fact that u[θ̂[n]] P→ u[θ0] in Rr×s, we obtain that

diag(G vec(u[θ̂[n]]))−1/2√nG vec(u[n] − u[θ̂[n]])
= diag(G vec(u[θ0]))−1/2G(Ju,p − u̇[θ0]V [θ0]

u,p )
√
n vec(p̂[n] − p) + oP (1).

Consequently, when (X1, Y1), . . . , (Xn, Yn) are independent copies of (X,Y ),
the sequence

diag(G vec(u[θ̂[n]]))−1/2√nG vec(u[n] − u[θ̂[n]])

is asymptotically centered normal with covariance matrix given by (5.5). The
first claim is finally a consequence of Lemma 17.1 in van der Vaart (1998). The
second claim immediately follows from the continuous mapping theorem.
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