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Abstract

In this paper we derive intertwining relations for a broad class of conservative particle
systems both in discrete and continuous setting. Using the language of point process
theory, we are able to derive a new framework in which duality and intertwining can
be formulated for particle systems evolving in general spaces. These new intertwining
relations are formulated with respect to factorial and orthogonal polynomials.

Our novel approach unites all the previously found self-dualities in the context
of discrete consistent particle systems and provides new duality results for several
interacting systems in the continuum, such as interacting Brownian motions. We
also introduce a process that we call generalized inclusion process, consisting of
interacting random walks in the continuum, for which our method applies and yields
generalized Meixner polynomials as orthogonal self-intertwiners.
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1 Introduction

1.1 Duality for interacting particle systems: a short overview

Duality and self-duality are important technical tools in the study of interacting
particle systems and models of population dynamics. E.g. in [42] self-duality is the key
tool to analyze the ergodic properties of the symmetric exclusion process (SEP), in [32]
duality is the key tool to infer properties of a non-equilibrium steady state in the so-called
KMP model of heat conduction and in [14], [18, Chapter 10] duality is used to study the
long-time behaviour in stochastic models of population genetics.
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Intertwining and duality for consistent Markov processes

Self-duality can be expressed as the property that the time evolution of well-chosen
polynomials of degree n boils down to the time evolution of n (dual) particles. This is
a significant simplification, because properties of a system of possibly infinitely many
particles are reduced to properties of a finite number of particles. In its simplest setting
(one particle duality in discrete systems), it is the property that the expected number
of particles at a given location x at time ¢ > 0 can be expressed in terms of the initial
configuration and the location at time ¢ > 0 of a single particle starting from x. The
three main classical discrete interacting particle systems for which self-duality has been
proved are SEP, simple symmetric inclusion process (SIP) and independent random walks
(IRW).

Mostly dualities and self-dualities in the context of conservative interacting particle
systems are studied on lattices, i.e., in a discrete setting where the particle configuration
specifies at each site of the lattice the number of particles. The duality functions are then
usually products over lattice sites of polynomials in the number of particles, depending
on the number of dual particles (the number of dual particles corresponds to the degree
of the polynomial). The self-duality functions are usually categorized in “classical”
self-duality functions, corresponding to (modified) factorial moments, and “orthogonal”
self-duality functions which are products of orthogonal polynomials (where orthogonality
is with respect to an underlying reversible product measure).

Self-duality relations with respect to orthogonal polynomials are particularly useful
in the study of fluctuation fields, the Boltzmann Gibbs principle, and cumulants in
non-equilibrium steady states ([4], [5], [15], [23]). So far, for the classical discrete
systems (SEP, SIP, IRW) orthogonal polynomial self-duality functions were obtained via
various methods: the three term recurrence relations [24], Lie algebra representation
theory [27], unitary symmetries [10], and a direct relation between “classical” (factorial
moment) self-duality functions and orthogonal duality functions [23].

1.2 Self-duality beyond the discrete setting

The language and formulation of duality in terms of occupation variables at discrete
lattice sites clearly breaks down in many natural settings of e.g. particles moving in the
continuum, such as interacting Brownian motions or more general interacting Markov
processes. Even for one of the simplest examples such as independent Brownian motions,
it is not immediately clear how to formulate and obtain self-duality. The naive approach
of using the scaling limit of self-dualities of independent random walks does not lead to
useful results. However, it is very natural to expect that all the classical discrete systems
with self-duality properties have counterparts in the continuum. It is therefore important
to develop a more general approach to self-duality that can lead to results also in the
continuum, on very general state spaces. First, one has to find a language in which the
basic duality properties of discrete systems, including the orthogonal duality functions,
can be restated in such a way that they make sense in the continuum. Second, one has
to understand under which assumptions these generalized relations are valid, hoping to
include many more systems in the class of self-dual Markov processes. These two steps
are part of the contributions of this work.

1.3 Consistent particle systems

In [12], the notion of consistency (see also [32]) was connected to self-duality in the
context of discrete interacting particle systems. In particular, for the three basic particle
systems having self-duality (SEP, SIP and IRW), the “classical” duality relations can all be
derived from the same intertwining relation, which in turn is derived from consistency.
Consistency roughly means that the time evolution commutes with the operation of
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randomly selecting a given number of particles out of the system. Equivalently, up to
permutations, it implies that in a system of n particles, the k particle evolution coincides
with the evolution of k particles out of these n particles, i.e., the effect of the interactions
with the other n — k particles is “wiped out”. This is a remarkable property, trivially valid
for independent particles, but also for interacting systems with special symmetries, such
as the SEP and SIP.

The consistency property appeared (under a slightly different form) in the literature
on stochastic flows [40], [51] including e.g. interacting Brownian motions, the Brownian
web, and the Howitt-Warren flow. It also played a crucial role in the analysis of the KMP
model [32]. Therefore, the consistency property seems the natural starting point for
establishing self-duality relations for conservative particle systems in a general state
space. Because we want to consider evolution of configurations of particles, we are
naturally led to the context of point processes [38].

1.4 Summary of main results

We summarize below our main contributions.

(i) We introduce a new framework in which self-duality type relations, more precisely
self-intertwining relations, with respect to polynomials can be formulated for par-
ticle systems evolving on a general Borel space, thus also on R?. This framework
also provides a new approach to self-duality.

(ii) We provide a necessary and sufficient condition to have self-intertwining relations
with generalized falling factorial polynomials as intertwiners. In particular, we
provide new self-intertwining results for systems such as independent and interact-
ing Brownian motions. Moreover, from this new approach, the known self-duality
functions for classical conservative interacting particle systems (i.e., SEP, IRW, SIP
and the inhomogeneous version of these processes) are recovered. Our approach is
thus unifying and avoids the need of ad hoc computations for each system when
proving self-duality.

(iii) We prove that, assuming reversibility for the particle system, the Gram-Schmidt
orthogonalization procedure, viewed as the linear map acting as a projection on a
proper subspace and responsible for the orthogonalization procedure, is a symmetry
for the particle dynamics of a consistent process, i.e., this linear map commutes with
the semigroup of the process. This property is new not only in our general setting
but even in the discrete setting (i.e., for SEP, IRW, SIP and the inhomogeneous
version of these processes) where orthogonal polynomial duality is proved via direct
(rather tedious) computations. As a consequence, orthogonalizing the previously
introduced falling factorial polynomial self-intertwinings, we show orthogonal self-
intertwinings in the same context of consistent particle systems on general state
spaces. In doing so, we also show some properties of generalized orthogonal
polynomials which are of independent interest. Again, our new machinery allows
to recover all the known orthogonal self-duality functions for classical consistent
interacting particle systems.

(iv) We introduce and study a new process in the continuum, called generalized sym-
metric inclusion process, for which all our self-intertwining results apply. It turns
out that the distributions of the so-called Pascal point processes are reversible
measures of the generalized inclusion process. We prove that generalized Meixner
polynomials are self-intertwiners for the generalized symmetric inclusion process
and some properties of these orthogonal polynomials are derived in a novel and
simple way.
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These self-intertwining results open doors to many potential future applications to
the study of properties of particles systems in general state spaces, including charac-
terization of the stationary measures and their attractors (see, e.g., [42, Chapter 8]),
hydrodynamic limits (see, e.g., [15, Chapter 2]) and fluctuations (see, e.g., [5]), and
boundary driven non-equilibrium systems (see, e.g., [21], [32]).

1.5 Organization of the paper

Our paper is organized as follows. In Section 2 we introduce the general setting and
the class of Markov processes under consideration. We then state the two main theorems,
the two self-intertwining results where the intertwiners are respectively, generalized
falling factorial and orthogonal polynomials. We also provide the proof of some properties
of the generalized orthogonal polynomials. In Section 3 we list some examples of known
processes which satisfy the assumptions of our main theorems. In particular we show
how the known self-duality relations for exclusion and inclusion process follow from our
general results. In Section 4 we introduce and study a continuum version of the inclusion
process. In particular we identify its reversible distribution, we show that it satisfies the
assumptions of the two intertwiner results, and finally we exhibit the relation between
the generalized orthogonal polynomials and the Meixner polynomials.

Finally, Appendix A is mainly intended for the reader familiar with the language
of interacting particle systems and “interpolates” between the usual notations of that
context and the point process notations. We revisit self-duality for independent random
walks and link it to factorial moment measures of point processes. This allows us to
rewrite the self-duality relation in such a way that it makes sense for independent Markov
processes on general state spaces, provided a symmetry condition is fulfilled.

2 Self-intertwining relations

In this section, we start by introducing the setting and the class of processes that we
consider, namely the consistent and conservative Markov processes. Then, in Section 2.2,
we introduce the generalized falling factorial polynomials and we state and prove our first
main result, a self-intertwining relation. In Section 2.3, after providing the construction
of generalized orthogonal polynomials, we state and prove a second self-intertwining
relation. In Section 2.4 we provide the proof of some properties of the generalized
orthogonal polynomials.

2.1 Setting and consistent Markov processes

Throughout this article we investigate Markov processes whose state space consists
of configurations of non-labeled particles in some general measurable space (E, &) and
are thus usually denoted by configuration processes. To avoid the technical difficul-
ties associated with infinitely many particles (for example, a rigorous construction of
interacting dynamics), we consider configurations of finitely many particles only.

We follow modern point process notation in modelling such configurations as finite
counting measures on (F, £). Thus, let N, be the space of finite counting measures,
i.e., the space of finite measures that assign values in Ny := {0,1,2,...} to every set
B € £. The space is equipped with the c-algebra N.., generated by the counting
variables N.., 3 n — n(B), B € £. Assumptions on (E, &) are needed to ensure that
every counting measure is a sum of Dirac measures, therefore we assume throughout
the article that (F, £) is a Borel space (see [38, Definition 6.1]). The reader may think of
a Polish space or R4 endowed with the Borel o-algebra. It is well-known (see, e.g., [29,
Section 1.1] or [38, Chapter 6]) that for a Borel space, every finite counting measure
n € N is either zero or of the form n = §,, +---+0,, forsomen € IN={1,2,3,...} and
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x1,...,x, € E not necessarily distinct. In particular, the total mass 7(E) corresponds to
the total number of particles.

For our purpose, a Markov process with state space N is a collection (2, §, (1:):>0,
(Py,)pen-..), where (©, ) is a measurable space, 7; : (2,§) =& (Ncoo, Newo) is @ measur-
able map for all t > 0 and for € N, IP,, are probability measures on ({2, §) such that
P, (no = ) = 1 and the map n — P, (1, € B) is measurable for each B € £ and ¢t > 0.
The Markov property is implicitly assumed to be satisfied with respect to the natural
filtration §; := o(n,, 0 < s < t). We denote by E, the expectation with respect to PP,,.

We focus on a special class of Markov processes, which has been considered in [12],
[32], [40], [51], namely consistent Markov processes. In order to precisely define the
concept of consistent Markov process we introduce the lowering operator

/f n—0z)n(dx), 1€ N

acting on non-negative measurable functions f : N.o, — R4 and on functions f € G,
where G denotes the set of measurable functions f : N.,, — R such that the restriction
of f to every n-particle sector N,, := {n € Nc : n(E) = n} is bounded. Note A is
well-defined and that Af € G for f € G.

Definition 2.1 (Consistent Markov process). Let (1;);>0 be a Markov process on N,
with Markov semigroup (P;);>o. The process (1:):>0 is said to be consistent if for all
t > 0 and measurable function f : N — Ry

PtAf(n) :APtf(TI), n€N<oo- (2.1)

Notice that (2.1) can be written as

(/fm mwﬂz/ﬁwuﬂMM@w

Thus, in the context of conservative dynamics (see Assumption 2.2 (ii) below), by dividing
the left-hand side by 7;(F) and the right-hand side by n(E), (2.1) reads as follows: on the
left-hand side we first evolve the system and afterwards we remove uniformly at random
a particle, while on the right-hand side we first remove uniformly at random a particle
from the initial configuration and then we let the process evolve from the new initial
state.

Notice that (2.1) can be written as

</fm me:/rnuﬂMM@m

where on the left-hand side we first evolve the system and afterwards we remove
uniformly at random a particle, while on the right-hand side we first remove uniformly
at random a particle from the initial configuration and then we let the process evolve
from the new initial state. We refer to [12, Theorem 2.7 and Theorem 3.2] for further
characterizations of consistency in terms of the infinitesimal generator L, namely LA =
AL, and to Section 3 and 4 for some examples of consistent Markov processes.

For our results we need the following set of assumptions.

Assumption 2.2. We assume that (1;);>0 is a Markov process on N, with Markov
semigroup (P;);>o0, such that

(i) it is consistent;

(ii) it is conservative, i.e. for all ) € N it holds P,,(n;(E) = no(E)) =1 for all t > 0.
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Notice that Assumption 2.2 (ii) yields P,f € G for all f € G and thus, by Assump-
tion 2.2 (i), we obtain P, Af(n) = AP, f(n) for f € Gand n € N..

Let us briefly explain how consistency as defined in Definition 2.1 relates to a stronger
form of consistency reminiscent of Kolmogorov’s consistency theorem. Often the process
(m)e>0 comes from a process for labeled particles, as is the case for the independent
random walks in Appendix A below. Strong consistency, called compatibility by Le Jan
and Raimond [40, Definition 1.1], roughly means that time evolution and removal of any
deterministic particle commute—there is no need to choose the particle to be removed
uniformly at random.

Precisely, suppose that for each n € IN, we are given a transition function (pL”])tZO
on (E™ £%"), where £%™ denotes the n fold product o algebra of £, that preserves
permutation invariance. Then one can define a transition function (P;);>0 on (N<oo, Ncoo)
by P;(0,B) = 15(0), where 0 denotes the null counting measure, and

P8z, + -+ +0s,,B) = pgn] (xl, e, T L_l(B))7 (T1,%2,...,7n) € ", B € N (2.2)

where ¢, : E" — N is the map given by ¢, (z1,...,2,) =0z, + -+ + s,

Definition 2.3. The family (pﬁ"])tzo is strongly consistent if foralln € N, i € {1,...,n},
and (z1,...,2,) € E", the image of the measure £™ > B p,[s"] (z1,...,2n; B) under
the map E™ > (y1,...,Yn) — (Y1, Yi_1,Yit1---,Yn) € E""1 is equal to the measure
El'>5Bw pgn_l](xl, e L1, Tig ] - -, T B).

An elementary but important observation is that strong consistency of the family
(p,{"])tzo implies consistency of (P,);>¢ in the sense of Definition 2.1. The observation
yields a whole class of consistent processes, see Section 3.3.

Theorem 2.6 uses both (P;);>o and a semigroup (pL”])tZO for labeled particles. As we
wish to use the semigroup (P;);>¢ as our starting point, let us mention that (2.2) implies

(Pof) By 4+ 00,) = (0 ) (21, - 20) (2.3)

whenever f, = fo., and f : N.,, — R is measurable and non-negative or bounded. This
determines the action of (pl[t”])tzo on the space F,, of bounded, measurable, permutation
invariant functions f,, : E™ — R uniquely. Therefore, given a conservative semigroup
(Py)¢>0 on N, we may take (2.3) as the definition of an associated semigroup of n unla-
beled distinct particles (which, depending on the specific dynamics under consideration,
may occupy the same location) on the space of bounded permutation invariant functions
Fn. Forn = 0, we set Fy := R and let p,[so] be the identity operator on R, for all ¢ > 0.
Notice that the semigroup property of (pL"])tZO on F, is thus a direct consequence of the
assumed semigroup property of (P;);>o, (2.3) and Assumption 2.2 (ii). We also remark
that, since we start from the semigroup (P,);>o, we only deal with unlabeled particles
and thus (pl[gn])tzo is defined only on permutation invariant functions. Defining (pL”])tZO
on non-permutation invariant functions would require the specification of a labeling of
the particles that does not follow from (P,),>¢ and may depend on the specific example
under consideration. For our purposes, we are not interested in a labeling and (pL"])tzo
has to be thought as the semigroup of the configuration process associated to the system
with n particles.

2.2 Generalized falling factorial polynomials

Forn = ZZL 0z, € N and n € N, we recall (see, e.g., [38, Eq. (4.5)]) that the n-th
factorial measure of n on (E", £%") is given by

+
n™ = Z Oar, oo, ) (2.4)

1<iy,.cyin<m
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where 1 = 0 yields (") = 0. Using the notation adopted in [38], the superscript # indi-
cates summation over n-tuples (i1, ...,%,) with pairwise different entries in {1,...,m}.

Definition 2.4. For n € N and measurable f, : E® — R we define the associated
generalized falling factorial polynomial as follows

Jn(fm 77) = /fn(xla s ,xn)ﬁ(n) (d(l‘1, s ,xn)), ne N<oo-

Forn =0 and fy € R we set Jo(fo,n) == [ fodn® = fo.
In particular, we have J,(f,, -) € G for f,, : E™ — R bounded and measurable.

Remark 2.5. The fact that J,, generalizes falling factorial polynomials becomes evident
when considering f, = ﬂBflxmdeNN for pairwise disjoint sets By,...,By € £, N € N
and dq,...,dy € Ny, d1 + ... + dy =: n. Indeed, it follows from the definition of the
factorial measure that

In(Lgary.pinsM) = (0(B1))a, - (N(BN))ay, 1€ Neoo, (2.5)

where (a)g :=a(la—1)---(a—k+1),a €R, k€N, (a)y := 1, denotes the falling factorial.
Equation (2.5) will be used in Section 3 below to recover known self-duality functions
for particle systems on a finite set from Theorem 2.6 below. We refer to [20] for further
properties of the generalized falling factorial polynomials.

Our first main result is an intertwining relation between the Markov semigroups
(P})1>0 and (pL"])tZO, with the generalized falling factorial polynomials J,, defined above
as intertwiner. Thus, we view the result as a generalization of the self-duality relations
for interacting particle systems on a finite set where the self-duality functions consist
in (weighted) falling factorial moments of the occupation variables (see Section 3.1
below and (A.1) below). Notice that in the literature one refers to self-intertwining (or
self-duality) when the two processes involved in the relation are exactly the same. In our
context the Markov semigroups (P;);>o and (pL"])tZO act on two different function spaces
and indeed refers to different Markov processes. However, in view of the equality (2.3)
which builds on Assumption 2.2 (ii) and indicates that the dynamics of the particles in
terms of permutations invariant observable is the same, we still refer to the relation in
Theorem 2.6 below as self-intertwining.

Theorem 2.6 (Self-intertwining relation). Let (n;);>0 be a Markov process satisfying
Assumption 2.2. We then have

PyJn(fu, - )(0) = Jn (pﬁn]fmn) , n€Ncg (2.6)
for each f, € F,, n € Ng andt > 0.

Proof. Let us define the lowering operator A,_; , acting on functions f,_; € F,_; as

.
(At fr) (@1, @) = froa (@1, Tk, Thgs - 27
k=1

for z1,...,z, € Eand r > 2 and Ay 1fo := fol, fo € R for r = 1. We then have, as
a direct consequence of consistency of (1;);>o, that py]Ar,l,fr,l = Ar,lwpy*l]fr,l,
r € IN. Denoting forall r > n >0,

fn ifn=r’

A1, Angrfn ifr>n
An,’r‘fn = { b ' +1f
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for all f,, € F,,, one obtains, by induction, that

pl[ET]An,'r'fn = An,’!‘pi[&n] f’”'

The proof is concluded by noticing that foralln <r, z1,...,2z, € F,

|
T(fusBay oo 80) = o (A f) @1, 1), O

(r—n)!
Remark 2.7. A close look at the proof reveals that the relation in Theorem 2.6 is in fact
an equivalence: a conservative process is consistent if and only if the self-intertwining
relation (2.6) holds true for all n, f,,t. The equivalence is closely related to Theorem 4.3
in [12] in the discrete setting.

Theorem 2.6 can be rephrased in a number of ways. The first rephrasing is in terms
of kernels and justifies the denomination intertwining. Let A, : N.o, x £" — R, be
the kernel given by A,,(n, B) := n(™(B) = J,,(1p,7n). Then, P,A,, = Aan"] means that

/ Py, d€)An(E, B) — / A (. dz)pl" (2, B)

for all € N, and all permutation invariant sets B € £%™, where pl[ﬁn] (z,B) = pE"] 1p(x).

Hence, the kernel A, (n, B) = J,(15,n) intertwines the semigroups (P;);>o and (pE"]).
The second rephrasing uses the semigroup (P;);>¢ only, which makes the “self” in

self-intertwining spring to the eye. Set

K(Fon) = 10+ 3 o [ FE 44 8 ) (o 2)
n=1"

for measurable bounded f : N.,, — R and n € N.,. Note that the integral vanishes for
n>n(E) and K(f, -) € G for f € G. The function K(f, -) is also known as K-transform
of f (see, e.g., [35, Section 3.2] and last equation in p.243 of [41]) and by linearity, it
follows from (2.3) that (2.6) is equivalent to the fact that K intertwines (P;);>( with itself,
ie.,

for f € G,n € N.. For free Kawasaki dynamics, which is a special case of independent
particles, this result is in fact known (see [35, Section 3.2]).
In terms of expectations, the self-intertwining relation becomes

E, [ [ 160+ b mn))} — [ B s, ) A )

for measurable, bounded f: N, - R, n € Ny and ¢ > 0.
To conclude we note a corollary on the time-evolution of correlation functions.

Corollary 2.8. Under the assumptions of Theorem 2.6, the following holds true for
every initial condition ) € No.. Let o,(B) := E,[n\"(B)] be the n-th factorial moment
measure of the process (1,);>¢ started inn. Then

(67

t(B) = / o2 (dz)pl" (z, B)

for alln € N, t > 0, and permutation invariant sets B € £%".

Notice that given the initial condition  we have o = n,
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Proof. We have
oL (B) = By | Ju(Lz,m)| = Ju (" 15.m) = / 0™ (da) (n)" Lp) (@) = / af (de)p)" (x, B)

where in the second equality we used Theorem 2.6. O

A reformulation of (2.6) which emphasizes the connection with classical self-duality
relations is recovered under the additional condition that for some o-finite measure A
on E and each n € IN, there exists a measurable function uL”] : B" x E™ — Ry with

(2, y) = ul"(y,2) on E" x E" and

P (z, B) = /B“£”] (, ) A" (dy) (2.8)

forallt > 0, z € £, and permutation invariant set B € £". Notice that from (2.8) and
the symmetry of uL"] it follows that A®" is a reversible measure. The additional condition
is satisfied for example by independent reversible diffusions on E = R¢ where ) is the
Lebesgue measure and u&"] is the product from 7 = 1 to n of the densities of the transition

kernels of the one particle dynamics. Corollary 2.8, (2.8), and the symmetry of ul[k"] yield

B, [0 (B)] = /B< / L (yvx)n(”)(dz)> A" (dy). 2.9

This relation generalizes Proposition A.2 below, in which the classical self-duality relation
for independent random walks is reformulated. Finally we remark that (2.8) shares
similarities with the notion of duality (with respect to a measure) from probabilistic
potential theory, see Blumenthal and Getoor [8, Chapter VI].

2.3 Generalized orthogonal polynomials

In this section we generalize the orthogonal self-duality relation (see, e.g., [24, Theo-
rem 1], [50, Section 4.1] and Appendix A.3 below) to the class of Markov processes on
N satisfying Assumption 2.2. More precisely, assuming that there exists a reversible
measure p, we show another self-intertwining relation where the intertwiner satisfies
an orthogonality relation with respect to this measure. The intertwiner is a so-called
generalized orthogonal polynomial, a well studied object in the infinite dimensional
analysis literature (see, e.g., [44, Section 5], [52, Chapter 5] and [55, p.678]). We thus
start by constructing the generalized orthogonal polynomials, following closely [44,
Section 5].

Let p be a probability measure on (N, N<). We use the shorthand L?(p) :=
L?(N_ oo, N<oo, p). Through the rest of the section we assume that all moments of the
total number of particles are finite.

Assumption 2.9. Assume [ 7(E)"p(dn) < oo for all n € IN.

Assumption 2.9 implies that every map n — n®"(f,) = [ f,dn®", with f, : E® > R a
bounded measurable function, is in L?(p).

Orthogonal polynomials in a single real variable can be constructed by an orthogonal-
ization procedure. This definition extends to the infinite-dimensional setting: generalized
orthogonal polynomials are defined by taking an orthogonal projection onto a proper
subspace of generalized polynomials, see [44, Section 5] and references therein. We thus
define the space P,, of generalized polynomials (with bounded coefficients) of degree
less or equal than n € INj as the set of linear combinations of maps 7 — f Frdn®*, k <mn,
with bounded measurable f;, : E¥ — R, with the convention 7%°(fy) := fy € R. Thus the
set Py consists of the constant functions. We refer to the functions f; as coefficients.
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Assumption 2 guarantees that every polynomial is square-integrable, i.e., P, is a
subspace of L%(p). In general it is not closed, we write P, for its closure in L?(p). The

linear space P, and its closure have the same orthogonal complement P,f = Pi,f in
L*(p).

The next definition is equivalent to a definition from [44, Section 5].
Definition 2.10 (Generalized orthogonal polynomials). Forn € N and f, : E™ — R a
bounded measurable function we define the associated generalized orthogonal polyno-
mial as follows

I.(fn, - ) := orthogonal projection of (n +— n*™(f,)) onto ’Pn,lL.

Equivalently,
In(fnvn) = 7]®n<fn) - Q(U)

with @Q € P,,_; the orthogonal projection of n — n®"(f,,) onto P,_;. Notice that I,,(f,.,n)
is only defined up to p-null sets.

Remark 2.11 (Wick dots and multiple stochastic integrals). In the literature (see, e.g.,
[44, Section 5]) the generalized orthogonal polynomial I,(f,,n) is often denoted by
s @ (fn): (“Wick dots”). When p is the distribution of a Poisson point process with
intensity measure )\, the generalized orthogonal polynomial is given by a multiple
stochastic integral with respect to the compensated Poisson measure n — )\, hence we
use the notation I,,(f,,7n) similarly to [37, Eq. (25)]. The notation has the advantage of
being analogous to the one used for the self-intertwiner J,, in Section 2.2, which is why
we keep it.

Remark 2.12 (Orthogonality relation). It follows from Definition 2.10 that for each k£ € IN
and bounded measurable f;, : E¥ — R, I;(fx,-) is in the orthogonal difference between
Pi, and P;_, and thus

/I"(fm )Mm(gm, -)dp =0

for n # m.

Remark 2.13 (Chaos decompositions and Lévy white noise). Generalized orthogonal
polynomials appear naturally in the study of non-Gaussian white noise [6], [7], they are
used to prove chaos decompositions. The relation between polynomial chaos and chaos
decompositions in terms of multiple stochastic integrals with respect to power jump
martingales [48] is investigated in detail [44]. Chaos decompositions play a role in the
study of Lévy white noise and stochastic differential equations driven by Lévy white
noise [16], [43], [47]. Moreover f, — IL,(f,, -) extends to a unitary operator on the
space of permutation invariant functions that are square integrable with respect to some
measure )\, (see, e.g., [44, Corollary 5.2] for further details). When p is the distribution
of a Poisson process with intensity measure ), the measure )\, is the product )\, = \®7",
but in general the measure ), is more complicated.

We complement the definition of the generalized orthogonal polynomials by two
propositions on their properties. The first proposition says that the orthogonal polynomi-
als can also be obtained by an orthogonal projection of the generalized falling factorial
polynomials n — J,(f,,n) instead of n — n®(f,). This observation plays an important
role in the proof of Theorem 2.17.

Proposition 2.14. The following identities hold

P, = {7] — ij(fkﬂ?) cfw € Fr,k € {O,...,n}}, n € Ny, (2.10)

k=0
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I.(fn, -) = orthogonal projection of J,(f,, - ) onto 797,,_1L, fn € Fn, neIN. (2.11)

We note that (2.10) is a direct consequence of the fact that Ji(fx, - ) can be written as
linear combination of integrals with respect to the product measure of degree < k and
vice versa, see [20, Eq. (3.1)-(3.3)]. We provide a complete proof of the above proposition
in Section 2.4 below.

The second proposition applies under an additional assumption of complete indepen-
dence. A finite point process ( is completely independent (or completely orthogonal) [38,
Section 6.4] if the counting variables ((A;),...,((A,,) associated with pairwise disjoint
regions Ai,..., A, € £, m € NN, are independent. Complete independence implies a
factorization property of generalized orthogonal polynomials with disjointly supported
coefficients. Recall that given f; : E% - R, i=1,...,N, fi ®...® fu is the function
that maps the vector (21, ...,zy) with z; € E% foreachi € {1,..., N} to Hf\;l fi(zi).

Proposition 2.15. Suppose that p is the distribution of some finite completely indepen-
dent point process. Let N > 2, Aq,..., Ay € & be pairwise disjoint, and d1, . ..,dy € INg.
Furtherlet f; : E% — R, i=1,..., N be bounded measurable functions that vanish on
E%\ A%, Setn:=d; +---+dy. Then

L(fi®...@ fn,n) =1a,(f1,n) - Loy (fN,m) (2.12)

for p-almost all n € N .

The proposition is proven in Section 2.4. For special cases of measures p that give
rise to orthogonal polynomials of Meixner’s type, a similar factorization property is found,
for example, in [45, Lemma 3.1]. Our proposition instead holds true for all distributions
of completely independent point processes.

Remark 2.16. A particularly relevant case is when f; is the indicator of Af". Then
Proposition 2.15 says that the orthogonalized version of 5 — []}_, n(4;)% is equal to the
product of the orthogonalized versions of n ~ 1(4;)%. When p is the distribution of a
Poisson or Pascal point process (see Sections 3 and 4 below), the orthogonalized version
of n(A;)% is in fact a univariate orthogonal polynomial in the variable 1(A4;) € N, and we
obtain a product of univariate orthogonal polynomials, see (3.6) and (4.3). In general,
however, the orthogonalized version of 1(A4;)% need not be a univariate polynomial.

We now state the second theorem of this section, which is the analogue of Theorem 2.6
but where the self-intertwiner is the generalized orthogonal polynomial introduced above.

Theorem 2.17 (Self-intertwining relation). Let (1:):>0 be a Markov process on N, that
satisfies Assumption 2.2, i.e. it is consistent and conservative. Let p be a reversible
probability measure for (n,),>o that satisfies Assumption 2.9. Then,

Pl (fry ) () = In (p,[g”]fm 77) (2.13)
for p-almost alln € N, allt > 0, and all f, € F,.

Proof. To lighten notation, we drop the second variable of I,,(f,, -) and write I,,(f5)
when we refer to the function in L?(p), similarly for J,,(f,). Let IT,,_; be the orthogonal
projection from L?(p) onto P,_;, and id the identity operator in L?(p). By Proposi-
tion 2.14,

In(fn) = (ld - Hn—l)t]n(fn)-
The theorem follows once we know that the semigroup P; commutes with the projection
Hn—l i.e.
BIL,_ =1I,_1 P (2.14)
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since then, (2.13) is obtained as follows
PtIn(fn) = Pt(ld - Hn—l)Jn(fn)
= (ld - Hn—l)PtJn(fn) = (ld - Hn—l)Jn (p}&n]fn) = In (pn[sn]fn)

where we used Proposition 2.14 in the first and the fourth equality and Theorem 2.6 in
the third equality.

Let £ < n — 1 and let us recall the characterization of P,, given in Proposition 2.14.
Using Theorem 2.6 combined with the fact that pL’@] fr € Fy, for all f;, € Fi, we have that
PoJe(fe, ) = Ju(@ fr, -) € Pp_y. Thus, forall ¢ > 0 and n € No, P,P,_1 C P,_1 and by
the boundedness of P; on L?(p) we obtain

PPn_1 CPn_. (2.15)

The operator P; is self-adjoint in L?(p) because of the reversibility of p. It is a general
fact that a bounded self-adjoint operator that leaves a closed vector space invariant
commutes with the orthogonal projection onto that space. Let us check this fact for our
concrete operators and spaces. For f € ml, by the self-adjointness of P, on L?(p)
and (2.15), we have, for all g € P,,_1, that [(P;f)gdp = [ f(Pig)dp = 0 and thus

PPy CPui. (2.16)

We then have, using (2.15), (2.16) and f —1II,,_1 f € Pn,ll that, for all f € L?(p),
anlptf = anlptanlf + anlpt(f - anlf) = Ptanlf'

This completes the proof of (2.14) and the proof of the theorem. O

2.4 Properties of generalized orthogonal polynomials. Proof of Propositions 2.14
and 2.15

This section is devoted to the proof of Propositions 2.14 and 2.15.

Orthogonalization of generalized falling factorial polynomials Proposition 2.14
follows from explicit formulas that link factorial measures 1™ and product measure
n®". These relations are similar to relations between moments and factorial moments of
integer-valued random variables with Stirling numbers, see [13, Chapter 5]. A systematic
treatment in terms of Stirling operators is found in [20].

Proof of (2.10). In order to show that P, is the linear hull of generalized falling factorials
Jx(fx,m), k < n, it is enough to check that every monomial n — 7n®"(f,) is a linear
combination of falling factorials of degree k < n and vice-versa.

Letn =0, +---+ 6, € New and f,, : E™ — R be a bounded measurable function.
Then

77®n(fn): Z In(@iyy s @i,).
1<y eunyin <k

Every multi-index (i1, ...,i,) on the right-hand side gives rise to a set partition o of
{1,...,n} in which k and ¢ belong to the same block if and only if i;, = i,. Denote by %,,
the set of partitions of {1,...,n}. For o € %, let |o| be the number of blocks of the set
partition. Further let (f,), : E/°! — R be the function obtained from f,, by identifying,
in order of occurrence, those arguments which belong to the same block of 0. As an
example,

(fa){1,3y {2}, a1y (@1, 22, w3) = fa(21, 22, 21, 73).
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Grouping multi-indices (i1, ...,4,) that give rise to the same partition o, we find
ceED,

(compare [13, Exercise 5.4.5]) and conclude that 77®"( fn) is a linear combination of
generalized falling factorials of degrees |o| < n.
Conversely,
JETRED Sy (VAR Vel 2.17)
ceL,
hence the falling factorial of degree n on the left-hand side is a linear combination of
monomials %% (g;,) of degree k < n. O

Proof of (2.11). For n € IN, we notice that (2.17) implies

/ fndn™ = / fndn®™* +Q(n)

for some Q) € P,,_1, given by a sum over set partitions with a number of blocks |o| < n—1.
It follows that  — J,(fn,n) and n — n®"(f,) have the same orthogonal projections onto
(’Pn_l)l. O

Factorization property of generalized orthogonal polynomials In order to exploit
the complete independence, it is helpful to check that if f : £ — R is supported in
A", then I,,(f,n) depends only on what happens inside A. We show a bit more. Let
P.(A) C P, be the space of linear combinations of maps 1 ~ n%*(fi), k < n, with
bounded measurable f; : E¥ — R vanishing on E¥ \ A*. Notice that every function
F € P, (A) depends only on the restriction 14, defined by n4(B) :=n(AN B).

Lemma 2.18. Letd € N, A € £, and f : E* — R be a bounded measurable function
that vanishes on E¢\ A%. Then there exists a map Q € Py_1(A) such that I;(f,n) =
n®4(f) — Q(n) for p-almost all € N_ .

Proof. Let Q be the orthogonal projection of n — n®4(f) onto P;_1(A). Then Q €
P4_1(A) and the difference F(n) := n®%(f) — Q(n) is orthogonal to P;_;(A). We exploit
the complete independence to show that F' is actually orthogonal to the bigger space
ﬁh—l-

Letn € {1,...,d — 1}. If C € £%" is of the form C; x Cy with C; € £%% where
s1,82 € Ny and Cy C A%, Cy C (A°)*2, then n®"(C) = n®1(C1)n®*2(Cs) and by the
complete independence (notice F(n) = F(na))

[ Famemcrotan = ([ Fon=copan) ([ n°=(Copian).

The first integral on the right-hand side vanishes because of C; C A®!, s; <d—1, and
F L Py4_1(A). Therefore F is orthogonal to n — n®"(C).

More generally, every set C' € £°" is the disjoint union of Cartesian products C; x
-+ x (', in which every C} is either contained in A or in A°. Taking linear combinations
and exploiting that %" (g) does not change if we permute variables in g, we find that
F is orthogonal to n®™(C') for all C' € £9™ and then, by the usual measure-theoretic
arguments, to all maps 1 — n®"(g), g : E™ — R bounded and measurable. The map F is

also orthogonal to all constant functions because every constant function is in Py_1(A4).

Hence, taking linear combinations of maps 7®"(f,), n € {0,...,d — 1}, we see that F
is orthogonal to the space Py_1. As F(n) = n®¢(f) — Q(n) with Q € P4_,, it follows that
I;(f,n) = F(n) for p-almost all 7. O
EJP 29 (2024), paper 67. https://www.imstat.org/ejp
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When evaluating the product of two generalized orthogonal polynomials I,,(f, ) using
Lemma 2.18, it is important to know that the product of two polynomials is again a
polynomial.

Lemma 2.19. Let A and B be two disjoint measurable subsets of E and m,n € INy. Pick
F € P,,(A) and G € P,(B). Then FG is in Py, ,(AU B).

Proof. Write || - || for the L?(p)-norm. Let (F)rew and (G)ren be sequences in P, (A)
and P, (B), respectively, with ||F — F;|| — 0 and ||G — Gi|| — 0. We have Fy(n) = Fx(na)
for all k and n hence F(n) = F(na) for p-almost all . Similarly G, and G depend on 7p
only. The triangle inequality and the complete independence yield

IFG — FGil| < I(F = F)G + [IF(G — G
— ||F = F||[[GI] + [Ell 1G = Gill = 0.

As each product Fj, Gy, is in Py, 4, (AU B), the limit F'G is in the closure Py, (AU B). O

Proof of Proposition 2.15. It is enough to treat the case N = 2; the general case follows
by an induction over N. Let A; and A, be two disjoint measurable subsets in £. Let dy, do
be two integers and f; : E% — R, i = 1,2 be two bounded measurable functions that
vanish outside A‘fl and AgQ respectively. By Lemma 2.18, there exist maps Q; € Py, —1(4;),
1 =1, 2, such that

Lo, (f1om) = 0% (f1) = Q1(0), Ly (f2.m) = %% (f2) — Q2(n)

for p-almost all n. Therefore by Lemma 2.19, we have

Lo, (from)ay (f2.m) = 02 (f1)n®% (f2) — Q(n) (2.18)

with @ € Pd1+d2—1- Let 51,80 € Ng and Cy € €%, Cy € £%2 with s1 + s9 < dy +do — 1 and
Cy C A7, Cy C (A$)*2. Then, by the complete independence,

2
/Id1 (fr.n)Lay (f2,m) n®E22)(Cy x Ca)p(dn) = H/Idi(fi,n) n®% (Cy)p(dn).

We must have s; < d; —1 or so < ds —1, therefore at least one of the integrals on the right-
hand side vanishes and the product Iy, (f1,1)I4,(f2,n) is orthogonal to n®(@+d=1) (),
We conclude with an argument similar to the proof of Lemma 2.18 that 74, (f1,7)14,(f2,7)
is in fact orthogonal to Py, t4,—1- It follows that the product is equal to Iy, +4,(f1 ® f2,7)
for p-almost all 7. O

3 Examples

In this section we provide some examples of known consistent and conservative
Markov processes, i.e. of processes satisfying Assumption 2.2. Moreover, we also
provide the reversible distribution of those processes, when known, and we specify when
the assumptions of Theorem 2.17 are also satisfied. In particular, we recover known
self-duality functions of systems of particles hopping on a finite set. In the next section,
we introduce a new process, which generalizes the inclusion process (see, e.g., [26,
Section 3.3]) for which both main theorems apply.

Before doing that, we recall the definition of the Charlier and Meixner polynomials,
see e.g. [33, Section 9.14 and Section 9.10], which are polynomials orthogonal with
respect to the Poisson and negative binomial distribution, respectively. Differently from
the usual definition in the literature, we normalize orthogonal polynomials to be monic
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where a polynomial p(z) = ag+a1x+. ..+ a,z" is called monic if a,, = 1. These sequences
of orthogonal polynomials can be expressed by using the generalized hypergeometric
function given by

- °© (al)(k)...(ap)(k) Sk
) - ,; (b1)®) - (bg) ™) &1

ai,...,0ap

F,
pq(mwqu
forai,...,ap,b1,...,bq,2 € R, p,q € N, where we remind the reader that (a)® :=1 and
(a)® := a(a+1)---(a + k — 1) denotes the rising factorial (also called Pochhammer

symbol). Similarly, we recall the falling factorial defined by (a); :==a(a—1)---(a—k+1),
((l)() = 1.

(i) The monic Charlier polynomials are given by

_;) = i: (Z) ()" *(2), x€Ng

k=0

n,—x

Glaia) = (a2 (T

for n € INp and a > 0 and they satisfy the orthogonality relation
oo
Y Cull; )G (£ @)Poi() ({£}) = Lgpomya”n!

£=0
for n,m € Ny, i.e., €,(-;a) are orthogonal polynomials with respect to the Poisson

distribution Poi(«)({¢}) = e*“%ﬁ. £ € INy.

(ii) The monic Meixner polynomials are given by

oty = @ (1-1) o

—T,—n

p a

-3
S0 e sen

forn € Np, a > 0, p € (0,1) and they satisfy the orthogonality relation

p"n!(a)™
%n(év a'vp)%m(gy a,p)NB(a,p)({f}) = 11{n:m}

A 3.1
‘ (1—p)>n G

NE

~
I

for n,m € Ny, i.e., (A#,(-;a;p))nen, are orthogonal polynomials with respect to the
generalized negative binomial distribution

14
NB(a.p)({£}) = (@) (1 —p)", (€N,

3.1 Reversible interacting particle systems on a finite set

Let E be a non-empty finite set and identify { € N, with (§k)ker := (E({2}))ser €
]Nf. Let (1:):>0 be a Markov process on N, satisfying Assumption 2.2 and p be a re-
versible probability measure satisfying Assumption 2.9. We then have that D¢ (¢ 7)) :=
]/13{(?3)} , forn, € € N is the so-called cheap or trivial self-duality function ([12, Eq. (4.2)]).
In this section we recover well-known self-duality functions of systems of particles hop-
ping on a finite set by applying the intertwiners J,, and I,, to the cheap duality function.
Note that

n
Dzhcap(g,x) = DChcap <€7261k> ) 5 € N<Ooax = (Z‘l, s 73;77,) € Enan € IN7
k=1
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is a duality functions for (P;):>o and the n-particle semigroup (pL"])tZO, ie.,
PO (-, )(€) = D (€, ) (o)

for each ¢ € NZ, = € E™, n € IN. Putting DS"°*P (¢, ) := D<heap (¢,0) yields P, DS (-,)(€)
0 1ea
= pi DG ().
Proposition 3.1. Let p = ), ., px Where p;, are probability measures on N, satisfying
pr({¢}) > 0 for each ¢ € Ny. Consider for each p; the sequence of monic orthogonal
polynomials denoted by (%, (-, px))nen,- Then,

1. applying J,, to D"e*P (¢ ) yields

1
Du(Em) = 3 Ju (D08, -)m) = Lyeem—ny [ ne)e.

pcp P {5 Héa
foralln € Ny and £, € Nooos
2. applying I,, to D¢heaP (¢ ) yields
O3 (61) = 2T (D (€, )n) = Lieeerom [] ooy P, e
n. L ene

foralln € Ny and §,n € N .

It is well-known that applying an intertwiner to a duality function, for instance
Deheap(¢ 1), yields again a duality function, see e.g. [10, Theorem 2.5] or [26, Remark
2.7]. As a consequence of the above proposition, Theorem 2.6 and Theorem 2.17 yield
that ®¢! and D9 are duality functions for (P;):>( and (pl[t"] )i>0 for each n > INy. Moreover,
summing over n in D¢ and D%, we obtain the self-duality functions

1
Y m) = || —~+()e.. &n€ENcw, (3.2)
JEE S{ENE! <
1
@ort(&n) = 7‘@1(nlapw)a fﬂ?EN 0 (33)
gmm})&x' ¢ <

i.e. they satisfy the relation

Ptg(gv )(77) = PtD(vn)(g)

foralln, ¢ € NF, ¢t > 0and D € {D°, D°'}. In the following, given a function f,, : E" — R,
we define its symmetrization by

fn(mlv"w Z fn 1)7"' o’(n))a (34)
! ce6,
for x1,...,2, € E, where &,, denotes the set of permutations of {1,...,n}.

Proof. Without loss of generality, let E = {1,..., N} and fix ¢ € N}Y, n € IN.

1. Note that

O o . o 796
1{5:611+-~~+6wn} 1{5 E)= n}f I fN 1{1}1 1{N];(I1,...,In) (35)
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—_~—

for z4,...,2, € E, where Il?ff R ® l?]f/]f denotes the symmetrization of the
function ]l?f}l Q- ® ]l?]f,’i’ Hence, using (2.5), we obtain

1 cheap _ 1{5(E)_”} ®&1 REN (n)

EJTL (Dn (57 '):77) ({5} 51 fN /]1{1} & - ]I{N} dn

= Liemy=ny H {5 N, Ne)e,

for each ¢ € INYY.

2. LetP,, :=P, N Pn_lL. By the orthogonal decomposition

P, = @ Span{ydl(';f)l)@"'@‘@dN('7pN)}
we obtain that the projection of N} > 5 — [ Jl?f}l ]1?1’%’ dnp®n = g5t - ngN onto
P, is equal to n — P¢ (1, p1) - - - Pen (M, pn). Therefore, using (3.5)
1 chea 1{5(E):"} ®E REN
mIn (DR P (&, -)im) = WI n(Ly @ @ 1N, m)
= Lem=ny H {5 | Z6. (11, pa)
for each n € INY.
O

We consider three prominent examples of consistent and conservative Markov pro-
cesses on INF. For a characterization of consistent particle system on countable F we
refer to [12, Theorem 3.3]. Let |E| > 2, ¢ = {c{,,}, 2,y € E} be a set of symmetric and
non-negative conductances, such that (F, c) is connected and let (o )yer € N¥. Then,
for o € {—1,0,1}, the Markov process with infinitesimal generator acting on functions
f:Ncw > Ras

L) = > clayy (f(n =02 +6,) — F0) (ay + on({y}))n{z}), 1€ New
z,yc k&

is a consistent and conservative process. In particular, for ¢ = —1, we obtain the
inhomogeneous partial exclusion process (SEP) (see, e.g., [22, Eq. (1.3)]), foroc =0a
system of independent random walks (IRW) and for ¢ = 1 the inhomogeneous inclusion
process SIP (see, e.g., [23, Eq. (2.2)]).

By a simple detailed balance computation one can show that, for those processes,
there exists a one parameter family {py, 6§ € O} with © = (0,1] for o = —1 and © = (0, )
for o € {0, 1} of reversible measures, namely (cf. [23, Eq. (3.1)]) pg := @ cp Pr,0 With

Bin(a,, 0) ifo=-1
pz.0 = { Poi(ag0) ifo=0
NB (ax, 1%9) ifo=1.

Using that p,,o({n}) = 2 (%5 ) & where

22,0

(ag)n ifo=-1 (1-0) % ifo=-1
wy(n) == ¢ al ifo=0 andz,g:=q e’ ife=0
()™ ifo=1 (1+0)% ifo=1
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in (3.2) we obtain

c 0 5 (12)e.
K9) 1(57 ) <1+0_9> (wel_[EZmﬁ) H w$(§z)7

which are the classical duality functions for (nt)tZO (see, e.g., [23, Eq. (2.16)]). Notice

that, due to Assumption 2.2 (ii), the term (ﬁoae) " (ITiek 2,0) is constant in time
and, thus, it does not play any role in the duality relation.

For these systems, the self-duality functions provided by (3.3) coincide (up to a
multiplicative constant depending on the total number of particles which is a conserved
quantity) with the orthogonal self-duality functions studied in [23, Theorem 4.1], [24
Theorem 1] and [50, Section 4.1] which are given by product of Charlier polynomials
for ¢ = 0, products of Meixner polynomials for ¢ = 1 and products of Krawtchouk
polynomials (see, e.g., [33, Eq. (9.11.1)]) for o = —1. Indeed, considering, for instance,
the system of independent random walks, the self-duality function of (3.3) turns into

ort _ 1 a

keE
—&p, — 1
) — ak)5k2F0< ks — Mk _)
keE € aka o Xk
= B (C1)E® ] LR —Sky | _ 1
— ak ’

keE

coinciding with the orthogonal self-duality functions given in literature mentioned above.
The same holds also for the exclusion and the inclusion process.

3.2 Independent Markov processes

Every system of independent Markov processes (e.g. the free Kawasaki dynamics
[35], independent Brownian motions) is consistent and conservative. For independent
particles, our results allow us to recover known results on intertwining with Lenard’s
K-transform and multiple stochastic integrals, see [35, Sections 3.2 and 4], [54] and
the references therein. Our contribution is the proof that these intertwining relations
correspond exactly to classical and orthogonal duality relations for independent random
walks on lattices from [15, Proposition 2.9.4] and [24, Theorem 4].

Let (p:):>0 be a Markov transition function on (E,£). The transition function for
n independent labeled particles with one-particle evolution governed by (p;):>o has
transition function p{°" uniquely determined by

PE™ (21, i Ay X o x Ay) = [ pe(wis Ai) a1, 20 € B, Ay, Ay €E.

The family of transition functions (p?")tzg, n € N is strongly consistent and therefore
the associated conservative transition function (P,),;>¢ (see (2.2)) is consistent.
Hence, Theorem 2.6 applied to the process (1;);>¢ with transition function (P;)¢>o

yields the self-intertwining relation P;J,,(fn, - )(n) = Jn (p£"] fn,m) or more concretely,

/fndn(”) /( ®"fn)

The relation holds true for all ¢ > 0, all initial values n € N., and all f, € F,. As
noted in (2.7), it implies that Lenard’s K-transform and the semigroup (P;);>o commute.
Hence, for free Kawasaki dynamics, we recover a relation from [35, Section 3.2].
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If we find a o-finite reversible measure A for the one-particle dynamics (p;);>o, then
the distribution of a Poisson process with intensity measure )\, denoted by ), is reversible
for (1;)¢>0. This property is a version of Doob’s Theorem (cf. [15, Theorem 2.9.5]) and of
the displacement theorem (cf. [31, p.61]). Moreover, A®" is reversible for (p?")tzo. For
finite A, the assumptions of Theorem 2.17 are satisfied and the self-intertwining relation
PL,(fn, - )(n) = L,(p?" fn,n) holds for my-almost all n € N, all f,, € F,, and all ¢ > 0.

The construction of the generalized orthogonal polynomial with respect to the Poisson
point process is standard and it is well-known that the orthogonality relation

/In(fna ')Im(gmv ) dmy = ﬂ{n:m}n!/fngmdxgm

holds for bounded f, € F,,gm € Fm, n,m € Ny, with ff()god)\@’o := fogo, and they
generalize the Charlier polynomial in the following sense (see, e.g., [39, Eq. (3.3)],

L (150 @ @150 ,) = H @ ((By): \(Br) (3.6)

for my-almost all § € N, d1 + ...+ dy = n and all pairwise disjoint By,...,By € £. Yet
another viewpoint is that I,,(f,, - ) are multiple stochastic integrals with respect to the
compensated Poisson measure n — A. The reader interested in the relation between the
generalized orthogonal polynomials I,,(f,, - ) and multiple Wiener-It6 integrals, chaos
decompositions, and Fock spaces is referred to [37], [44] and [46].

In the language of multiple stochastic integrals, the intertwining relation from Theo-
rem 2.17 says that applying the semigroup to the n-fold integral of f,, is the same as the
n-fold integral of p®" f,,.

3.3 The Howitt-Warren flow and a consistent family of sticky Brownian mo-
tions

As noted in Section 2.1, every strongly consistent family (pE"])tZO, n € IN, of transition
functions induces a consistent semigroup (P;):>o. Strongly consistent families have
been studied in the context of stochastic flows: Le Jan and Raimond [40] investigate a
one-to-one correspondence between strong consistency families and stochastic flows of
kernels.

A particular and well studied case is the Howitt-Warren flow. It is a stochastic
flow of kernels whose n point motions is given by a family of n interacting Brownian
motions that interact, roughly, by sticking together for a while when they meet. The
interacting diffusions can be constructed, for example, as solutions to a martingale
problem [28, Section 2]. Theorem 2.6 applies to the semigroup (P;);>o induced by the
strongly consistent family of transitions functions (p; [n ])tzo, n € NN, for n sticky Brownian
motions.

The dynamics of sticky Brownian motions, whose precise definition we do not recall
in detail because it is rather technical and would not add any further insights for our
purposes (see [51, Definition 2.2] for further details), depends on a choice of parameters
and includes diffusions with a drift. For zero drift and a special choice of parameters,
Brockington and Warren [9] prove, using a Bethe ansatz, an explicit formula for transition
probabilities (see [9, Theorem 1. 2]) and the reversibility of the n-point motions with
respect to some explicit measure me (see [9, Definition 1.1]). They work on the Weyl
chambers wn = {:c eR"™: xl > . > z,} and show that the transition function is of the
form p (x dy) = ut )(x y)m(9 (dy) for some symmetric function ug )(x, y) = ugn) (y,x).
With this the self-intertwining relation from Theorem 2.6 can be rewritten as

L sa] = [ r | [ @ man @) w6
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Thus we obtain an identity analogous to (2.9) and (A.8).

As the reversible measures mé") from [9, Definition 1.1] have infinite total mass, it is
not possible to construct from them a reversible measure supported on configurations
of finitely many particles and Theorem 2.17 on orthogonal intertwining relations is not
applicable. The detailed study of the orthogonal self-intertwining relation for the system
of sticky Brownian motions has been carried out by the fourth author of the present
manuscript building on the results developed above (see [56, Section 3]).

For other examples of strongly consistent families, beyond sticky Brownian motions,
we refer to [40] and [51].

4 Generalized symmetric inclusion process

As an example of interacting system of particles jumping on a general Borel space
(E,€), we introduce here a new process which is a natural extension of the SIP. Coher-
ently with the setting of this paper, we consider the finite particle case only. Extension
to the infinite particle case is not part of the scope of the present work and it is left for
future research.

The SIP on countable sets was introduced in [25, Eq. 3.2] as a dual process of a
model of heat conduction, which shares some features with the well-studied KMP model
(see [32]). The process also appears, with a different interpretation, in mathematical
population genetics. Indeed, in [11, Section 5], it is proved that the generator of the SIP
coincides with the generator of an instance of the Moran model, which is dual to the
Wright-Fisher diffusion process. Moreover, the scaling limit of the Moran model is the
celebrated Fleming-Viot superprocess (see [17, p.25] and references therein) which has
been studied using duality as well.

4.1 Introducing the gSIP

Let a be a finite, non-zero measure on F and ¢ : £ x E — R, be a bounded,
measurable and symmetric function with ¢(z,2) = 0 for all x € E. The generalized
symmetric inclusion process (gSIP) is a continuous-time jump process on N, with
jump kernel

Q. B) = / / 15(n — 8 + 6,)e(z, y)(e + n)(dy)n(dz), @.1)

forn € N. and B € N_.. It can be viewed, when E = R, as a particular case of a
Kawasaki dynamics (see, e.g., [34]). Bypassing the precise description of the domain,
the generator of the process is formally given by

Lf(n) = / / (F( = b, +8,) — F(0)) (e, ) (e + ) (dy)n(dz). 4.2)

Notice that Q(n, F) < oo for finite measures « and finite configurations n € N_.,. The
dynamics can be described informally as follows. Starting from an initial configuration
1o = 1 with n = n(E) points z1,...,x,, set

n n
gio = /C(l‘i,y)@(dy), @ij = c(@i, zj), 2= Z%" 7= Zzi
=0 i=1

and do the following:

(i) Wait for an exponential time with parameter Q(n, E) = z.

(ii) When time is up, choose one out of the n points x1,...,x, randomly, where the
point x; is chosen with probability z;/z. Move the chosen point x = x; to a new
location y:

EJP 29 (2024), paper 67. https://www.imstat.org/ejp
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+ With probability ¢;;/z;, the new location y is equal to y = z;.
* With probability ¢;o/z;, the new location y is chosen according to the probability
measure o E) ta(dy).

Then, repeat. Accordingly the process (7;);>0 can be constructed with the usual jump-
hold construction and the semigroup (F;);>¢ is the minimal solution of the backward
Kolmogorov equation, see, e.g., [19, Chapter X Section 10].

Remark 4.1. 1. As we will see later, the gSIP (1;);>0 has the following connection
to the well-known SIP of particles hopping on a finite set. Let Ay,..., A4, € &,
m € IN be a partition of F and let ¢ be constant on A; x A; with ¢(z,y) = d;; for all
z € A; and y € A;, for each 4, j. Then, the process (n:(A1),...,m(4,,)) starting at
1o € N<o behaves like a SIP on the finite set {1,...,m} with initial configuration
(mo(A1),...,m0(Am)) and transition rates d;;.

2. Notice that a direct generalization of the Exclusion process analogous to the gSIP,
would not be meaningful in general, because the probability to jump on already
occupied points is zero whenever the jumping kernel of the single particle is not
atomic. Thus an exclusion rule miming the one in the discrete setting cannot be
modelled in the continuum.

4.2 Reversibility and intertwiners for the gSIP

Fix p € (0,1). A Pascal point process with parameters p and « is a point process ¢
with the following properties:

(i) If By, ..., By, € & are disjoint then {(B;),...,({(B,,) are independent.

(ii) For every B € &, the distribution of {(B) is given by a negative binomial law:
a(B) p*
P(¢(B)=k)=(1-p) a(B)(a(B)+1) - ((B) +k—1) W k € Ng.

For k = 0, the equation is to be read as P(¢(B) = 0) = (1 — p)*(5).

The Pascal distribution is the distribution of a Pascal point process and it is a direct
generalization of the product measure of negative binomial distributions that is reversible
for SIP. Indeed, if F is countable and «a, := «({z}) > 0 for all z € E, the measure
®zceNB(a,, p), can be seen as a Pascal distribution. Property (i) follows immediately
whereas (ii) follows from the fact that if n, ~ NB(cy, p) and n, ~ NB(ay, p), with n, and
n, independent for « # y € E, then n, + ny ~ NB(a, + oy, D).

Theorem 4.2. Let o be a finite measure on E. Then

(i) the generalized symmetric inclusion process with formal generator (4.2) is a con-
sistent Markov process and thus the intertwining relation (2.6) with generalized
falling factorials holds;

(ii) for everyp € (0,1), the Pascal distribution p with parameters « and p is reversible
and thus, the intertwining relation (2.13) with generalized orthogonal polynomials
holds.

Notice that we have a family of reversible measures, indexed by p € (0, 1), moreover
the reversible Pascal distributions do not depend on the function ¢(x, y) in the dynamics.
Theorem 4.2(ii) is complemented by a concrete relation of the abstract generalized
orthogonal polynomials I,,(f,,-) with the univariate Meixner polynomials defined in
Section 3.1. Generalized orthogonal polynomials of Meixner’s type have been studied

EJP 29 (2024), paper 67. https://www.imstat.org/ejp
Page 21/34


https://doi.org/10.1214/24-EJP1124
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Intertwining and duality for consistent Markov processes

intensely in the context of non-Gaussian white noise [6], [7]. Connections with quantum
probability and representations of *-Lie algebras and current algebras are investigated
in [1], [2].

The following proposition is a variant of Lemma 3.1 in [45]. We give a self-contained
proof in Section 4.4 that does not use the machinery of Jacobi fields or distribution
theory.

Proposition 4.3. The intertwiner I, is related to the Meixner polynomials via

N
L (150 @ @152 n) = [ A, (0(Br)ia(Be)ip). (4.3)

k=1
for p-almost all n € N., and all pairwise disjoint By,...,By € £, n € Ny, dy,...,dn,

NeNwithdy +...+dy =n.

We define a measure )\, on E" that replaces the product measure A®" in the Poisson-
Charlier case. Let X, be the collection of set partitions of {1,...,n}. For ¢ € ¥,, and
g : E® = R, let |o| be the number of blocks of the partition ¢ and g, : EI°/ — R the
function obtained by identifying, in order of occurrence, those arguments that belong to
the same block of . Define

/\n(B) = Z <H (|A| - 1)') /(]lB)U da®|0|, Be 5®n. (44)

oceX,, \Aco

For example A\; = o and
A2(B) :// ILB(x,y)a(dx)a(dy)+/13(m,x)a(dx)

for all B € £%2. Further set ffogo d)\g := fogo for fo,g90 € Fo = R.
The following proposition generalizes the univariate orthogonality relation (3.1). It is
similar to Corollary 5.2 in [45], we provide a self-contained proof in Section 4.4.

Proposition 4.4. The following orthogonality relations holds

p'n!
/In(fm )V (Gm, - ) dp = l{n:m}m/fngm dA, (4.5)

forfnefn/gmefm;n7m€]No.

Remark 4.5 (Sequential construction of A,,). For n € N, define a kernel &, ,,41 : E" X
g®(n+1) N ]R+ by

n
knnt1(x1, ..., 20 B) = / 1g(z1,..., %0, y)a(dy) + Z 1g(z1,.. ., Tn, ;).
i=1
Then \ny1 = Apknny1 meaning that A\,y1(B) = [, An(dz)kn ny1(z, B) for all B €
£®(+1)  Thus )\, is formed by adding points one by one; at each step, a new point
either joins a pile of existing points or is placed at a new location y. This relation on the
one hand connects to the very definition of the dynamics of the gSIP and on the other
hand is reminiscent of the Chinese restaurant process used in sequential constructions
for random partitions [49, Chapter 3]. Notice that, upon normalization by the total mass
of A\, (4.4) gives rise to a probability measure on the set ¥,, of partitions, related to the
Ewens sampling formula.

4.3 Proof of Theorem 4.2

Here we prove Theorem 4.2. In addition, we remind the reader of an explicit
description of the Pascal process as a compound Poisson process.
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Consistency (Proof of Theorem 4.2(i)) We start by proving that the gSIP is consis-
tent (see Definition 2.1). Since we consider the finite particle case only, it is enough
to check the commutation property in Definition 2.1 for the generator instead of the
semigroup, i.e., ALf(n) = LAf(n) for all f € G and y € N.. Indeed, decompose the
generator in (4.2) as L = Ly + Ly with

Lof(n // (= 6, +6,) — f(n) ez, y)a(dy)(dz)

and

Lof(n // (0= b2 +8,) — F()) e wyn(dy)r(da).

Notice that L; is the generator of a system of independent Markov processes, namely,
independent random walks with transition kernel given by c¢(z,y)a(dy). Thus, it is
straightforward to check that AL, f(n) = L1.Af(n). It remains to show that

ALs f(n) = L2Af(n). (4.6)
First, we compute
Lo Af(n
// F (1= 60 + 8, — 8.)n(d2)e(w, y)n(dy)n(da)

- / F(n— 26, + 8,)e(z, y)n(dy)n(dz) + / F(n— 62)e(z, yyn(dy)n(de)
- / / F(n — 82)n(dz)e(z, yyn(dy)n(dz),

second,

AL f(y /// (0= 8. — 8, +8,) — F(n— 6.)) e, y) (1 — 8.)(dy) (1 — 6.)(dw)n(dz)
= Ly Af(n
-/ / (1 8.) — F(n— 82)) e(, 2)n(de)n(d2)
+ [ (=6 = 0= 6)) el ).

Because the last two integrals above are both 0, we obtain (4.6) and the proof is
concluded. O

Explicit representation of the pascal process The Pascal process, also called neg-
ative binomial process, is a well-known point process (cf. [36, Proposition 1.1], [53
Section 2.7]). For the reader’s convenience we recall the construction of that process.

Fix p € (0,1) and a finite measure «. Note that the Pascal point process has the
structure of a measure-valued Lévy process, since ((A;1),...,((A,) are independent for
pairwise disjoint Ay, ..., A, € £ and the distribution of ((A) only depends on «(A), A € .
For more details, see [29, Chapter 3 Section 3], [30], [31, Chapter 8].

More precisely, the Pascal process can be constructed as a compound Poisson process

oo

(see [38, Chapter 15]) with Lévy measure v := >, p: on, i.e.,

((4) = /A ). AeE
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where ¢ is a Poisson point process on E x IN with intensity measure A := a ® v. The
Laplace functional of ¢ is then given by

L(p) =B [e 17 —oxp ([ (7 < 1) M) ) =exp (= [ @(saatan)
4.7)

for all measurable f : E — [0,00), where ®(y) := log % ,y > 0. Above, we used
[38, (15.3)] in the first equality. Equation (4.7) implies for A € £

B (em¢M°) = exp (—/@(su(:c))a(dx)) — exp (—a(A)®(s)) = (11_;eps>a(’4)

for s > 0 which is the Laplace transform of a negative binomial distributed random
variable with parameters a(A) and p. Moreover, (4.7) implies the independence of
C(Ay1),...,C¢(A,) immediately.

Reversible measure (Proof of Theorem 4.2(ii)) Let Q. = @ be the jump kernel
from (4.1). It is enough to check the detailed balance relation
PRQ(A X B)=pRQ(B x ) o, PBENco, (4.8)

where
p® Qulel x B) = /d p(dn) / / 157 — 6 + 8, )e(, 9) (@ + ) (dy)n(dz).

The idea of the proof is that for particularly simple choices of ¢(z,y) and <7, %, the
relation (4.8) boils down to a detailed balance relation for a discrete inclusion process.

We start with some preliminary observations. First, it is enough to prove (4.8) for
functions c of the form

c(a,y) =Y dijle,(x)le,(y) (4.9)
ij=1
with r € N, symmetric non-negative weights d;; = d;; > 0, and sets C4,...,C, € &.

Indeed, the set M of non-negative measurable functions f : £ x ¥ — R, for which
the symmetrized function c(z,y) = 1(f(z,y) + f(y,z)) satisfies (4.8) is closed under
pointwise monotone limits. If (4.8) holds true for all functions c of the form (4.9), then
M contains all indicators 14«5, A, B € £. The monotone class theorem then implies
that M contains all bounded non-negative measurable functions.

Second, by the -\ theorem, it is enough to check (4.8) for sets of the form

k ¢
o = n{n €Ncoo: n(A)) =m;}, B= ﬂ{n € Newo : n(Bj) =n;} (4.10)
Jj=1 Jj=1

with k,¢ € N, A;, B; € £, and m;,n; € Ny.

Third, for the relation (4.8) to hold true for all ¢(x, y) of the form (4.9) and all sets <7,
A of the form (4.10), it is enough to consider the situation wherer =k =/, A; = B; = C;,
and the sets A4, ..., A, are pairwise disjoint, as the general case follows by taking linear
combinations.

In the situation of the last paragraph and assuming all diagonal elements d;; vanish,
we compute

Qn#)= Y dy [ ( [ 1atn—s. +5y)(a+77)(dy)> ()

i,j=1 J
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= Z dign(As) (a(Ag) +1(AD) Lnean1=n3 Lneays1=ny) 1] Lin(an=n.)
i,j=1 sg{i,j}
= Z dijmi(a(Aj)+mj)6m,-—1,ni6mj+1,nj H 5ms,nsa (4.11)
1§_¢£§w s¢{i,j}
7]

for n € o/. In the last equation above, we recognize the transition rates of the SIP with
state space INj;. For non-zero diagonal elements, we need to add

Z diimi(a(A;) +m;) H Sy s (4.12)

We denote the sum of (4.11) and (4.12) ¢(m,n). Notice that for non-zero d;; we may have

g(m, m) > 0.
Abbreviate a(A4;) =: a;j. For j € {1,...,r} and m; € Ny, set

L

|
m;!

mi(my) == p({n: n(A;) =m;}) = (1 —p)*a;(e; +1)--- (a; +my; —
Further set m(m) = m1(mq) - - - m(m,). Then
PR QA B) =7m(m)g(m,n).

A similar computation shows p ® Q.(%, &) = m(n)q(n,m). The symmetry relation (4.8)
now reads m(m)g(m,n) = mw(n)q(n,m) which is the detailed balance relation for the
SIP. O

4.4 Properties of generalized Meixner polynomials. Proof of Propositions 4.3
and 4.4

Let p € (0,1). Note that the generating function of monic Meixner polynomials, given
by (see, e.g., [33, Eq. 9.10.11])

1—p+t\° 1—p “
///, , t,a >0,z € Ny,
Z (wi0) = (1—p+tp> <1—p+tp> ¢ R

satisfies e;(x + y,a + b) = ei(w,a)e;(y,b) for each t > 0, z,y € Ny, a,b > 0. As a
consequence, we get the convolution property (see, e.g., [3])

n

Mo(T +y;a+bip) = (Z) My (x5 a3 p) M-k (y; b p). (4.13)

k=0

Proof of Proposition 4.3. By the factorization property from Proposition 2.15 it is enough
to show
Iq (Laa,n) = AMa(n(A); a(A); p) (4.14)

for all d € IN and A € £. As we have chosen our univariate Meixner polynomials .#,
to have leading coefficient one, we know that .#;(n(A); a(A);p) is equal to n(A)¢ plus
some polynomial in 7(A) of degree < d — 1. Therefore (4.14) follows once we know that
the map n — #4(n(A); a(A);p) is orthogonal to the space P,;_;. We shall see that this
identity follows from the convolution property (4.13) and the complete independence.
We check first that 7 — #,(n(A); a(A);p) is orthogonal in L?(p) to all maps 7
n®m(C), for every m < d—1and C' € £9™ with C C A™. When C = A™, we are looking at
two univariate polynomials in the variable 2 = n(A) and the orthogonality relation follows
from the orthogonality of the univariate Meixner polynomials = — .#,(n(A); a(A); p) to
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the monomial z — 2™. The orthogonality to constant functions (m = 0) follows from
univariate orthogonality as well.

Next consider the case C' = C’fl X e X C’j‘f,” with N € N, dy,...,dy € N with
di +---+dy < d—1 and pairwise disjoint measurable sets C; C A. Suppose first that
C1U---UCyN = A. We use the convolution property (4.13) and the complete independence
of the Pascal point process to find

/ Ma(n(A); a(A); p)n®™(C)pldy)

m N
= > (k1 kN)H////k,,(77(01-);a(Ci);p)nWi(Ci)p(dn) (4.15)

ki+--+kn=m

In each summand, we must have d; < k; for at least one i € {1,..., N} and therefore by
the orthogonality of univariate Meixner polynomials, at least one of the integrals on the
right-hand side above vanishes. As a consequence,

////d(n(A);a(A);p)n®m(C)p(dn) =0. (4.16)

This holds true as well when each C; is contained in A and Cy; := A\ (C1 U---UCy)
is non-empty. In that case we use a similar decomposition but now the sum on the
right-hand side of (4.15) is over (k, ..., kn+1) and the product has an additional factor
J M, ((Cni1); (Crngr)ip)p(dn).

Every Cartesian product C' = D; x --- x D,, contained in A™ is a disjoint union of
finitely many Cartesian products in which any two factors are either disjoint or equal.
Therefore, by linearity, the orthogonality relation (4.16) extends to all such sets. The
functional monotone class theorem yields the orthogonality of the generalized Meixner
polynomial to all maps of the form 7 — n®™( f,,) with bounded measurable f,, : E™ — R
supported in A™ and then, by linearity, the orthogonality to all linear combinations of
such maps.

In the notation of Lemma 2.18 below, we have checked the orthogonality of .#;(n(A);
a(A);p) to Ps—1(A). Using complete independence and arguments similar to the proof
of Lemma 2.18, we conclude that the Meixner polynomial is in fact orthogonal to P;_;.
This completes the proof of the proposition. O

Proof of Proposition 4.4. The orthogonality of I,,(f., -) and I,,(gm, - ) for m # n is an
immediate consequence of the definition of generalized orthogonal polynomials, it does
not use any properties of the Pascal distribution p. Thus we need only treat the case
m=n.

Using linearity and the monotone class theorem as in the proof of Proposition 4.3,
one finds that it suffices to show the orthogonality relation for functions fn Jn that are
symmetrized versions (see (3.4)) of indicator functions f,, g, : E™ — R of the form

fo=150 @ @15, g =150 @ @15
with By, ..., By € £ disjoint, and ZL d; = Zf\il d; = n. Notice that In(fn,n) =L.(fn,n)
and 1,,(Gn, 1) = I.(gn,n), but in general [ f,G,d\, # [ fugndin.

Proposition 4.3, the complete independence, and the orthogonality relation (3.1) for
univariate Meixner polynomials yield

di 'pd’

N
/In(fn,n) L5(Gn,m) p(dn) = H l{di:d;}m (Oé(Bi))(di). (4.17)
i=1
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If d; # d} for at least one 4, then the right-hand side is zero, moreover fn Jn vanishes
identically. Hence in that case

/In(fnﬂ?) In(énﬂ?) p(dn) =0= /fngnd)‘w
and the required equality holds true.
If d; = d for all 4, then f,, = g, on E™. By the definition of \,,, we have

N

/ 2N = Aa(Bi x - x B = [[(a(B:)) @

i=1

hence (4.17) gives

" N
5 2

/ (Ta(Fusm)” pln) = o ([T dat) / f2dA,. (4.18)

(L—p)> \13
Next we check that the product of factorials on the right-hand side disappears when f,
is replaced by the symmetrized function f,. For o € &,, and = = (z1,...,x,) € E™, let
Ty 1= (ma(l), .++,T4(n)). Then, by the permutation invariance of the measure \,, we have

/fszd)‘nfi Z /fn Lo .fn x‘r dl’ Z /fn T fn ( )
"o, 7e6, Treb

Because of the disjointness of the sets B;, the product f,(x,)f,(z) vanishes unless 7
leaves the sets {1,...,d1}, {d1 +1,...,d1 + d2 — 1} etc. invariant, and in the latter case
fn(2:)fu(z) = fu(z)?. The number of relevant permutations is equal to d!---dy!. As a

consequence,
N
. 1
2 N K 2 .
JE (Hl ) / fadn,
By (4.18), we get

[ @atum)otan) = 2 [ 2,

which is the required equality (remember fn = gn)- O

A Self-duality for independent random walks with symmetric jump
rates on a finite set

In this appendix we consider the simplest case of a system of independent random
walks with symmetric jump rates on a finite set, and show how the self-duality properties
of this process (see, e.g., [15, Section 2.9.3], [26, Section 3.4]) correspond exactly to the
intertwining relations of Theorem 2.6 and Theorem 2.17. This is mostly intended for the
reader familiar with duality in the context of interacting particle systems, such as in [15,
Section 2.9.3], and intends to make a smooth transition between this notational context
and the point-process notation adopted in our paper.

Let E be a finite set and (1;)i>0, 7t = (1:(%))zcr, be the Markov process on N/
generated by

Lf) = > n@)e(@,y)(f(n— 0z +6,) — f(n)

z,yeE

for f: N - R, ¢: E x E — R, a symmetric function (c(z,z) = 0 for any » € F
without loss of generality) and where §, denotes the configuration with a single particle
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at z and no particles at other locations. That is, §, is the configuration € INJ given
by n(y) = 65,. Then (n:):>0 is called the configuration process with 7,(z) denoting
the numbers of particles at time ¢ > 0 in © € E. We denote by p;(z,y) the transition
probability of a single random walk, which is a symmetric function due to the symmetry
of theratesc: Ex E — R,.

Let £ € INF, we then define the polynomials

L n(x)! E
D(&,n) := le (@) — @) Lie(@)<n(@)y, m€ENy. (A1)

n(z

We refer to (A.1) as the classical self-duality functions and to £ as the dual configuration.
The self-duality relation for the system of independent walks then reads as follows

Ey (D(&; 1)) = Ee (D(&:,m)) (A.2)

forall n, & € NJ and t > 0, where IE,, denotes the expectation in the configuration process
started from 7 (see, e.g., [15, Section 2.9.3], [26, Section 3.4]). Notice here that we have
restricted to the case of finite E for convenience but (A.2) can be extended to countable
E, a suitable set of allowed starting configurations n € IN}’, and finite dual configurations
& (see [15, Section 2.9.3]). In Section A.1, by a change of notation, we reformulate the
relation (A.2) with one dual particle (i.e., £ = ¢,) in such a way that it is meaningful in
contexts more general than random walks on a finite set, namely also in the continuum.
Thus we get rid of the configuration process notation. In Section A.2 we proceed by
reformulating (A.2) in the general case with n dual particles and finally, in Section A.3,
we recall and reformulate the orthogonal self-duality functions for independent random
walks.

A.1 The labeled configuration notation and the associated point configuration:
self-duality with one dual particle

Let X := (X(1),..., Ap(N)) be an arbitrary labelling of the initial positions of N < oo
independent random walks with jump rates c¢(z,y). We then denote &; the positions of
these particles at time ¢ > 0, with A;(¢) the position of the i-th particle at time ¢ > 0.
The correspondence between the labeled system (X});>¢ and the previously introduced
configuration process (7;):>0 is given by n:(z) = Zf\il Tix,(i)=a}-

We describe the system also via the counting measure Zi\;l dx,(i)- Notice that in this
discrete setting, this is simply a change of notation for the configuration: indeed, for
xz € E, we have (Zil 52@(1‘)) ({z}) = n(x). In view of the generalization of self-duality
in the next sections, from now on, we identify 7, with the counting measure

N
e = Z O, (4)-
i=1

This is the same as identifying a measure 7 on the finite E with the vector n({z}),z € E.
The advantage of this change of notation is that it generalizes to arbitrary measurable
state spaces F, and it also allows to produce a simple but insightful proof of the self-
duality (A.2).

Let us start with self-duality with a single dual particle, i.e. (A.1) with dual configura-
tion £ = §,, which reads as

By (n:({2})) = EFY (no({Y:))) = > pel, y)n({y}),

yek
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where E®W denotes the expectation with respect to the random walk (Y;);>o with
transition rates ¢(x, y) starting at x € E.

Let us denote by Ex (7;) the measure defined as Ex () (A) := Ex (n:(A)) for A C E,
where Ex denotes the expectation when starting (X;(1),..., X:(N))¢>0 at X. We then
have

N N N
Ex (n:) = Ex <Z 5&@)) =Y Bx(0xm) = Y Bl Ox, i) (A.3)
=1 =1 =1
where in the third equality in (A.3) we used that the particles are independent, i.e., the
distribution of the position of the i-th particle is only depending on its initial position
Xo(i) and not on the other particles. Using that ER\,) (0x,(:)) = 3, c p Pe(Xo(0), y)d,, we
can rewrite (A.3) as

Bx (n) = 3 3 p (i) )8, = 36,3 pily Ao(i) = 3 ( / pt<y,z>no<dz>) 5,

i=1 yeFE yeE i=1 yek

where in the second equality we used the symmetry of the transition probabilities p;(x, y).
If we denote by A(dy) the counting measure on E we obtain

(Exe () (dy) = ( [nio Z)no(d2)> A(dy). a.2)

The above reformulation of the self-duality relation (A.2) with one dual particle now
makes sense on general measurable state spaces F.

A.2 Reformulation of self-duality with n dual particles

As a next step we want to generalize (A.4) to the case of n dual particles. Let
n= Zil 05, and recall (see (2.4) above) that 7)<") denotes the n-th factorial measure of

n, i.e.
#
g™ = Z O(as,ssi)- (A.5)

1<i1,00yin <N

The reason why the above measure is called falling factorial is clearly explained by the
elementary combinatorial lemma below, where the relation with the classical self-duality
functions defined in (A.1) (consisting of products of falling factorial polynomials) is given.
We leave the simple proof to the reader.

Lemma A.1. Letn = Zfil 0z,. Then, for all (y,...,yn) € E", we have

1™, ya)}) = D (Z 5%777) : (A.6)
k=1

where D(-, ) is the self-duality function given in (A.1). As a consequence, the n-th
factorial measure can be rewritten as follows

n(n) = Z 5(91,...,yn)D <Z 6yk777> . (A.7)

Y1,--Yn€E k=1

We can then generalize (A.4) to the expectation of the n-th factorial measure n,ﬁ") of
the counting measure valued process 1, =), 0 x,(s) introduced above.

Proposition A.2. Let A\ be the counting measure on E. Then, forallt >0 andn € NN,

B (") Ay - yn)) = ( [ otz e ..zn>>> X (d(yr, - yn)). (AB)
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Proof. Let f : E™ — R. We then have

EX(/f(yl,...,yn)ngm(d( ...yn))> Z’é Exf(Xi(i1),..., % (in)  (A9)

1<i17 ;inSN

-y /fyyH (oCir). ) [T Awe)
E—1 k=1

1<it1,.-yin <N

= Z /fyl,~--,yn

1<iy,eeyin <N

/f YiseerYn) (/Hpt Yks Zk) 710 ( . )H)\dyk

where we used the definition of the n-th factorial measure in the first and the last
equality, the independence of the particles in the second equality and the symmetry of the
transition probabilities in the third equality. Because f is arbitrary, this proves (A.8). O

H,':]:

Pe(Yk, Xo(ix) H (dyk)

Remark A.3. (i) Equation (A.8) holds for each system of independent reversible ran-
dom walks where the reversible measure A, for the single random walk is used in
place of the counting measure X\ (see (2.9) above).

(ii) Without assuming the symmetry of the rates c: £ x E — R, from (A.9) and the
independence of the particles, we still have the relation

Ex( fdn(")> /E ERY (FY(D), . Y m) n$ (s - ya)), (A10)

where f : E™ — R is a permutation invariant function and ]EI denotes expecta-
tion with respect to n independent random walks initially startmg from (y1,...,yn).
Equation (A.10) has to be read as a self-intertwining relation and it is generalized
in Section 2.2.

iii) For any (y1,...,yn) € E", (A.8) implies

B (" (v, )}) = BJY L, (087 ({((0). . Ye(m)})

which, in view of (A.6), reads as

o)) o (o))

which is precisely the classical self-duality relation given in (A.2).

A.3 Orthogonal self-duality

In this section we turn to orthogonal self-duality functions for random walks in a finite
set. In [23], [24] and [50] it has been shown (using, respectively, generating functions
method, three term recurrence relations and algebraic methods) that, for all # > 0, the
following self-duality relation holds

IE, (Do (&, 1)) = Be(Dg (&, m)) (A.11)

with respect to the self-duality functions

=TT de(ep (n{=}); 0). (A.12)

zeFE
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{d®*(-;6)}nen are the Charlier polynomials. These polynomials satisfy the following
orthogonality relation

n'

/d?f(n({x}); O)drn (n({2}):0)po(dn) = Linzm) 5o

with pg = ®uegps,0 and p, o = Poi(f) for each « € E. We refer to the functions in (A.12)
as orthogonal self-duality functions. Let [n] := {1,...,n}. In this setting, the relation
between orthogonal and classical duality functions is simple and given by (see [23,
Remark 4.2])

Dy(&m) = > (—0)<I7I¢ (%)D(E’ﬂ?) =Y (0" "D <Zéyi,n> , (A.13)
§'<¢ ¢ I1C[n] i€l

from which it follows that (A.11) is a direct consequence of (A.2) and the independence
of the particles. We can now reformulate the self-duality relation (A.11) in terms of a
counting measure notation. First, we introduce the orthogonalized version of the falling
factorial measure associated to a counting measure n = fV: 1 0z, namely

n(")’e(d(xl, ce X)) =

Z(_e)nfr Z n(r) (d(xl, . ,l‘n)]) ® A® (=) (d(zl, S ,JC”)[n]\I),

r=0 IC[n]:|I|=r
where )\ denotes the counting measure, [ fo dn®) := fy for all fo € R and (zy,...,2,);
denotes the subvector of (z1,...,,) with components in I C [n]. The relation between

7% and the orthogonal self-duality functions is expressed in the following result.

Lemma A.4. Letn = Zfil 0z,. Then, for all (y1,...,yn) € E", we have

77(”)70({(?}17-“’971)}) = Dy (Z(sywn> ) (A.14)
i=1

where Dy( -, -) is the orthogonal self-duality function given in (A.13). As a consequence

n(”)ﬂ — Z Dy (Z 6y¢a"7) 6(y1’~~,yn)'

Ylseens yn€E i=1

Proof. For I C [n] with |I| = r, we have, using (A.6),

D (Z 5%777) = U(T)((yl» ) yn)I) = /l(yla-A-,yn)I (1’1, cee IT)T’(T)(d(Ila v 7$7”))

iel
= / Ly gy (@15 ooy 201 20) 1) @ AT (A(21, ey 20 1)
Therefore, (A.14) follows from (A.13). O

We then state the analogue of Proposition A.2 for ("¢ in a notation which makes
sense in the context of general measurable state space F. The result follows from (A.8)
combined with the definition of 7(™)¢ and the reversibility of \ for the single random
walk: we omit here the simple proof and we refer to Section 2.3 above for the proof of
the self-intertwining formulation of this result in a much more general setting.
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Proposition A.5. Forallt >0 andn € IN

Ex [7)5")’9} (A(y1, .-y yn)) = </ nHpt(yi,mi)n(()”)ﬂ(d(xl,...,CCn))) AC™(d(yry s Yn))-

(A.15)

It was observed in [24] (just above equation (8) in [24]), that the orthogonal self-
duality functions given in (A.12) coincide with the polynomials obtained by the Gram-
Schmidt orthogonalization procedure initialized with the classical duality functions given
in (A.1). In the present context, the Gram-Schmidt orthogonalization applied to (A.1)
is (A.13).
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