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log-concave distributions
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Abstract

We study and develop multilevel methods for the numerical approximation of a log-
concave probability m on R?, based on (over-damped) Langevin diffusion. In the
continuity of [12] concentrated on the uniformly log-concave setting, we here study
the procedure in the absence of the uniformity assumption. More precisely, we
first adapt an idea of [8] by adding a penalization term to the potential to recover
the uniformly convex setting. Such approach leads to an e-complexity of the order
e %7(].|>)%/2d (up to logarithmic terms). Then, in the spirit of [14], we propose to
explore the robustness of the method in a weakly convex parametric setting where
the lowest eigenvalue of the Hessian of the potential U is controlled by the function
U(z)~" for r € (0,1). In this intermediary framework between the strongly convex
setting (r = 0) and the “Laplace case” (r = 1), we show that with the help of the
control of exponential moments of the Euler scheme, we can adapt some fundamental
properties for the efficiency of the method. In the “best” setting where U is C* and
U(z)~" control the largest eigenvalue of the Hessian, we obtain an e-complexity of the
order ¢, ;e =2 d" 5 T@=P+9" for any p > 0 (but with a constant ¢, s which increases
when p and § go to 0).
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1 Introduction

In this paper, we are interested in the sampling of probability distribution named

U (x)
Gibbs measure whose density is (dz) = e~ 2.2 A\(dz) where X is the Lebesgue measure,

U(z)
Z = f]Rd e 202 \(dz) and U : R? — R is a coercive function. Many applications require
the computation of these measures in high dimension state space including for example
machine learning, Bayesian estimation or statistical physics. Methods that are studied in
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Multilevel methods for non-uniformly log-concave distributions

this paper are based on the discretization of over-damped Langevin stochastic differential
equation (SDE)
dXt = —VU(Xt)dt+UdBt, (11)

where (B;),-, is a d-dimensional Brownian motion and o € R;. These methods received
a lot of attention in the last few years, in particular when U is strongly convex (in the
sense where, in the whole space, the smallest eigenvalue of its Hessian is lower bounded
by a positive o). This assumption may be certainly constraining in view of applications.
It is the reason why, in this paper, we suppose that U is not strongly convex but only
weakly convex.!

More precisely, we will assume that the potential U is a convex twice differentiable
function whose gradient is Lipschitz continuous. Under these assumptions, strong exis-
tence and uniqueness of a solution (Xt)t>0 classically hold and the solution to (1.1) is an
ergodic Markov process whose invariant distribution is exactly the Gibbs distribution
7w o e~ Vd\ (for background, see e.g. [28], [22], [24], [19]).

We respectively denote by (P;);>o and L the related semi-group and infinitesimal genera-
tor. We recall that for a twice differentiable function f : R? — R by

Efz—(VU,Vf>+%2Af.

It is also well-known that in this log-concave setting, the distribution 7 satisfies the
Poincaré inequality (see e.g. [2]) and that convergence holds to equilibrium in distribu-
tion and in “pathwise average”: for any starting point = € R¢, the occupation measure
converges to 7 in the following sense: for all continuous function f € L?(r),

s
t——+o0

%/O F(XT)ds — 7(f) as. (1.2)

In the continuity of [12], our multilevel methods will be based on discretized adaptations
of (1.2). More precisely, we first choose to approximate the stochastic process (X;);>o
by the classical Euler-Maruyama scheme. When the related step size « is constant, this
discretization scheme is defined by X, = z € R? and:

Vn Z O7 X(n+1),y = Xn'y - ’YVU (any) + UﬁZn+17

where (Z,),,c\y is an i.i.d sequence of d-dimensional standard Gaussian random variables.
In the long-time setting, these schemes and their convergence properties to equilibrium
were first studied in the nineties by [33] and [32]. This discretization of the Langevin
diffusion is widely studied in the literature under uniform convexity of the potential U
[5, 11, 10] and also under weaker assumptions [29, 34] (e.g. isoperimetry assumption).
Then, some decreasing step Euler schemes were investigated by [25] and [26] in order
to manage, in the same time, the discretization and long-time errors. Here, we choose to
keep the constant step size point of view in order to avoid some additional technicalities
but our ideas could be probably adapted to this setting.

We also introduced the continuous-time extension of (X,,-),>0 given by: for alln € IN
and for all t € [ny, (n + 1)y),

X) = Xpy — (t =n7)VU (Xpy) + 0 (Bt — Bing1)y) - (1.3)

1We use in the sequel the usual terminology where “strongly convex” and “weakly convex” respectively
means “uniformly strongly convex” and “non-uniformly strongly convex”.
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If we denote by i, the discretization time related to a positive numbert, i.e.,
L, = vsup{n > 1,ny < t}, (1.4)

we remark that . .
Vt>0, X;=x— / VU(XQW)dS + a/ dB;.
0 0

This “pseudo-diffusion” form is usually convenient for proofs but it is worth noting
that the procedure is only based on the discrete-time Euler scheme. If no confusion
arises, we will sometimes write t instead of i, and X; or X? instead of X? 70 to alleviate
the notations. We now mimic (1.2) with the Euler scheme to approximate the target
measure 7. Thus, consider the following occupation measure (for background see [33]),
for N e NN

1 N—-1 _
=0

1.1 Multilevel methods

Multilevel methods introduced by [20] and [15] (see also [23]) initially used for the
approximation of E[f(X7)], are now widely exploited in many other settings, for example
in stochastic optimization (see [13, 9]) or to speed up MCMC methods (see e.g. [21, 18]).
The rough idea is the following: assume that the target E[X] is the expectation of a
random variable that cannot be sampled (with a reasonable cost) and consider a family
of random variables (X;); approximating X, with a cost of simulation and a precision
which typically increases with j. The principle of the multilevel is to stack correcting
layers with a low variance to a coarse approximation X of the target. More precisely,
writing

J
E[X,] = E[Xo]+ Y E[X; — X;_1], (1.5)
S~—— ——

Coarse =1 Correcting layer

the multilevel method consists in building a procedure based on the addition of Monte-
Carlo approximations of E[X;] and of E[X; — X,_4], = 1,...,J. Then, if the random
variables X; — X,;_; have low variance, the approximation of E[X; — X;_,] requires few
simulations and, in view of (1.5), we can obtain a procedure which has the bias related
to X ; but with a cost which may be much less than the one generated by a standard
Monte-Carlo method applied to estimate E[X;].

In the discretization setting, the family of random variables (X;); is a sequence of
Euler schemes (X7 ); where (v;); is a family of decreasing time steps.? Following the
heuristic (1.5), the (independent) correcting layers are built by coupling of Euler schemes
with steps ;1 and «;. Note that in view of the simulation of the (synchronous) coupling,
we need 7;_; to be a multiple of v; (in this paper, we will assume that ; = v%277).

Multilevel methods have been already studied in the literature for the approximation
of the invariant distribution of the Langevin diffusion [16, 17, 27, 30, 35]. In [16], the
authors take advantage of the convergence in distribution to equilibrium. Thus, the
classical Monte-Carlo point of view is adopted: the approximation of 7 (f) is obtained by
sampling a large number of Euler schemes for each level. In [30]° and [12], the point
of view is to take advantage of the convergence of the occupation measure. Thus, each
level is based on only one path of the Euler scheme or of the couple of Euler schemes

2Decreasing according the levels but constant for each layer.
3This paper is written in the multiplicative setting with a so-called Multilevel-Romberg point of view.
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whose length decreases (since the variance of the correcting layers decreases) and
discretization step increases. All these papers show that, in the uniformly strongly convex
setting, the integral = (f) against the invariant distribution can be approximated (for a
Lipschitz continuous functions f) with a precision ¢ (in a L?-sense) using a Multilevel
procedure whose complexity is of order e=2 or ¢~2 log?(¢) with p € [1,3]. Moreover, in
[12], a particular attention is paid to the dependency in the dimension. In this case, it
is shown that one can build a multilevel procedure that produces an s-approximation
of the target for a complexity cost proportional to de~2 (with an explicit expression
of the dependence in the Lipschitz constant of the gradient of U and the contraction
parameter «).

The more involved weakly convex case seems to be less explored in the multilevel
paradigm but, in view of applications (for instance for Bayesian Lasso), it is natural to
ask about the robustness of these methods when one relaxes the contraction assumption.

1.2 Contributions and plan of the paper

The main goal of this paper is thus to extend the multilevel Langevin algorithm for the
Gibbs sampling to the weakly convex setting, and if possible to obtain some quantitative
bounds for the complexity related to the computation of an e-approximation of the target
(see Section 1.4 for a definition of s-approximation).

We first investigate the penalized multilevel method: in the continuity of [6] and
[8], we build a multilevel procedure based on the following observation: consider a
new equation with another potential U, (z) := U(z) + $|z|?, this new equation has an
invariant distribution named 7, which converges to m when « tends to 0 in Wasserstein
metric. The idea is that this new invariant distribution is easier to sample because
of the uniform convexity of the potential U,. In Section 2.1, Theorem 2.1 combines
the benefits of the penalized approach and of the multilevel methods. For a Lipschitz
continuous function f : R* — R and a C2-potential U, the multilevel procedure performs
an c-approximation of 7(f) with a complexity cost proportional to 7(].|?)3de . As in
[8], our result depends on the generally unknown constant 7(|.|?) which is at least
proportional to d (see Remark 2.2 for details and comparisons with [8]).

Because of the above remarks, we chose in a second part to try to develop some tools
which tackle the weakly convex setting from a dynamic point of view and which can
improve the complexity in terms of €. More precisely, in the spirit of [14], we study an
intermediary framework (called weakly parametric convex setting in the sequel). We
assume that the eigenvalues of the Hessian matrix of U vanish when |z| goes to 400, but
with a rate controlled by the function x — U~"(x) with r € [0,1) (see Assumption (H})).
The parameter r characterizes the “lack of strong convexity”, the case » = 1 referring to
the “Laplace case”* whereas r = 0 corresponds to the uniformly convex setting. When
one assumes such an assumption, one can get some bounds for the exponential moments
of the Euler scheme (at the price of technicalities). One is also able to preserve some
confluence properties, i.e. two paths of the Euler scheme have a tendency to stick at
infinity. Finally, in this setting, it is also possible to control the distance between diffusion
paths and the related Euler schemes. These three ingredients (obtained with a lower
quality than in the strongly convex setting) allow us to tackle the multilevel procedure in
this framework.

4The “Laplace case” will refer to the setting where the potential has a flat gradient. The simplest example is
U(z) = |z|. In this case, the invariant distribution is a Laplace distribution. That is the reason why we use this
terminology.
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The related main contribution is Theorem 2.3. In this result, we provide a series of
statements under different sets of assumptions: when U is only C? or when U is C3.
Under (H}) only or under (H}) and (H2), where (H2) denotes an additional assumption
which requires the highest eigenvalue to be also controlled by the function z — U~"(x)
(we could roughly say that under (H!) and (H2), the potential is uniformly weakly convex
in the sense that “the decrease of the contraction is uniform”). In each statement, we
provide a multilevel procedure adapted to the assumptions. The related complexity
is exhibited in terms of d, € but also in terms of the contraction parameter and the
Lipschitz constant of VU. Without going too much into the details, when U is only C?, the
complexity is of the order ¢e~2 whereas when U is C3, we can obtain a rate of the order
¢~2-7 for any p > 0 and thus approach the “optimal” complexity e 2. Now, in terms of

the dimension, when only (H}) holds the dependence in the dimension of the complexity
S+(G+o)r :
is bounded by d* -+ whereas when (H!) and (H2) hold, we obtain in d% T(3+9)" when

U is C? and d'*%+*" for any p > 0 when U is C3. This means that when U is C* and (H})
and (H2) hold, the complexity is of the order e~2~d'* %+ for any p > 0. With respect
to the paper [14], our multilevel procedure improves the dependence in € and is most
comparable in terms of the dimension. Note that when only (H}) holds, the dependency
in the dimension dramatically increases on r. Whereas, when the potential is uniformly
weakly convex, the dependence in the dimension does not explode when » — 1 (see
Theorem 2.4 for more details).

Plan of the paper As detailed in the previous paragraphs, Sections 2.1 and 2.2 are
respectively devoted to the statement of the main theorems for the penalized multilevel
and in the parametric weakly convex case. Then, Section 3 is dedicated to the proof
of the first main theorem (Theorem 2.1). In Proposition 3.2, we obtain a Wasserstein
bound related to the bias induced by the penalization on the invariant distribution.
The proof of Theorem 2.1 is then an adaptation of [12, Theo 2.2]. From Section 4, we
focus on the proof of Theorem 2.3. In Section 4, we prove some preliminary results
on the diffusion and its Euler scheme under (H}): we begin with some controls of the
exponential moments (Proposition 4.1 and Proposition 4.3) which in turn lead to some
bounds of the polynomial moments (Proposition 4.5). In this section, we also show that
the discretization error can be controlled in long time (Proposition 4.7) and finally obtain
an integrable rate of convergence to equilibrium for the Euler scheme (Proposition 4.11).
With the help of these fundamental bricks, in Section 5, we obtain some bounds on the
bias (Proposition 4.17) and of the variance of the procedure (Proposition 5.5) which in
turn allow us to finally provide the proof of Theorem 2.1 in Theorem 2.3.

1.3 Design of the algorithm

We now build the multilevel procedure. Let z € R? be the initialization of the
procedure, J € IN be a number of levels, (%)OSJ‘SJ be a sequence of time steps, (Tj)OSjSJ
be a sequence of final times. Define by YV(/J, (’Yj)j )Ty (Tj)j ,x,.) the multilevel occupation
measure: for all f: R¢ — R,

1 To

Y, ()7 (T5); @, f) == T+ f()_(gjoﬂ”)ds

(1.6)

J 1 T; B B
e [ ) - fRp s,
i=1 T U

T, — 71 j-1

where trajectories on each level are coupled with the same Brownian motion. To ease
notation, we simplify Y(J, (v;), .7, (1), , z, f) by Y(f). The parameter 7 > 0 is the time
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where we begin the average. Indeed, this “warm-start trick” can improve the precision
of the estimation in the case of exponential convergence to equilibrium of the process
toward its invariant distribution (see [12] for more information about this parameter).
However, we don’t always have this rate of convergence, and without it, the trick
becomes less effective. In this situation, we set 7 to 0 (as in the second part of this work).

1.4 Notations

The usual scalar product on R¢ and the induced Euclidean norm are respectively
denoted by (-,-) and | - |. The set M, 4 refers to the set of d x d-real matrices, we denote
by || - || the operator norm associated with the Euclidean norm. For a symmetric matrix A,
we denote respectively by A , and )4 its lowest and highest eigenvalues. The Frobenius
norm for A € M, 4 is denoted by ||A| .

The Lipschitz constant of a given Lipschitz continuous function f : R¢ — R is denoted by
[f]1- A function f : RY — R is C¥, k € IN, if all its partial derivatives are well-defined and
continuous up to order k. The gradient and Hessian matrix of f are respectively denoted
by Vf and D?f. The probability space is denoted by (2, 7, P). The Laplace operator is
denoted by A: Af =4, 9?,f. The LP-norm on (Q, F,P) is denoted by || - ||,. For two
probability measures 1 and v, we define the Wasserstein distance of order p by

W) = _int ([ o= wpacian)

Cell(p,v)
where II(u, v) is the set of couplings of ; and v.

* <p and <,.: For two positive real numbers a and b and a set of parameters P, one
writes a <p b if a < Cpb where Cp is a positive constant which only depends on
the parameters P. When a < Cb where C is a universal constant, we write a <, b.

* c-approximation: We say that ) is an c-approximation (or more precisely an
e-approximation of a for the L?-norm) if || — al|z = E[|Y — a/?]2 < . Equivalently,
) is said to be an c-approximation of « if the related Mean-Squared Error (MSE) is
lower than 2.

* Complexity/c-complexity: For a random variable ) built with some iterations of
a standard Euler scheme, we denote by C()’), the number of iterations of the Euler
scheme which is needed to compute ). For instance, C(X;{W) = n. We sometimes
call e-complexity of the algorithm, the complexity related to the algorithm which
produces an e-approximation.

2 Main results

2.1 The penalized approach

In this section, we develop a penalized multilevel method to sample a non-strongly
log-concave probability distribution 7. The idea is based on [8] and [7] where the authors
consider the potential U (z) := U(x)+ $|x|* with o > 0 which is called penalized version
of U. We here assume that U satisfies the following assumption:

WCyL: U is a non-zero C?-function and there exists L > 0 such that
Ve eRY  0< D*U(z) < LIdga, (2.1)

the inequalities being taken in the sense of symmetric matrices. Denote by 7, the
invariant measure of the diffusion process (X;*),, solution of the stochastic differential
equation B

dXp = -VU*(X})dt + odB;. (2.2)
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It appears that 7, satisfies the Bakry-Emery criterion thus we can apply our multilevel
method that requires strong convexity to approximate m,. But our target is 7 then we
have to control the distance (in a Wasserstein sense) between 7w and n,. To this end, the
results of [3] and [8] ensure the convergence of 7, when « goes to 0 with a bound of the
Kullback-Leibler divergence. This leads to the following theorem:

Theorem 2.1. Assume WCy,. Lete > 0, let f : R — R be a Lipschitz continuous
function, x € R¢ and define Y* as the multilevel procedure described in (1.6) using the
Euler schemes of the SDE (2.2). Then, there exist parameters such that,

1V*(f) = m(H)ll2 <e, (2.3)

with a complexity of order e~°dr (]| - |?)/? up to logarithmic terms.
More precisely, the following parameters lead to the result.

15
J = [210g2(15fdm3/2 *2)], r= *3[/2 “log(15v/2dm3/%e 1),
O' m
2 550 2.4
A — Ty = 2l dlog(g ymige o7, O

15v2m3/?’ 15v2m3/% 12
VJE{O,,J}, 7j2702_j7 /I’j:TO2_ja

where my = E[| - |?]. Furthermore, the complexity satisfies

10 x 153 3
C(Y) < X74dmg/25_5L2 {logQ (15\fm3/2 3)—‘ log (15\/§m§/2L28_10_2) . (2.5)
o

Remark 2.2. > Note that the dimension dependency is not really linear because there
may be some dependency hidden in m,. Indeed, when 7 is an isotropic probability,
7(].]?) Sue d (see e.g. [11°) and this implies that the complexity is of the order d'!/2s~°.

> Let us now compare with [8]: note that in this paper, the cost is not explicitly written.
As usual in the Monte-Carlo literature, the authors control the number of iterations of
the Euler scheme which is necessary to draw a random variable whose distance to the
target is lower than €,/m; instead of giving the real cost. In the Langevin Monte-Carlo
case, when U is C?, they then obtain a number of iterations which is, up to logarithmic
terms, of order myds~?. Normalizing ¢ (i.e. replacing ¢ by ¢/ \/m2) leads to a number
of iterations of order m%ds“‘. But, to compare with our work, we need to include the
Monte-Carlo cost, i.e. to the number of simulations which is necessary to make the
variance lower than 2. Then, we have to multiply the previous number of iterations by
Var,» (f)e~2. The moment of order two of 7] studied in [12] can be reasonably bounded
by d/a (since f is Lipschitz continuous). This means that the complexity of the penalized
Langevin Monte-Carlo in [8] is of the order mg/2d25*7 (< d'3/2¢77 if 1 is isotropic). In
consequence, the multilevel method allows us to improve the result of [8]. Note that the
authors also provide other algorithms such as the Kinetic-LMC where the bound in ¢ is
improved.

> In the above result, we propose a Multilevel strategy based on a fixed penalization. A
natural question arises: could we take advantage of the Multilevel strategy by keeping
the same penalization for the highest level and progressively reducing it on the lower
layers? Indeed, this is precisely what we do with the discretization bias, thus we can
wonder about the effect of such a strategy for penalization. Indeed, the difference in
Wasserstein distance between two trajectories with different penalization parameters

5Note that the control of 7(|.|?) is strongly linked to the so-called KLS-conjecture.
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can be controled. However, our computations show that the benefit of such a strategy
does not improve the dependency of the interest quantity (d, €, L, etc...) in the complexity
cost. Therefore, to not overload the document with superficial technical issues, we have
chosen not to present this strategy.

2.2 Parametric weakly convex setting

The purpose of this section is to study the non-penalized multilevel procedure in the
weakly convex setting. Instead of penalizing the dynamics, it is actually natural to ask
about the robustness of the “standard” multilevel method in this case. To answer this
question, we have to prove a series of properties in the spirit of the assumptions H;
(i € {1,2,3,4}) in [12]. These assumptions include the convergence to equilibrium of the
Euler scheme with a quantitative rate, the long-time control of the L2-distance between
the Euler scheme and the diffusion, the control of the Wasserstein distance between 7©”
and 7 and the control of the moments. Some of these properties (especially the long-time
control of the L2-distance) seem hard to check in a general convex setting. We thus
propose to work in the parametric weakly convex setting used in [12] by introducing
(H}) (see below) where we assume that the contraction vanishes at infinity but with a
rate controlled by U™".

Let us now introduce our assumptions depending on a parameter r € [0,1):

(H!): The potential U is a positive C?-convex function with a unique minimum 2* such
that U(z*) = 1. VU is L-Lipschitz with L > 1.5 The function z Ap2y(z) i positive and
there exist L and ¢ > 0 such that,

Vz € RY, Apep(my = U ().

The lower-bound can be seen as the “lack of uniform strong convexity” for the potential.
Indeed, if » = 0 we recover the strong convexity and » = 1 corresponds to the weakest
convexity case where the gradient is flat at infinity. Note that the assumption on
the unique minimum is restrictive in the context of sampling or optimization. It is a
counterpart to the efficiency of the Multilevel method. Indeed, we need a (strong)
confluence between two trajectories of the Euler scheme to control the variance of each
layer. Although, weak confluence can be obtained when there are several minima (using
for example the arguments of [34]), the strong confluence is difficult to achieve without
this assumption.

The fact that VU is L-Lipschitz implies that = — szU(m) is upper-bounded by L. In
order to improve the dependence in the dimension, we also introduce an additional
assumption that deals with the case where the largest eigenvalue decreases at infinity
with an intensity that is of the same order as the lowest eigenvalue:

(H2): There exists a positive ¢ such that for all z € R?, Ap2y(y) < eU " ().

This second assumption is restrictive because we force the potential to be uniformly flat
at the infinity. However, there are a lot of interesting cases where the assumption (H?)
holds. As an example, the potential  +— (1 4 |z|?)!/"*+! for r € [0, 1) satisfies (H}) and
(H2). This type of potential arises, for example, in high-dimensional Bayesian learning
(in the construction of the posterior distribution). More precisely, the ridge Bayesian
method needs to compute the mean of a posterior distribution satisfying (H}) and (H?)

5The fact that L is greater than 1 is clearly not fundamental but allows to simplify the usually technical
expressions which appear in the sequel.
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for » = 0 while the Lasso Bayesian method needs to compute the mean of a posterior
distribution satisfying (H!) and (H2) for » = 1. Although our study does not deal with
the » = 1 case, it is an intermediary between the simple case of the ridge and the more
difficult case of the Lasso.

Finally, as in [12], we can reduce the complexity cost by assuming greater regularity for
the potential. Let us therefore establish the following assumption:

(H3): U is a C3-function.

To facilitate the comprehension of the rest of this section, we define four settings
corresponding to different set of assumptions. The assumptions required for each setting
are summarized in Table 1.

Table 1: Descriptions of different sets of assumptions.
Setting 1 (HD)

Setting 2 (H}) and (H?)
Setting 3 (H}) and (H3)
Setting 4 | (H}), (H?) and (H3)

Now, let us define the couple (v*, V) in function of the setting by:

1

) (41L’(1+02) (dL+(1+dCL)H>) in Setting 1 or 3

(v, W) = (2.6)

(4(1592) ) Cr du”?””) in Setting 2 or 4,

where ¢, is a constant which only depends on r. +* will denote the largest value for
7o whereas, ¥ controls the moments of U()_(m) (see Proposition 4.5 for details). It is
important to note that the (2.6) constants are better under stronger assumptions in the
sense that they depend less on dimension. More precisely, v* depends on 1/d when only
(H1) holds whereas it does not depend on d when both assumptions (H}) and (H2) hold.
As a consequence, the time step of our schemes can be larger in the second case which
automatically leads to a reduction of the complexity cost. Regarding ¥, it depends on
d™+ when only (H?) holds and on d when both assumptions (H!) and (H2) hold. The
control of the moment U(X,,,) is then better in the second case since 7 < 1 which is also
an advantage for our method. The following result covers the 4 different settings of
Table 1. In particular, the reader have to keep in mind that the v* and ¥ values depend
on the setting we are in.

We are now ready to state our main theorem in this setting:

Theorem 2.3. Assume the assumptions of one of the settings described in Table 1. Let
~+* and ¥ be the parameters defined in (2.6). Lete > 0, let f : R — R be a Lipschitz
continuous function, vy € (0,7*], 6 € (0,1/4] and = € R¢ such that U(x) <, V. Let ) be
the multilevel procedure described in (1.6) where T is set to 0.

(i) In setting 1 and 2, for § small enough, there exist parameters such that
V() = 7(F)ll2 Srs & (2.7)
Moreover, the complexity satisfies

CY) < VL(c i A2 0)patEHorg=3, (2.8)
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(i) In setting 3 and 4, assume in addition that sup, g ., |AQ;U)? <, 0*L*¥ and
let p € [1/2,1). Then, for § small enough, there exists parameters such that

IV() =7(Fll2 Srs e (2.9)

Moreover, the complexity satisfies

CY) < gL (ggA(sza vgfgﬂs) Gl §+A—p+8)r —2—p. (2.10)
In particular, the following parameters lead to the result,

[logz (QL\T!l+(3+5)T705_2>-‘ in Setting 1 and 2
J =

g1—5 Ac

[10g2 (g—%aﬁ\pu%%glﬂ in Setting 3 and 4,

(3 Ve i) Wat(EHor—2 in Setting 1 and 2

c(G=P)ABp)+S \/g—%—5> Pl+A=2p+0)r=2 i Setting 3 and 4,

forallj e {1,...,J}, v; =727 and

j =

To2~ % in Setting 1 and 2
Tp2=(1=r)J  in Setting 3 and 4.

To facilitate the comprehension of this theorem, Table 2 summarizes the dependency
on dimension and precision ¢ for each setting. Additionally, this technical result deserves
several comments:

Table 2: Order in the dimension and ¢ of theoretical complexity for e-approximation by
the Multilevel procedure in each setting.

Setting 1 Setting 2 Setting 3 Setting 4
3.(945)r s .
d-dependency d% it 3+(5+9)r d“gﬁ%m it 5+(A—p+o)r
e-dependency g3 g3 gm0 g72r

Remark 2.4. > Complexity in terms of . If we only consider the dependence in ¢, we
obtain ¢ =3 when U is only C? and e ~2” for any p > 0 when U is C? and an additional (but
reasonable’) assumption on A(VU) is satisfied. We can thus theoretically approach the
complexity in e~2. However, it is worth noting that the non-explicit constants depending
on p and 0 go to co (independently of the other parameters) when p and § go to 0. The
fact that we “only” obtain a complexity in e =2 when U is C? is due to the fact that in this
case, our bound of the 1-Wasserstein distance between 77 and 7 is of the order /7. When
U is C3, the bound on the 1-Wasserstein distance between 7 and = is of order ~. This
allows us to clearly improve the complexity but it can be noted that we do not retrieve
the e~2-bound of the uniformly convex case. This is due to the rate of convergence to

7See Remark 4.22 for details on this assumption.
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equilibrium. Actually, our rate is polynomial and not exponential, which in turn, implies a
“slight cost” on the dependence in ¢. In fact, we could get some (sub)-exponential rates
but without controlling the dependency in the dimension which is of first importance for
applications.

> Complexity in terms of the dimension. The dependence in the dimension strongly

varies with the assumptions. In the “worst” case in setting 1 (i.e where U is only C?
3 9.5
345 +o)r

and only (H!) holds), the complexity is of the order d~ - . Unfortunately, when
r is close to 1, this means that this dependence seriously worsens. We retrieve this

same phenomenon in setting 3 (i.e. when U is C? and only (H}) holds) but with a better
14+ 5+@—pto)r
bound of the order d = for any positive p and §. This bad behavior when r

goes to 1 is due to the fact that when only (H!) holds, the bounds on the exponential
moments of sup,s, E[e”¥»] are of the order exp(dﬁ). Introducing (H2) in settings 2
and 4 dramatical_ly improves this exponential bound since in this case, we are able to
prove that this is of the order e (this implies that sup,~, E[U?(X,)] is of the order d?, see
Propositions 4.5 and 4.3 for details). It is worth notin§ that in this case, the dependence
in the dimension does not explode when r goes to 1 being of the order d'*z+(#—r+d)r
for any p > 0. Remark that when r = 0, we formally approach the rate of the uniformly
convex case in de~2 obtained in [12].

> Comparison with the literature: In this setting, the only paper which we may reason-
ably compare with is [14] since we use similar assumptions. Compared with this paper,
our multilevel procedure certainly improves the dependence in ¢, replacing =% by ¢ 3
when U is C? and 73 by e 7277 when U is C3. In terms of the dimension, our approach
slightly increases the dependence on the dimension. For instance, when (H1) and (H?2)
hold, [14] obtain a bound in d'**" when U is C? or C3. We here retrieve a dependence
which is somewhat similar when U is €3 but when U is 2, our bound in d3+G+or g
clearly worse.

> About the parameters. In applications, the dependence in the parameters, L, ¢, and ¢
may be of importance (think for instance to applications to Bayesian estimation where
these parameters can strongly depend on the number of observations). This is why here,
we chose to keep all these dependencies in the main result even if it sometimes adds
many technicalities in the proof.

3 Proof of Theorem 2.1

This section is devoted to the proof of the first main result. We first quantify the bias
induced by the approximation of = by 7. To this end, we use the Talagrand concentration
inequality that estimates the Wasserstein distance between these two measures by their
Kullback-Leibler divergence.

Proposition 3.1. Assume that WCy, hold. Then for all « > 0, there is a universal

constant C' such that
Wi (m,7q) < C/ Dky(7|7q,).

We refer to [3, Cor 2.4] to find a proof of this result. In addition, in [8] the authors
show that C' < /2E,[|X|?] (page 24). It remains to compute the Kullback Leibler
divergence of 7 from 7, to bound the bias induced by the penalization.

Proposition 3.2. Assume that WCy, hold. Then for all o > 0,
152
2

<
Wl(ﬂ—aﬂ_a) = P

(|12,
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We refer to [8, Proposition 1] to find a proof of this result for o = V2. We won't repeat
it here since an easy adaptation leads to the result for all ¢ > 0.

Now we switch to the proof of the main theorem. With the two previous propositions,
we control the bias induced by the penalization, then it remains to compute the error
and the complexity of a multilevel procedure in a uniformly convex setting. To this end,
we use [12, Theorem 2.2] which gives parameters to perform an c-approximation of the
invariant distribution with an explicit complexity in terms of the parameters, especially
in terms of the contraction parameter. Here, this is exactly our penalization parameter
a and we will thus optimize its choice in the proof.

Proof of Theorem 2.1. Let ¢ be a positive number and f : RY — R be a Lipschitz con-
tinuous function. By the bias/variance decomposition, triangular inequality and the
Monge-Kantorovich duality, we have

V() = 7Nz <ELYV(f) =7 ()] + Var(D(f))
< 2/ma(f) = 7(f)* + 2BY(f) — ma()]* + Var(V(f)))
Sue Wi (m,m0) + EV(f) = ma(f)]* + Var(Y(f)).

Py P

(3.1)

The second term denoted by P is the mean squared error of a Multilevel procedure for
the approximation of 7. This penalized measure is invariant for the diffusion process
defined with the potential U,. By assumption WCy, U,, satisfies the following property
C,: For all z,y € RY,

(VU*(z) — VU*(y),z — y) > alz — y|*.

[12, Theorem 2.2] ensures that with a/L? < 1, 02a~td > 1, |[U*(z0)|?* Sue 02ad and the
following parameters®:
o2dlog(yy )

J = [2logy(0?da e )], T = 72 J%27,

a? (3.2)
re{0,....,J}, o =a/2L?), 7=a ‘log(c*da™t),
we have
P2 S g,
with a complexity satisfying
22\ L2 , . _ o2d ,\1°
C(y) S 510g <a> ﬁaﬂdé\ 2 ’710g2 (046 2)—‘ . (33)
It remains to calibrate the penalization parameter «. Proposition 3.2 implies
5502
Py ,Suc 1 EWH-|2]3’
g
so that P, < ¢? for
eo?
a=——.
152, [|.|2]3/2
Putting « in (3.2) and (3.3),
10 x 153 : 3 .
C(Y) < %5_5dmg/2L2 {logz (15\/§m3/2d5_3)—‘ log (15\/§m‘§/2L25_10_2) ,
where my = E[|.]%]. O

8To ease notation we have voluntarily omitted an assumption about e: we have to consider ¢ small enough,
we refer to [12] to get more precision.
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4 Preliminary bounds under (H!) and (H?):

From now, we switch to the proof of the second part of the main results i.e. we
consider the weakly convex case under the parametric assumptions (H}) and (H2). As
mentioned before, these hypotheses deal with the behavior of the lowest and highest
eigenvalues of the Hessian matrix of U. In some sense, (H}) quantifies the strict con-
vexity of the potential which in turn implies the contraction of the dynamics. Note that
such an assumption also appears in [4] where the authors obtain exponential rates to
equilibrium under this parametric assumption.

In this preliminary section we state a series of results related to the diffusion and its
Euler scheme under Assumption (H!). For the upper-bounds of the eigenvalues of
D?U, we distinguish two cases: the first one where we assume that we have a uniform
upper-bound by L (in others words that VU is L-Lipschitz) and the second one, we add
Assumption (H?) where the largest eigenvalues also decrease at infinity with a rate
which is comparable to the one of the lowest eigenvalues. In fact, in the second case,
we will see that we are able to preserve a dependency of the moments in the dimension
which is linear, whereas, without this assumption, the dependency is O(dﬁ).

In the second part we state a result about the longtime pathwise control of the distance
between the diffusion and its Euler scheme. Third, we study the convergence to equilib-
rium for the Euler scheme. Finally, we quantify the bias induced by the discretization
with some results on the 1-Wasserstein distance between 7 and 7" (the invariant measure
of the Euler scheme).

4.1 Bounds on the exponential moment

In order to study the confluence between the continuous time process and its Euler
scheme, let us start this section by a control of the moment of the continuous time
process and the discrete time when the potential U is supposed convex. We first state a
result on the control of the exponential moment of the continuous time process.

Proposition 4.1. Forallz € R? andt > 0,

supE, |e 2

[ U<xf,>} U =7 (32) ™ ynder (HY)
< ST
£20 %65(414\/% under (H}) and (H2).

We preface the proof by a technical lemma.
Lemma 4.2. Let§ € (0, %) and M > 0, then

2
Car = {x eR%:(1—-0)|VU(2)]* - %OAU(a:) < M} c{zeR"U(x) <Ky},
where,

(1 + 7@21;;%;?5) ) o under (H})
Ky =

_1
max ((m vV 4) — 76552%3)) under (H}) and (H2).

In particular, C); is a compact set (since it is included in a level set of a coercive function).
Proof. Denote by y the solution of the ordinary differential equation y'(t) = —VU (y(t))
starting from y(0) = 2. Define the function f : t — |VU(y(t))|?> we have by chain rule for
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allt € RT. By (H}),

S =2 <> <>>

W
— 2(D2U ()Y (), ¥ (1)
22<U*T<y<t>>y'<t>,y’<t>> =

Since lim y(t) = a*, we get by integration

Y]

t——+oo
VU (z)]* > Q_QT (U (z) — U (). (4.1)
Therefore,
(1- ) wvei - o) > 2208 @ - vt e) - Srav)

Since AU = Tr(D?U) < d\p2y < dL (where A4 stands for the largest eigenvalue of
symmetric matrix A) and U(z*) = 1, it follows that

fo2dL

_oo?y,
A2 pra) - ey - 222,

2
(1 - 90) VU (2)[ — %GAU(:E) >
so that

(4.2)

2 =
Car C {xeRd;U(x)< <1+2M+9U dL) }

2¢(2 — 002)

If we now consider the case where (H?) also holds, we use that AU < ¢U~"(z) to obtain:
0 2
(1 - ") VU (2)]? — %GAU(m)

(2—00%)c. ., 1 (1 —r)o20cd
> ﬁU (x) (1 -U""(z) - 20(2—{902)1](36)) .

To ensure that the right-hand member is lower-bounded by M, it is enough to ensure
that

(2—00%c, 4, M i 1 o%0ed 1
< = [ — < —.
= U~ (z)> 5 U (9:)_4 and 2(4_2902)U(x)_4
This concludes the proof. O

Proof of Proposition 4.1. Let 6 € (0,1), (to be chosen latter) and for all = € R define,
folx) =PV, 4.3)
show that fy is a Lyapunov function for the dynamic £:

1) = —0ie) ((1- 2 ) w0 - a0 ()

0o

fa” QAU(I)) ley, (),

< ontfuta) = 05te) (1= %5 ) VU@ -
where Cj; is defined in Lemma 4.2. In the proof of this lemma we showed that C;; is
included in a level set Ly,, = {z € R? | U(x) < Kj/}. Thus,
90 o2 2452
—0fp(x) 1—— | |VU(z )\ — ?0AU(:17) le,, (x) < fg(x)AU(a:)lLKM
S 020—22dL69K1W]_
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Finally fy is a Lyapunov function for the dynamics: i.e. for all z € R?,

0252dL
Uie“{M 1r

Lfo(x) < —0M fo(x) + i (@)

Hence by a Gronwall argument we get,

90—2dL69K1W .

P, fo(x) < e M fy(2) + I

Choosing 0 = 2, M = 89°4L ynder (HY) and M = (4=209")c ynder (H!) and (H2) leads

1—r

to the result. O

We now state an analogous result for the Euler scheme.

Proposition 4.3. (i) Assume (H}). Then, ify € (0, ;5] and 6 € [0, gL3],

_ 1
sup E,, [eeU(X’”)} < U@ 4 L1+ P HOAL osh (0yd ).
n>0

(it) Assume (H}) and (H2). Ify € (0, .=%] and 0 € [0, gtz A 1], then for all z € R? and

) 4V
n € IN we have )

_ 0d(14+02)c
sup F, [eeU(X,w)} < U@ 4 geer T
n>0

7

where ¢ denotes a constant independent of the parameters and c, a constant which
only depends on r.

The proof of this proposition is postponed in Section 6.

Remark 4.4. The reader will find more explicit (but more technical) bounds in the
proof of the second case. It is worth noting that we can preserve a condition on v does
not depend on d (as in the strongly convex setting). This is of first importance in our
multilevel setting where it is much more efficient if the rough layers of the method can
be implemented with step sequences with large sizes. The proof is very close to [14]
but the bounds are refined. In particular, compared to this paper, we precisely do not
require that the step size decreases with d.

Thanks to the two previous results we are now able to control the moment of the
continuous time and the discrete time processes.
Proposition 4.5. Assume (H}).
(i) Forallz € R%, p >0,
sup B, [U (X)) Sp (U(2) + 0)7.

t>0
where

_1
- (1+0?) (1 + dTL) " under (H2) only

AT v Wd under (H}) and (H2),

(ii) Let v € (0,~*] with v* defined by (2.6). Then,

sup B U7 (Xuy)] Sp (U(a) + )7

where ¥ is defined by (2.6)
(iii) In particular,

max ( supE, [U (Xy)],  sup  E, [UP (Xy)] | Srp (U(z) + ). (4.4)
t>0 t>0,7€(0,7*] N
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and
max /Up(x)ﬂ(dx), sup /Up(x)ﬂ”(dx) Sep VP (4.5)
v€(0,7*]
Proof. The proof similar to [14, Prop B.4] is postponed in Section 7. O

Remark 4.6. In order to avoid the distinction between cases in all the proofs, we
choose to adopt only one notation for ¥ and ¥ but the reader has to keep in mind
that the definition of these quantities depends on the fact that (H?2) is satisfied or not.
Let us also recall that the notation <, , means that the constant only depends on r
and p. These constants are certainly locally bounded: for any compact subset K of
[0,1) x [1,+00), there exists a universal constant ¢ such that for any (r,p) € K, the
underlying constant ¢, , related to <, , is bounded by c. Finally, note that we chose to
keep all the dependencies in the other parameters.

4.2 Longtime strong discretization error under (H}):

The following proposition studies the L2-error induced by the discretization of the
SDE under (H}). The notations v* and ¥ come from Proposition 4.5.

Proposition 4.7. Assume (H}) and let x € R%, v € (0,~*] and § € (0,1). Then,

. L e (L (1Y | (U(z) +B) TS
sup E, [|X; = Xif?] S, =L (U@) +0)"" (F <5> U )1+ ) )
t>0 c C 1-3

where I is the gamma function.

Remark 4.8. The control of the L?-distance between the diffusion and its Euler scheme
is a fundamental property for the efficiency of the multilevel method. Actually, it allows
us to control the variance of each level. The fact that we are able to obtain such a
property in this (semi)-weakly convex setting is new.

We start with two technical lemmas.

Lemma 4.9. Assume (H1) then for all + € R? we have

U1+T({L‘) _ U1+T({L'*)
c(1+7)

o - a*? <

Proof. First, one can check that for all + € R? and for all eigenvalue of the Hessian we
have
)\D2U1+T(m) > (]. + r)UT(x)ADzU(z) > (1 + T)Q, (4.6)

where in the last inequality we have used assumption (H}). By the Taylor formula,
1
U™ (2) - UM (%) = (VU7 (2%),2 — 2*) + / (DU () (@ — o), @ — *)do),
0
where & = Az + (1 — \)z*. By (4.6) and the fact that VU™ (2*) = 0, we get
1
UM () = UM (2*) > (1 + r)g/ |z — 2*|*de.
0

This concludes the proof. O

The next lemma is a bound on the moments of the increment of the Euler scheme
(with the notations v* and ¥ introduced in Proposition 4.5).
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Lemma 4.10. Assume (H}) withr € [0,1). Let y € (0,~v*]. Then for allt > 0 and k € IN*,

_ 1/k B )
E, |:‘Xt _ Xg’%} / <k L2(t _Dz (U(m) n \Il)lJ”

+ (t — t)do?.

Proof. By the definition of the Euler scheme we have

B, (1% - %] = s | (|-t~ 090 (%) + 0(B: - B*)'| "

Sy (2 N
<E, [(2(15 —t)?|VU (X,)|” +20% |B, — By ) }
Then, by Minkowski inequality,
E, [‘Xt _ X§|2k:| 1/k < Q(t —DQEx |:|VU (XE)‘2]¢:| 1/k n ZO'QEJC |:|Bt _ Bﬁ,2k} 1/k

_ 1/k
< 2L2(t _ E)QEJ, “Xé o $*|2k} n 2(t - E)O'QE;L' [‘Z|2k] 1/k 7
where in the last line we used the L-Lipschitz continuous property of VU and the fact
that B, — By ~ \/t — tZ with Z ~ N(0,1d). Finally, by Lemma 4.9 and Proposition 4.5, we
obtain

_ Uk 2L2(t—t)?
<

E, [|% - %] sup (U7 (X)) |5 + 202 <<2k>_!>1/k (t—1)

- 1+r n>0
Sen L2t = 1) (U(2) + )7 + (¢ — t)do”. O
We are now ready to prove Proposition 4.7.
Proof of Proposition 4.7. Let z € R? and consider the following process in R? x R¢,
{ X =z~ [IVU(X,)ds + 0B,
X=X, — (t—t)VU(Xy) + 0 (Bi — By),
with X, = 2. Denote by F,(t) := | X; — X;|?>. By the Lebesgue differentiability theorem,

F;(t) - 2 <Xt - Xt,VU( 7£) - VU(Xt)>
=2(X; — X, VU(X;) = VU(Xy)) +2 (X, — X3, VU (Xy) — VU (Xy)) .

By Es

To control E; we use a Taylor expansion and obtain,
1
By =-2 <Xt - Xt,/ DU (AX; + (1= N)Xy) (X — Xt)d)\>
0
1
= _2/ (X, — X, DU (AXy 4+ (1= N X,) (X — X)) dA.
0

Since D?U is a symmetric matrix,
S 12
By < =26 |X — X7,

where & = fol AD2U()\Xt+(17>\)Xt)d>\‘ For the second term FE>, using the inequality (a,b) <

Slal? + 3¢, |b|” and the fact that VU is L-Lipschitz, we get

_ 2 _ _
Ezgft|Xt—Xt|2+§|Xt—Xf
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Thus,
|2

L?  _ _
FL(t) < =& F,(t) + o X - X,

and a Gronwall argument leads to
t 12
L - - ¢
Fz(t) S/ ? ’XS_X§|2€_IS f“dudS.
0 s

Taking the expectation, the Fubini’s theorem implies

t
E. [|Xt - Xt|2} < / E, l:é‘l |Xa _ X§|267 f; §udu:| ds.
0 s

As

Now let ¢ be a real non negative function, ¢ : t — ¢(t)
A, <E i|X — X[ e ity
e {J! €udu>e(s)}
1, — 2 t
+ E, [ X, — X, |Te fotudug o }
& ’ 7’ {[) €udu<a(s)} (4.7)
g g 2] e L _xp2
< E; [fs | X = X } R e [Xo = Xl 1y gyausoon |

AEI) Agz)

Using (H}), the convexity of z +— U(z) and ¢ — ¢t~" and the Jensen inequality, we have

>27c (U (X)) +U (X)) .

Thus by the inequality (a + b)? < aP + bP for a,b > 0 and p € [0, 1],

< L U(X) U (X)) < (U7 (X)) + U (X)) (4.8)

QTQ 2T¢

By Cauchy-Schwarz inequality, Proposition 4.5(iii) and Lemma 4.10 we get
A <BIEPBX, - Xa|']Fe

<, e )t (U(x)+ )" [L2(8 —5)? (U(z) + ) oy (s — §)d02}
L - T
< e O (U @)+ 0) (4.9)
C
where in the last line, we used that do? < ¥ and ~vL < 1.
For the second term use Cauchy-Schwarz inequality,

27 1/2 t 1/2
<§1 | X, — Xs]2> P, (/ £udu < ¢(s)>

1/4 t 1/2
<E, Lﬂ E, [|Xs - Xgﬂ e, (/ Eudu < ¢(s)> :

AP <E,
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With the help of Inequality (4.8) and Proposition 4.5, we have

U(x) +0)

C

1/2
AP <, [LQ(S — )2 (U@)+9) "+ (s—s) da ( / Eudu < é(s ) ,

For the third term of this product, let x be a positive number and use Markov inequality:

P, (/: Eudu < ¢(8)>1/2 <P, <(/: fudu) —r § w(s)) 1/2
t —k71/2
( / §udu> ] |

The function z — 2~ " being convex on (0, +00) it follow from Jensen inequality that

1/2
v ([aauscow)  <otee-agm [ el

Using again inequality (4.8) and Proposition 4.5,

< ¢"(s)E

1/2

2

Py (/t udu < ¢(8)>1/ Src® (jg)m sup B [U™ (X,) + U™ (X,)]"*

wE[s,t]

< o (45(3)>W (U()+0)% .

S

Finally, we get

AR S 18 (U@) + 8) T [12(s - 92 (U() + 8)' 77 4 (s — )do?) (fﬂ)m :

Now let ¢(s) = S—s with a > 0, § € (0, l)andn*(llitf)wehave

= (t+1 5

AP £, ¢ [L2(s - 5P (U) + B

+ (s — 8)do*(U(z) + @)2”%] (t—i—i—s) e )

As a consequence, since vL < 1 and do? < ¥, we obtain

25 1 140
(2) < gy 3+ (-
A 5 P+ 9 ()

Back to (4.7), we deduce from (4.9) and from the above inequality that

t
B 1%, - XiP?] _/ AW ds+/ A

L . U \i/ T+% t 1 1496
Sﬂ“ l (U 1+2 / e (u+1)1 (utrnI=9 du + ( (l‘) + 25) / du
c 0 Ql+ﬁ 0 1 + u
L , U By
o D 4 0 [ [ evhaue 004D
c dclti-s
= 28T
Ly 1+27" (z) 4+ ®) 15
< 1
S (U(z) (F e
The result follows. O
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4.3 Convergence to equilibrium for the Euler Scheme under (H}):

We now proceed to establish the weak error between the discrete semi group and its

invariant measure denoted by 7. The proof of this result is based on the control of the
so-called tangent process T := VX7,
Proposition 4.11. Assume (H}) and let + € R?, v € (0,~*]. Letx >0 and ¢ : R, — R
be a positive function. Assume that U(x) <, V. Then, for any r € [0,1), there exists
a constant c, . (depending only on r and k) such that for all n > 0, for all Lipschitz
continuous function f : R — R,

B, [f(X0y)] =7 (N)] < crnlflihon(n),

where

hex(n) = 3P e () + Y rrin) L(n) : )
; c c ny

with v* and ¥ defined in Proposition 4.5.

Remark 4.12. > In order to alleviate the purpose, the result is stated under the assump-
tion that the initial condition z satisfies U(z) <, ¥ but the reader will find some bounds
without this assumption in the proofs.

> The function hg4 . plays the role of convergence rate to equilibrium. In this setting
where the Hessian is not lower-bounded, we adopt a strategy which consists in sepa-
rating the space into two parts. In the first one, we assume that we have some good
contraction properties parametrized by the function ¢ and in the other one, we try simply
to control the probability that such a good contraction does not occur. This leads to a
balance between two terms depending on ¢ and «. In the following, we will choose ¢
and « in order that hgy . is summable with the smallest impact on the dependence in the
dimension.

Note that in [4], some exponential rates are exhibited under similar assumptions in the
continuous case (with the help of concentration inequalities). However, this exponential
rate depends on some constants whose control seems to be difficult to obtain (typically,
when the starting distribution is absolutely continuous with respect to the invariant
distribution, the constants involve the L?-moment of the related density). Probably, some
ideas could be adapted to the Euler scheme (starting from a deterministic point) but
with technicalities that seem to carry us too far for this paper.

We preface the proof of Proposition 4.11 by a lemma about the shape of the first
variation process of the continuous time Euler scheme, T* = V, X7 .

Lemma 4.13. Foralln € N, x € R? and v € [0, 1),

n

i1y, = ]I (dra =4 DU (X))
i=0

Proof of Lemma 4.13. First, observe that for all n € IN,
Torny = Tny _ o [ Xlorry = Ay
ot v ’

and by the definition of the Euler scheme and the chain rule,

Tw _ Tz
n+1 n ox
Horn 0 G, (9,0 (%2,) 4 (Basar — B )
=-DU (X}, Tz,
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Then we get,
T(zn-l-l)v = T:L:v (Iled —yD*U (Xﬁ"/)) )

and the proof follows by a simple induction. O

Consider two paths defined with the same Brownian motion and different starting
points: z,y € R?. The following proposition shows that there is a pathwise confluence,
i.e. the two trajectories get closer when n goes to infinity.

Proposition 4.14. Assume (H}) and let z,y € R, v € (0,7*], kK > 0. Let ¢ : R, — R be
a positive function. Then,

:g%E(m’y) “Xﬁy | } ST K |x _y| h.r, w7y(n)

where,

B many(n) = €720 1 (¢£:)>KCH<U(I> L UW) + By

with v* and ¥ given by Proposition 4.5.

Remark 4.15. In the sequel, this property is typically applied with a polynomial function
¢ which leads to polynomial rates to equilibrium. It is worth noting that the proof could
be adapted to provide exponential rates (the idea would be to consider an exponentially
decreasing convex function instead of x — ™" in the proof below). However, with our
method, such rates would lead to exponential dependence in the dimension. This is why
we do not give such bounds here.

Proof of Proposition 4.14. For x,y € R? and n € IN, let us start by a Taylor expansion of
the function = — X7,

’y‘ ‘/ T)\.x-i-(l X)J )d)\

=z —y* Tn”*(l Mudr
! |z — yl
1 2
< |;U _ y|2 Tri\;c—&-(l—/\)yd)\

where ||.|| is the operator norm associated with the Euclidean norm. By Jensen inequality
and Lemma 4.13,

1

’Xn'y_Xg'y’ < |x_y|2/0
2

<z -yl / HHId]Rd ~D2U (X“*“ *>)H A,

The operator norm associated with the Euclidean norm of a symmetric matrix is equal to
its spectral radius, so we get

2
dA

n—1

AT -
H Ide _ "YDQU (Xi,y +(1 )y)

1n—1 2
S _ 2 2
Xy = Xia | < |z =yl /0 H ( /YADZU(XM a- *)y)> dA
i=0

T oy ta m—(1—
< |l’—y|2/ e a =0 1:)2(1()(?_Y (1 /\)y)d)\’
0
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and .
T oy |2 2 —2&, (A
B || X2, - X2, " <12 -4l /O Eu [e 76O, (4.10)

with,

n—1 ny
gn()\> =7 ZADzU(X;\;”*(I*A)y) = A ADZU(XQZ*U*)\)?!)du'
=0

For a given real non negative function ¢ : R — R we have

—2&n (A —2&n —2&n
Eey) [e 75" V] < Biay) [ L, 5001 + Eea [ Lig, o]
—2¢(n
< e+ By [Lg,<omn]

ny
< e 4Py (/0 Apay (pe-o-ydu < (b(n)) '

u

For a positive number « we have

ny —k
Ez.y) [6725"()\)} <e 20 4 Py ((/0 ADZU(X;\I(I)\)y>dU> > ¢“(n)> ,

and using the Markov inequality,

By [ 0] < 70 + 0 ()G

ny -k
(U 2orgueomy) |

The function x — =~ is convex on (0, +00) then by Jensen inequality,

1 n
—2&, (A —2¢(n K —K —K
]E(w,y) {6 &n( )] <e ( )+¢ (n)(nr}/) E(m,y) |:m/0 )\DQU(XZ“(I)\)ZJ)du]
¢(n)

< e~ 20(n) + (> sup E {)\_"i p—(1— ] .
ny ke{0,....,n—1} 7D2U(X’?V ¢ My)

Observe that assumption (H!) implies,

E ) |:e_2§n()\)j| < 6—24)(71,) + (W) su E |:C_RUK’T X)\:L’+(1*)\)y :| .
(2.9) n ) kefomery L ( " )

By Proposition 4.5 and the convexity of U, this implies that for any v € (0,~*],

n r _
E(z,y) |:ef2§n(>\)} Sﬂ“,n e—20(n) + <¢T(L’y)) QiK(U(Z‘) + U(y) +\I])HT- 0

Thanks to this confluence property we are now able to prove the convergence to
equilibrium of the Euler scheme and to give the rate of this convergence.

Proof of Proposition 4.11. Since 77 is invariant for (X, ), _, we deduce from Fubini’s
Theorem and Jensen inequality that

2

B2 [0 )) = 77 =| [ B [70K2) = 2] 7 (a)

< [ B (17065 = £ ] 2 0.
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The Lipschitz property of f implies that

|Ez [f(Xn'y)] - 7T’Y(f)|2 < [f]% /]Rd E(l‘,y) “X;f’y - Xg{—y|2} ’/Tﬂ/(dy)a

where [f]; is the Lipschitz constant of f. Proposition 4.14 implies

‘Ea: [f(Xnv)] - ﬂ—’Y(f)lz ST,I{ [fﬁ /]Rd ‘l‘ - y‘Q hd),fﬁ,m,y(n)ﬂ’y(dy)' (411)

By Lemma 4.9,

2

_ 2<2 _*2 _*2<
2 —y|* <2(|lz — 2% + |y yl)_Q(HT)

(U (@) + U (y)) -
With the help of the Young inequality, we also have

~T,

|37 _ y|2(U(a:) + U(y))rn < . Q_l (U1+T(1+K’)(l‘) + U1+7>(1+ﬁ) <y)) )

Plugging these controls into (4.11) yields

‘E"L’ [f(Xnv)] - Tﬂ(f)’2 gr}n m (UH_T(m) + 7T’Y(U1+7')) e 2¢(n)

c

F[f]2e (Ul-l-r(l-‘rﬁ) (z) + ﬂ-"/(Ul-l-r(l-‘rH))) ((bé:))ﬁ (4.12)

R (0 @)+ o) (A2
To conclude, we now use the bound (4.5) of Proposition 4.5(iii) and the assumption
U(z) <, 0. O

4.4 Bias induced by the discretization under (H}):

We now need to provide estimates of W (m, 77). We provide two results: Lemma 4.16
where we directly derive from Proposition 4.7 a bound in O(,/7) which “only” requires
the potential U to be C?. However, such a bound has a serious impact on the dependency
in ¢ of the complexity. Thus, we propose a second result when U is C* where we recover
a bound in O(y).

4.4.1 A first bound in O(,/7)

As mentioned before, a first estimate can be directly deduced from Proposition 4.7.
Actually, since in this result, the L?-error between the process and its discretization is
controlled uniformly in time, this leads to a similar bound for Wj (7, 77) by letting ¢ go to
o0o. More precisely,

Lemma 4.16. Assume (H}). Let v € (0,~*]. Then,

Ly - ,
Wi (m,77)2 Sps —d— G (4.13)
Ql—é /\Q

Proof. Owing to the stationarity of 7, we have for every n > 0,
Wi(m, 77) < Wi (7 Py, wpm) + Wi (7 Py, ),
so that
Wi (mr,77) < limsup Wi (7 Py, TP ),

n—-+oo
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since W (7 P,,, ) “=F>% 0 by Proposition 4.11 (more precisely, this property can

be deduced from an integration of (4.12) with respect to 7 and from the fact that
m(UP) < +o0 for any p by Proposition 4.5).

Now, integrating with respect to 7 the bound of Proposition 4.7 and using that 7 (U?) <,
UP by Proposition 4.5 leads to the result. O

4.4.2 A second bound in O(7)

Even if the above bound is quite explicit in terms of its dependency with respect to L, ¢,
c¢ and d, the fact that it is in O(,/7) dramatically impacts the complexity in terms of ¢ (at
least).

In fact, it is possible to get a 1-Wasserstein error of the order « by using a combination
of the control of the rate of convergence to equilibrium of the continuous process and of
the finite-time weak error (between the process and its discretization). Such a strategy
is used in several papers: in [31], this idea is developed in a multiplicative setting with
a so-called “domino” approach for the control of the 1-Wasserstein and 7'V distances
between the process and its discretization, uniformly in time. For the control of W, (m, 77)
itself, our approach follows [11] which provides a series of bounds in many models and
sets of assumptions which are mainly based on the following principle (see Lemma 1 of
[11]). Taking advantage of the stationarity of 7, for any p > 1, for any ¢ > 0,

Wy (m,77) < Wy(mr, 77 Py) + Wy(n? Py, 7 By,
so that if we assume that
Wy(m, 77 P,) < e1(t)Wy(m,m7) and W,(n" P, ﬂ"yfj’i) < e9(t),

then,

. £2(t)
7)) <infd ————,t>0;,. 4.14
Wy(m,77) <in {1—51(t) } ( )
We thus propose to estimate ¢;(t) and e3(¢) under Assumption (H}) (with or without
(H2)). This is the purpose of Lemmas 4.19 and 4.21 respectively. These two estimates
lead to the following proposition

Proposition 4.17. Assume (H}) and let § € (0,1). Assume that U is C* and |A(VU)|[3 .,

<, 0743V (with || A(VU)||2,« defined in Lemma 4.21). Then, a constant c, s (depending
only on r and §) exists such that for all v € (0,~*],

r

WQ(Traﬂ'A/) < Cr.s (Q_ﬁ[/%\i’%—i—lﬂs) -

Remark 4.18. > Note that this result is clearly in the spirit of [11, Theorem 6]. However,
there are several differences. First, we need here to adapt our proof to a setting where we
only have polynomial convergence to equilibrium (instead of exponential convergence).
Second, under our assumptions on U which are more restrictive than the one of [11,
Theorem 6], we can improve the constants (and in particular avoid some exponential
dependence in the Lipschitz constant L of VU).

> Compared with Lemma 4.16, this result improves the dependence in ~ but it is worth
noting that the bound is also better with respect to ¥ (and thus to the dimension).

Proof. With the notations of [11, Theorem 61, let t,.; = inf{t > 0,£,(t) < 1/v/2}. Using
Lemma 4.19, one can upper-bound ¢, by asking the two right-hand terms of (4.15) to be
bounded by 1/4. With ¢(t) = t° with § € (0, 1), this leads to:

tral S max{(log 4)5, (4g_1)ﬁ\i/ﬁ}.

~

EJP 29 (2024), paper 40. https://www.imstat.org/ejp
Page 24/43


https://doi.org/10.1214/24-EJP1099
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Multilevel methods for non-uniformly log-concave distributions

By (4.14) and Lemma 4.21(ii), we get for any A € (0, 1],

gl

Wy (m,77) < ery eAtrel [30,

Let A =t_|. In this case, we obtain

Wa(m,77) < epytre V L3W Srs fyg_l%«iL%\Il%"’l:d’.
O
Lemma 4.19. Assume (H}). Then, for any v € (0,7*] and for any positive function
d) : R+ — R,

Wi (m, w7 Py) S Wi (m,77) (e%“) + “bc(?qf) : (4.15)

Remark 4.20. > The proof of (i) is mostly a continuous-time version of the one of
Proposition 4.14.

> As mentioned in Remark 4.15, the proof can be adapted to provide exponential rates
but unfortunately our method would lead to exponential dependence in the dimension.
For this section, the lack of exponential rate does not have a serious impact on the
bounds.

Nevertheless, if we needed to improve our bounds, an idea would be to apply [4,
Theorem 5.6]. In this result, the authors provide exponential rates under assumptions
which are similar to ours. However the related constant depends on the density of
the semi-group and it would be necessary to be able to control it with respect to the
parameters of the model.

Proof. Denoting by T} = 0, X[, the first variation process related to (X7):>0, we have:
1
XY - XF = / T2y 2)d.
0

Thus,
1
LngfoFfé/mH7f+A”_”Hﬂygwad&
0

where ||.|| stands for the operator norm associated with the Euclidean norm. Since T** is
the solution to dT{ = —D?*U(X¥)T;*dt with T = 1,4, one easily checks that

[T 2 < =2 fi A (X0 as

Thus,
1
XY — XPP < o~ y\2/ e~ Jo 2o (XTI s gy
0

Following the arguments of Proposition 4.14, we get for any positive function ¢,

t
E[eﬂfﬁu(x:*”'y””dﬂ e O R O
n n 0 7D2U<X£+ (y m))
t)
< o—26(8) ?( E 1 .
SO B T oo (o)
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By (H}!), one deduces that

BIXY - X2 < Jo -y (o200 4 2O g o ({000
et >0])

Suelo—of? (04 20w @)+ 07 +97).

where in the second line, we used Proposition 4.5 and the convexity of U.
Let now v be a coupling of 7 and n”7. We have

t
Wi (r, 7' P;) < / |z — y|*(v(dx, dy) <€2¢(t) + ﬂt)(w(Ur) +7(U") + \I/T)> )
C
Taking the infimum over the set of couplings v of 7 and 77 and using again Proposition 4.5,
this yields

W2 (m, 17 P) < Wi (m, 1) (e—%“) + djé?@) . O

Lemma 4.21. (i) Let U be a C3-convex function. Then,
E[|IX5 — XYP) < o~y + (e y)®.

with
e
@, y) = (LIVU(y)? + o | AVU)|I3 00 + 200 L[| D*U|2,00 (V7))

where
d

ID?Ullz,00 = sup |D?Ullr,  [A(VU)llz.00 = sup > |AOUI%,
z€R4 zeR? ;21

and S(J}, 'Y) = SupuE[O,'y] E“b(qu)F]% .

(ii) Let (Hy) hold. Assume that U is C* with |A(VU)||3 ., <» 0~*L3V. Then, a constant
¢ exists such that for all v € (0,~*], for all A € (0, 1],
7\ T
Wi (77 Py, ) < cryz€ (n+ Dy 3,
Remark 4.22. The assumption on A(VU) is calibrated to control its contribution by
L3V, That simplifies the purpose and we could keep its specific contribution at the price

of technicalities. However, this assumption is not really restrictive: denoting by A(x) the
d x d-matrix defined by A; j(x) = D}, ;U(x). One easily checks that

[A(VU)3,00 = sup [|A(z)[F < d sup Aa),
z€R4 zeR4

the second inequality coming from a classical inequality related to the Frobenius norm.
Since L > sup,cpa A D2U(z), the assumption is for instance true if

_ - v
Mgy < 02 A —
ISEUBI; Ax) S0 5611]11;( D2U(x)) o2dL

— is well controlled: for instance, under (H}) and (H2),

To conclude, note that p

U c
Set(zv1):
anLNTg L\/1
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Remark 4.23. The calibration of the parameter ) is of first importance in the proof of
Proposition 4.17 in order to avoid exponential dependence in the dimension.

Proof. The proof is an adaptation of Lemma 5.2 and Proposition 5.3 of [12] but with the
viewpoint that U is only convex. More precisely, we start with a one-step control of the
error between the diffusion and its Euler scheme by setting

|
Fuy(t) = SEIXT = XYP), te 0,9

Then, setting b = —VU, we have

Fy,(t) =B [(X7 — XY, b(X]) — b(y))]
=B [(X] = XV,b(X]) = b(X}))] + E [(X7 - X¥,b(XY) = b(y))]
< B [(X7 — XY, b(X}) - b(y)] ,

where in the last line we used the convexity of U which involves that
(VU(z) = VU(y),z —y) = 0.

We then write

E [(X7 — X/ 0(XY) — b(y)] = E[(X7 — XV.b(X}) ~ by + 0B,))] (4.16)
+E [(Xt”” - Xf, by +oBy) — b(y))] . 4.17)
Let A > 0. For the right-hand side of (4.16), we use the elementary inequality, |uv| < %|u|2
+ 35 [v|* to obtain
, - A
B [(X] = XY, b(XY) = by + 0B))] < 5 Fey(t) + —L2|b( ). (4.18)

For (4.17), the It6 formula applied to b; = —9;U leads to
t t
by +0B) ~ i) = [ Ably+oB)ds+o [ (Thly+oB.).dB.).
0 0
On the one hand, setting Ab = (Ab;)L |,

]E{(XI XV /Aby—i—aB)ds)} Foy(t) + ‘LRHMHM,

1\3\>/

where

d
1Ab]5 oo = sup > |Abs(x)|”
z€R ;T

On the other hand, using the fact that M defined by M; = fg(Vb(y +0By),dB;) is a
martingale (we refer to [12] for the details), we get

t
o {(Xf ~ XY, a/ (Vb(y + UBS),dBSw | < oL|Vbllac (5FS(x,7) + 05Vd)
0
where S(z,7) = sup,co., Ellb(X5)[? ]2 and

Vbl2,00 = sup [[Vb(z)]| .
z€RY

EJP 29 (2024), paper 40. https://www.imstat.org/ejp
Page 27/43


https://doi.org/10.1214/24-EJP1099
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Multilevel methods for non-uniformly log-concave distributions

Finally, from what precedes, we deduce that

£2
Fiy(0) € APy (8) + 5 (L) + 0| A3 o, + 2ALI VD20 (VES(w,7) + o) )
A standard Gronwall argument then leads to
E[|X5 - XY|?] < |z —y[?e™

Y
+/ $2eM=9) s (L2|b(y)\2+a4||Ab||§m+2A0L|wbuz,oo (\/ES(x,’y)—i-U\/a))
0

S |l‘ - y|2€)\’Y + ’73(:—\/7)\(1’7y),
with
eM

= (L2 + 0 18b]3 o + 200 L] Vbll2.c (VTS(2,7) + o) ).

c’y,)\('ra y) =

(#4) Iterating the above inequality, we obtain for each n > 1,

n—1
B[ X5, = X5 1 <9 ) Eleya(Xi, Xi)ler =7
k=0

Integrating the initial condition with respect to 77, we get

Wy (77 Py, w7) < 42 Sup/E[C’Y,)\(X};:'yaX}f’y))]ﬂ—’y(d‘r)
E>0

2
< Toin <L2ﬂ”<|b|2> + oAbl

+ L Vbl (ﬁsg% / E[S(X2,,7)]n" (dz) + UJ&)) ,

where in the second line, we used the stationarity property of 7. Now, under (H}),
|b|> = |[VU|* < 2LU (with the same idea than one which leads to (4.1)) so that by
Proposition 4.5(ii4), 77(|b|?) <, LY. On the other hand, by the Itd formula and the fact
that AU < dL,

E[U(X])] < U(x) + o? /OtIE[AU(Xj)]ds < U(x) + o*dL,

so that

S(z,7) < V2L sup E[U(XT))? < /2LU(z) + ov2dL.

u€[0,7]

Again, with the help of Proposition 4.5 (iii),

cup [ EIS(XE, ) (0) 5, VWS + oV
n>0

Thus, using that v < L7,
2
Wa(77 Py ) <, %eM"HW (L3\I/ + 04| Ab|12 o + N[ Vb]l2,00 (VT + a\/dL)) .
Since for a symmetric d x d-matrix A, |A||p < V/d\4, one deduces that || Vb0 =

|D2U||2,00 < VdL. 1t easily follows that a/\LHVngm(\/E +o0vdL) < LV (using that
L >1and ¥ > d). The result follows. O
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5 Proof of Theorem 2.3

Following the bias-variance decomposition of the MSE:

V() = 7(HI3 < [BV()] - 7(f)] + Var(V(f)),

we successively study the bias and the variance contributions and end the section by the
proof of Theorem 2.3.

5.1 Step 1: Bias of the procedure

In the sequel, Y(J, (fyj)j , (T])] , f) is usually written Y(f) for the sake of simplicity.
We start with a telescopic-type decomposition:

To
y(f>—w<f>=Ti0 / R0y — a0 (f)ds

*"VO

( / f(X2%0) — 7% (f)ds — —/ F(XYi-10) w”fl(f)ds>
7"{_] 1 77‘] 1
—|—77W(f)—7r (5.1)
Let us now study the bias generated by the first and second terms of the right-hand side

of (5.1).

Lemma 5.1. Assume (H}) and v, € (0,~*]. Let v € R? such that U(x) <, V. Then, for
anyr € [0,1) and ¢ € (0, %] there exists a constant c, ; (depending only on r and §) such
that for all T' > 1, for all Lipschitz continuous function f : R¢ - R,

e X V%0 — Y 52
7| Bl -7

bias

withe® — (g—% \/g*3*14f‘55> Jlsr+is

Proof. Let us apply Proposition 4.11 with ¢(n) =
§ € (0,1/2]. Using that ¢(n) > (nvy)°, we have

T
Sk [f]ll/o he,r(s)ds

= and £ = 20420 — 2 4 15 for

1 g X 7,0 Y
7| Bl - as

T
S U (v (})chis s i),

where in the last line, we used standard arguments of comparisons between series and
integrals. The result follows. O

We are now ready to state a proposition about the control of the bias of the procedure.
Proposition 5.2. Assume (H}) and v, € (0,7*]. Let + € R? such that U(z) <, V. Let
6§ € (0, 3] and let f be a Lipschitz continuous function with [f], = 1. Let J € IN*. Then,
()

J
2 < (1) 1 (2,1) . (2,1) _ L = 1434 297
|IEz D)(f)] - W(f)' ~T,0 Q:blas Z T Cblas g W]'th Cblas. - _2 4 i .
=0 "J cT=% N¢
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(i) If the assumptions of Proposition 4.17 are fulfilled,

J
BalV ()] = 7 Srs €D o + €23 with €2 = ¢ s 12w
j=0 "7

Proof. (i) Taking the expectation in (5.1), we obtain:

L[] - e as

Ty

B[ Y(f) = 7(N)]] <

T}E[fﬂ??“”ﬂ-—wwtﬂds

Sy

: B [£(X3-0)] =757 (f)ds

—Vj—1

+ 77 () = =()].-

1
D
j=1

For the three first terms, we apply Lemma 5.1 and for the last one, Lemma 4.16. The
result follows.

(ii) It is the same proof using Proposition 4.17 to control the last term (instead of
Lemma 4.16). O

5.2 Step 2: Control of the variance

Now we have to control the variance of our estimator. Owing to the independency
between the layers,

1 [T 1 (%
WWMWM@MW=%«T/11W >+ZW«T/GM§JM)
0Jo iJo
where for some given v > 0 and s > 0,
6= (x27) -1 (x27).

Before going further, let us recall that in order that the multilevel method be efficient,
the correcting layers must have a small variance. In the long-time setting, this involves
to be able to control the L2-distance between couplings of Euler schemes with steps v
and /2. By Proposition 4.7, this is still possible under (H!), and such a property allows
to obtain the following result:

Lemma 5.3. Assume (H}) and v, € (0,7*]. Let x € R such that U(x) <, U. Let
6 €(0,3] and k > 7%5. Let f be a Lipschitz continuous function.Then, for all T > 0,

1 (T bl (x,6)y' 70
Var (T/o G”ds) Sk [fﬁ ( >T ,

where

_ 34r—(k+1)8 _
Q:var(h: 5) 7’{(1175) (gfﬁ(?,g)z \/Qi (1—0)2 )qjl+(47%)r+s(5,m)r with

=(6,1) = (3-}2—@) %

Remark 5.4. In the uniformly convex case, the variance is controlled by ﬂ%w
-l

whereas, here, we are only able to obtain # This difference is due to the
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lack of exponential convergence to equilibrium under our assumptions. Note that if we
leave x go to oo, we are moving ever closer to the uniformly convex bound. However, the
constant depends on x and explodes when x — 40c0. The interesting point is that the
exponent of ¥ remains bounded when k — +oc0, which means that the dependence in
the dimension is slightly impacted by the choice of «.

Proof. A standard computation shows that

1 7 o (T [T
bl 5l < £ s eal _
Var TA Glds | < T2/0 /u Cov (GY,G7}) dsdu

First, at the price of replacing f by f/[f]1,we can assume in the sequel that [f]; < 1.
Then,

G < X2 = Xy |+ 1X27 - X |.
By Proposition 4.7 and the fact that U(z) <,. ¥, we deduce that for every § € (0, 1],

L = T
E[|GL?] Sps —a I (5.3)
21—5

This yields a first bound for Cov (G?, GY):

1 Ly -4 .-
Cov (GT,GY) < B|GI PV E[GL)? Spp —a W37 +%5

cl-9

Hence, for any ¢ty > 0,

utto LAt - ,
/ Cov (G, G))ds <5 %W?’” 25
u

cl-9

(5.4)

We now want to take advantage of the convergence to equilibrium to get a second bound
when s — u > tg: since G is ]—'27 -measurable, we have for any s > u.,

E[GIG)] = E[E[G]|Fy 1G]
-
Setting §(v,t,7) = E[f(X]"")] — 77 (f), we deduce from the Markov property that

BIGYF ) =§ (308, — uy Xi7) = (18, = uy, X37) + (77 = 7)),

and hence,

EIG1G =E[(5 (35, 1w, XE7) = § (1.5, — u,, X37) ) Go| + (07 = 73) (NE[GY].

2
On the other hand,

BIGIEGH = B [(5 (25, XE7) = (10, X27)) | EIGI + (7 — () BIGE)
As a consequence,

o @26 B[(5 (188 -5 (s, -] 59

_]EKS (%’ﬁvvx) _3(77§77$))}E[GZ]~ (5.6)
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Let us study the two right-hand members successively. For (5.5), the Cauchy-Schwarz

inequality and (5.3) yield:

EK% @’é” - QV’XE%%) -3 (7@7 - @wX;;m) )GZ}
ot (5 Gty 38, ¢ a2 T

By Proposition 4.11 or more precisely by (4.12) combined with Proposition 4 5 (iii)®

applied with ¢(n) = (n7)?,
_ 2. -
)+l G = xi)

~y
TYE—
B (o)’ T (g )
*], then s, —u, > 1 (since

K(1—3)
2

-
+
3

Now, let us remark that if s — u > ¢y, to > 2 and v € (0
“5 and that for any & > =2,

~* < 1). Noting that forany ¢t > 1, et <,
r Kk(1—5) +oo s)
/ (8y—uw,)" 7 dSS/ (s—u—7v)" 2 ds
(utto)AT utto
(to — ,y)lf@
- Kk(1-96)
-1

1_r(1=8)
to
5&5 (2>

We deduce that for any ¢, > 2 and for any v € (0,~*]

T X P
[ Bl (G X 5 (s, ) et

w(1-8)

- 2

(L)} W+ (to>1

<
~ a57 : K
R ATt 2
u.,, we remark that we can obtain the same bound so that

For (5.6), using that Sy > Sy —
T 1_r(1=8)
[ o @.as Sy e (1)
(utto)AT Q%ﬂ S Ac z tTos 2
In view of the above bound and of the one obtained in (5.4), we now optimize the choice
of ¢y by taking ¢y solution to:
1 1— k(1—3)
i WL); e (to> t_ LVfO Fltar+ 25
BT AT 2 =
ie.,
—K _2\_r_ __ s
to =2 ey (C%J"% \Y, QlT"‘%) ey (L) =0=9 gt Rhes B eeL "
Plugging this value of ¢ into (5.4), this leads to: for any x > =,
T 1 3 ) 3tk ) 2 — 2
/ Cov (G, GY) ds Srpw (Y1) 770 (¢~ 37705 v 5 a5 )it (4 2) e,
u
O

— _2__2 _
where ¢(d,k) = (3 — = =9 )7>5- The result follows.
9 In fact, Proposition 4.11 is written under the assumption U(z) < ¥ but here, we need to integrate with
respect to the initial condition. To extend to this setting, the idea is to start from (4.12) and to use the bounds
of Proposition 4.5(iii). This allows us to retrieve controls which are similar to Proposition 4.11.
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In the next proposition, we are now able to work on the variance of the multilevel
procedure.

Proposition 5.5. Assume (H}) and v € (0,7*]. Let € R? such that U(z) <, V. Let
§ € (0,4] and k > {%;. Let f be a Lipschitz continuous function.Then,

~(1 5) (2)

J 1
Var(V(J, (1), (T3); 2 ) Srae (11 | €2(,6) Z 7 |

where CS,m)r(m d) is defined in Lemma 5.3 and el — (g_% v g*%*%> Jlror+ iy

Proof. We assume (without loss of generality) that [f]; = 1 and f(z*) = 0. In view of the
decomposition (5.2), we apply Lemma 5.3 for each level j € {1,...,J} with T'= T} and
~ = 7;—1. We obtain for any § € (0,1/2] and x > 2/(1 —J),

1—

1 [T J
Var(V(J, (v;); + (Ty);, f)) < Var (TO / FXZ00)ds ) + (k. 8) ) ”
0 0 =1

1
w(1-9)

It remains to control the first term, i.e. the variance related to the first level. We use
similar arguments as in the proof of Lemma 5.3 (see in particular (5.5) and what follows).
First, one can check that forevery 0 <u < s < T,

Cov (F(Xgom), J(X20™))
= B[ (10,5, = 0, X207) X2 — B [§ (30,55, 2)] B [£(X307)]
< (Jp (ot = 52, #1912

by Cauchy-Schwarz inequality. Then, by Proposition 4.11 (and footnote 9) applied with

¢(n) = ny and k = %, one deduces that (we leave the details to the reader),

' X X 1 3 26\ o ltdr 25
/ Cov (f(X;:C,)xU%f(X;j‘;xo)) ds Sps (Q*E \/Q—a—m> TS o sup Hf (Xj: x(])H
h u>0 (0] 2

where in the second line, we used Proposition 4.5(iii) and the fact that (by Lemma 4.9)

U1+T((E) .

c

O

|f@)P = f(z) = f@)]? < o —a*]* <

5.3 Step 3: Proof of Theorem 2.3

Back to the bias-variance decomposition, we deduce from Proposition 5.2 and Propo-
sition 5.5 that, up to a constant depending on x, § and r, the MSE is lower than &2 if the
following conditions are satisfied (with 6 € (0,1/2] and x > 2/(1 — §)):

J

1
Ga): i) 73 <€ (ib): ey, < or (ib) 2 enPAE < e
j=0"J
1— (5.7)
Q:(Z) J m(l 5)
(ii.a) : jvf" < e?, @(i.b): ¢ (k,d) Z < e
0 —
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Note that (i.b) corresponds to Proposition 5.2(i) whereas (i.b)’ corresponds to Proposi-
tion 5.2(ii). Let us assume that

v =277 and Tj=Tp2 =7

where p > 1/2, vy and T} are positive numbers which will calibrated further. With these
choices, the above conditions read (up to universal constants):

Ga): Ty>20-77\/el) o= (ip):27 > e¢=Dye2 or (ib) 2]>\/e:§;a§ Yoe~ Y,

(iia): To>¢2e 2, (ib): Ty > €Mk, 6)y _““ 2 Zz< P g

var

(5.8)
Proof of Theorem 2.3 (i) In this case, we have to calibrate the parameters according to
(i.a), (i.b), (ii.a) and (ii.b) are satisfied. First, for (i.b), we need 27 > Qﬁbm Yoe™ 2 so we

can set:
J= [log2 (6}(31;5)705 2)} :
Then, set p = 1/2. With the above value of J and the condition x > 2/(1 — 4),
J o
J 1 _ 1 .
22 < 2’)/068%) ! and ZQ( 2tra )i <ps L.
j=1

Hence, (i.a), (ii.a), (ii.b) are satisfied (up to a constant depending on x, ¢ and r only) if

bias “bias

1
Ty > €2 with c—max( WCH Y, €2, e (s, 6) "“‘”)-

The complexity of the procedure is then:

¢\fefites

J
T T} Ty .
cOy=2(+Y 2| $02% Seo
Yoo 5 o V70

To deduce the result, it is now enough to remark that with x = 2(11:?) , Yo < 1/(4L),

Ve i) OIS g0 that € Y < VI(cF AT BT )BT

blas

assoonasd <1 /3. The main result then follows from a change of variable replacing ¢
by 6 = ad with a small enough.

(ii) In this case, we have to calibrate the parameters according to (i.a), (i.b)’, (ii.a) and
(ii.b). First, for (i.b)’, we need 27 > /€\**)yje=1 so we can set:

J= [log2 < Qﬁéf,; fyosl)—‘ )

Then, if p > 5(1 5y (i.a), (ii.a), (ii.b) are satisfied (up to a constant depending on x, é and
r only) if

~ ~ = 1
Ty > &2 with emax<\/¢§j%( feinr) e e o, )
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and the complexity of the procedure satisfies:

7 (e e
CY) $ 222 Srimp =

Y0 Yo

1 26
= -0~ » T -0

For ¢ small enough and o < 1/L,

__ 1
R(1—0) Qj(l)

46T
0 var .

(Ii,(;) < (ngp(lf%) \/gf(l+3p)f56)\i]l+(472p)r+175

Using that vo < 1/(4L),

1—p

(,YSQ(LZ)> 2 SL%(c*i*ﬁ \/Q*%*ﬁ*%)@1*5+5?“+(3*p)151'5,

bias =

Q:(l)

bias

Using that p < 1/2, this yields (at the price of replacing ¢ by ad for a small enough)

c<Lt (g,(g,p)A(3p)+5 vgfgﬂs) Jl+a—2p+0)r
The result follows.

Supplementary Material

6 Proof of Proposition 4.3

Consider the process ()_(t)t>0 defined by X; = z — tVU(x) + 0V/tZ where Z =
(Z1,...,2Z4) ~ N(0,Idga). By a Taylor expansion with integral remainder of the function
U we have

U(Xy) =U(x) +(VU(x), Xy — ) +/0 (D*U(&\)(X; — x), X; — x)dA
<U(z)+ (VU (), X — x) + | X; — x’Q/ AD2p(ey)dA, (6.1)
0

where &, = AX; + (1 — \)z.

(i) In this first part, we only assume that VU is L-Lipschitz so that A2 Uy < L. Thus,
since
| Xy — 2* <263|VU(2)|* + 2to?| Z|?, (6.2)

we get
U(X,) < U(z) —t|VU(2)|?(1 — 2Lt) + oVt(VU (x), Z) + 2Lo>t| Z|*.
Let 8 > 0 and define,
fo:a s U@ (6.3)

We deduce from the previous inequality that
E[fs ()_Q)] < f@(m>e—9t|vu(m)|2(1—2u)E [690\/E(VU(JC),Z)+20L02t\Z|2}

d
< f9($)676t|VU(m)|2(172Lt) H E[eaiZi+ﬁi\Zi|2]’
i=1

where «; = 00t0;U (r) and B; = 20Lo?t. A standard computation shows that for any
u € R and any v < 1/2,

Z1+vz? 1 ol
EZ1~N(0,1)[€M 1+v 1] = _e31-20), (6.4)

Vv1—2v
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Thus,
d

[ mleez a2 = (1 22L 2t> ey
— g
=1

This yields

2 2 2
Elfs (Xt)} < fe($)6—0t|VU(z)|2(1—2Lt)€—%10g(1—20L02t) exp (9 o“t|VU(z)| ) _

2(1 — 20Lo2t)

Since, vL < 1/4 and o2 < 1/8, 20Lo*t € [0,1/2] and we can use the elementary
inequality log(1 — z) > —2z for all z € [0,1/2] to obtain:

E(fy (X,)] < fo(a)e crmolVU@IPH240L% wyigh ¢, — 6t (1 — 2Lt — 60?) >

-2

For ¢ = 7, this yields
E[fs (X1)] < f0(17)€_%’(|VU(7J)|2—8dL).

Let
Cyr = {x € R, |VU(2))? — 8dL < M}.

We get

- oy M
Elfp (X)) < fo(2)e® " 1pecyy + fol@)e™ T Lizecs,)

< fg(x)efw + sup fg(x)(e%'ydL - 67%)
zeCpr

In order to control SUp,ccy, fo(x), one needs to include Cy, in a level set of U. By (4.1)
and the fact that U(z*) = 1, one checks that

M +8dL\ ™+
e e {rertu < (14 2550 T

so that with ¢t = ~,

1
Blfs (X,)] < e 5 fo(w)+c(M,7,0) with c(M,,0) = " 525) 77 (2094l _ o= 5

An induction leads to
¢(M,~,0)

sup E[fy (Xny)] < fo(x) + —gir -
n>0 1—e "2

Setting M = 8dL,

o(M,~,0) o) sinh(260~dL)

_ O ) T 0L o (g
1—e ot ¢~ 0L sinh(fvdL) ¢ cosh(6ydL).

(i) We now deal with the additional assumption (H2). The idea is now to refine the
controls by taking into account that the largest eigenvalue also decreases at infinity.
Unfortunately, this refinement will require additional technicalities and concentration
arguments. By (6.1), (6.2) and (H2),

U(X,) <U(z) —t|VU(2)|>(1 = 2tL) + oVt(VU (z), Z) + 2c0*t| Z|* /1 U™"(£0)dA.
0
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Keeping in mind that fs(z) = €?V(*), this leads to
E [fo (Xi)]

1
< fo(z)e VU@ O-2L) | [exp (90\/5(VU($)7Z> + 20c0>t| Z|* / Ur(gk)d)\ﬂ :
0

=F

(6.5)

In order to get a sharp bound of the expectation F, we choose to divide it into two parts
depending on a parameter K which will be calibrated below:

E=E [exp (é)aﬁwU(az), Z) + 20502t\2|2) 1{|Z‘22K}}

=F

1
+E {exp (aa\/EWU(a:),Z) +29602t|Z|2/0 U’”(Q)d/\) 1{|Z2<K}},

:2E2

Bound for F,: By Cauchy-Schwarz inequality we have

By < B [exp (200VE(VU(2), 2) + 4960275\Z|2>T/21P (122 > k)"
d 1/2
< T[Ez~non [exp (2eax/iaiU(x)Z,» + 4050%23)} ”p (122 > K)'/*.

=1

By (6.4), this yields

1 H 20262V )P\ )

2 ot T 1/2
B<|(—— =2 P(Z2>K
1-((1—89(;0—%) eXp( 1 80co2t )) (121" > k)

20%to?|VU (z)|?

d
< exp (—4 log (1 — 8960213) + 1 — 80cto?

JEICEEYSRS
By exponential Markov inequality and (6.4) applied with v =0 and v = 1/4,

20%t02|VU (z)[2 K>E[ wrﬂ

d _ 9
E1§exp(—4log(1—800cr t)+m_§ o2
d 20%t0?|VU (2)|? K  dlog2
< —Zlog (1 —80ec?t) + ——~ "\ _
_exp( 4og( 86co’t) + T T T2 )

Under the assumptions on 6 and ¢, 8¢¢o?t < 1 for any ¢ € [0,7]. Using the elementary
inequality log(1 — z) > —2z for all z € [0,1/2],

20%ta?|VU(x)]? K  dlog?2
B < Adfeo?t + LIV B, 2082
1—eXp< Ot T Sgato? s 1 )
o 20%t0?|VU (z)|* K N d N dlog?2
xp| ——m————— — — + = .
=P\ T~ socto? s '8 14

Using again that §o? < 1/8 and 86cot < 1, we deduce that

ot 1
E; <exp (3|VU(J:)|2 - cK) , with cx = 3 (K —d(142log2)). (6.6)
Bound for Es: First, we have
sup  Lyjzpp<iyU7"(€) < sup U™ (§) = Cuk(x),
gefx,Xy] £€B(z,t|VU (z)|+VtKo?)
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that gives

B, <E [exp (ae\/in(x), Z) + 2029515\Z|20U}K(x))} .
Using again (6.4), this involves that
2(1 — 46cto?)

a20t|VU (z)]?
2(1 — 46cto?)

202 2
Es <exp (—;i log (1 — 49502tCu,K(x)) + Jetw(w))

< exp <4d900'2tCU’K(5C) +

where in the last line we used the inequality log(1 — z) > —2z for all z € [0,1/2]. Once
again, under o2 < 1/8 and t¢ < 1/4, one checks that 020(2(1 — 46cto?))~ <2/7 < 1/3.
Thus,

E2 < exXp (4d900’2tCU}K(!E) + t?)eVU(.T)2> . (67)
Plugging (6.6) and (6.7) into (6.5), we obtain
E (o (%0)] < fo(w) exp (—9t|VU<x>|2 ((1 otr - ;)) (e + taotomicu.a)
< fo(x)e K + fo(x) exp (t (2|VU($)|2 - 4daQGEC’U7K(x)>> ,

where in the second line, we used that 2¢tL < 1/2. Now, let us follow the same strategy
as in the first case by setting

Cu = {x € R% %WU(I)F —4do?0eCy k (z) < M} .
Then
E [fo (X0)] < fo(w)e™ + fo(x)e™ Mg, ()
+ fo(z) exp (4tda2960U,K(rc) - % |VU(x)|2> le,, (z)
< fo(x) (e + M)

+ fo(x) <exp <4td0290CU,K(:C) - % VU(x)2> - e_tM) e,

(6.8)

Now, let us show that Cy; is included in a level set of U. First, following the arguments

which lead to (4.1)

VU (2)2 > % (U " () — U (@) (6.9)

in the main document, one is also able to show that

|VU(x)|? < %Ulf’”(x), (6.10)

which in turn implies that |Vv/U| is bounded by , /2(%”. Thus, VU is , /2(1#7_76)-Lipschitz10

and

6 € B (VU + VIRTE) . UMA(E) 2 U0 - [T el

10/U is also v/ L/2-Lipschitz. This could be alternatively used in this proof.
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By the triangular inequality we get

—2r
_ VU ()] c _1/9 tKo2%¢
C <U~" 1—1¢ —uY e
bicla) U7 () < U@\ 20— Chaa—)
—2r
_ te _ ~yKo2¢
<UT"(x)|1- —— - U2
U (@) < 1-7) (z) 2(1—1) ’
where in the second line, we used (6.10) and the fact that ¢ € [0,~]. Since 1‘3 < %, one
can check here that if U(z) > %ﬁzé, we have for every t € [0,7],
5 _ vKo2c _ 1 _
1—¢ _py-l/2 > = <2U 7 "(x).
(1—7“) U (93) 2(1—7‘) =5 :>CU,K(IE)_ U (:L’)
With the help of (4.1), this implies that
0
zeRY -5 (U (z) — U (a)) — 8do0eU " (z) > M
3(1—7r)
SyKo?e (6.11)
Keeping in mind that U(2*) = 1, one can write
_ b r=r(a) - U () — 8do0eU " (2)
3(1—r)
Oc _ _ 24(1 — r)do’e
— = Ul r 1—U" 1 i S A
s OFE ey}
and one can deduce that this term is greater than M if
Oc _ _ 1 24(1 —r)do’c 1
=—yUr oM, U™ Yz)< > and < -,
3(1—r) (z) > 2M, (z) < 1 cU(x) 4
From these conditions and (6.11), we finally get
1
do?é [(2M(1 — - Ko2é
Cu C xERd;U(m)<maX<%JC,< (7 T)v4> ,87 JC)
c fe 1—r
mg
Going back to (6.8) (and using that Cy x(z) < 1 for all x), we obtain
Vie[0,4], E [fe (Xt)] < fo(2) (efCK —i—e*tM) 1 efmi (64tég—26d B 67tM> .
If we now assume that the parameters are chosen in such a way that
e K 4 e M <1, (6.12)
an induction leads to
B o 647502&1 _ M
mg
sup I, [fo (Xny)] < fol) + €™ ——7 (6.13)
From now on, assume that
4(1 — 40¢
K—d(1+2log2)+ 2= ang m— - .
—r
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In this case, denoting by ¢, a positive constant which only depends on r (and which may
change from line to line), we have

2 — —
d(1+o%)c and e < 0707

c 1—7r

mg Scr

where for the second inequality, we used that e=* < 1/(2z) for x > 1 and 219;2 >1(0<1).

One also checks that yM < 1 since # < 1. By the inequality e ™ < 1 — %z for z € [0, 1],
this implies that

2y6e e K e ™M <1~ e <1.

Mg =
€ - 1—r 1—7r

Plugging into (6.13) and using the inequality e=* > 1 — x for z > 0, this yields

_ o 0a0t0?e (1 — ) (eN1e00d _ 1) 4 9~0c
SUpE, [fo (Xn)] < fala) + oo 25 LT 2 2 1) 2nfe
n>0 ’)/90

To conclude, we need to separate two situations. If yéd < 1, then the inequality
e* <1+ 4x for x € [0, 1] leads to
'Bd(1+:72)5

Sup By [fo (Xun)] < folw) + e 27 (160% + 2).

n>0
If 6véd > 1 (so that #~yc¢ > 1/d), we obtain the following bound:

0d(1+02)e 0d(1+02)e
P t

sup By, [fo (Xns)] < fo(z) + € (de®7°7*00 4 9) < fo(x) + 3de® =

n>0

where in the last inequality, we used that 4v¢ <1 < % This concludes the proof.

(iii) Noting that ¥ <, U, the first bound is obvious. For the second one, it is enough
to note that under (H}), (X;)>0 and (X,,),>0 converge in distribution to 7 and 7"
respectively so that with a uniform integrability argument combined with the first bound
of (iii), the convergence holds for along functions U? for any p > 0.

7 Proof of Proposition 4.5

The idea is to use Jensen inequality to derive controls of the polynomial moments
from exponential moments. To this end, we begin with the following lemma:

Lemma 7.1. Let V denote a non negative random variable which satisfies
E[e?V] < e 4 pe®  for positive 0, a, p and b.

Then, for anyp > 1,
E[VP]<07P(p—1+a+0b+log(2p))”. (7.1)

Proof. Let p > 1 and remark that
E[V?] = 07PE [logP(e’V)] < 677 [log? (e’ '1%V)] .

The function = ~ log?(z) being concave on [e?~!, +00), we deduce from the Jensen
inequality that

E[VP] <6 P(p—1+log(E[®V])P <677 (p—1+log (e* + peb))p .
The lemma then follows from the following inequality: for a,b > 0 and p > 1, log(e® +

pe?) < a+b+log(2p) (since e + pe’ < 2pett?). O
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Proof of Proposition 4.5. Let us consider separately the continuous and discrete cases.
Let us also remark that it is enough to prove the result for p > 1 (when p < 1, one can
use the bound obtained for p = 1 combined with the Jensen inequality).

U(x)

o2

(i) Owing to Proposition 4.1, we can apply Lemma 7.1 with § = 072, V = U(X}), a =
and
(1, L+ %)ﬁ) under (H})

7b =
(p,b) ( TV %)) under (H}) and (H2).

dL 1 (411

2c’ o2

When only (H}) holds, this yields

E. [U(X,)] < <a2(p D)4+ U@) + (1 n dL) ”)

2c

< (Up(x) + ((1 +0?) (1 + Zﬁ) 1_1T>p> .

Under (H}) and (H2), we get

dc

E,[UP(X,)] < <J2(p —1) +o?log (‘f) +U(z) +477 V C>p .

Using that log(z) < x and that L < ¢ (since U(z) > 1), the second bound follows.

(i) Assume (H}). Owing to Proposition 4.1 (i) applied with # = 1/(80?), we can use
1

Lemma 7.1 with V = U(X,,,), a = €Y@, p=1and b =0 (1 + %) ™7 4 20dL (we used
that cosh(u) < e* for u > 0). This yields

1 p
- dL\ T
E,[UP(X,,)] <07P (p —14+6U(z)+0 <1 + 86> + 20dL>

1 p
1 L\ T
< <p€+U(x)+ <1+8i> +2dL>

< <U(x) +cp(1 4 02) <dL+ (1 + ‘f)))p

This yields the bound under (H}) only. For the bound under (H}) and (H2), Proposition
4.2 (ii) applied with § = 1 A 1/(80?) allows us to use Lemma 7.1 with V = U(X,,),

0U (), p = c (c denoting a universal constant) and b = crw. This yields

a=e
p — 1 +log(2c)

d(1+a)e\”
9 3

Em[Up(Xn'y)] S < + U(JE) + Cr

and the last bound easily follows.

References

[1] David Alonso-Gutiérrez and Jesus Bastero, Approaching the Kannan-Lovasz-Simonovits and
variance conjectures, Lecture Notes in Mathematics, vol. 2131, Springer, Cham, 2015.
MR3308635

[2] Dominique Bakry, Franck Barthe, Patrick Cattiaux, and Arnaud Guillin, A simple proof of the
Poincaré inequality for a large class of probability measures, Electronic Communications in
Probability 13 (2008), 60-66. MR2386063

EJP 29 (2024), paper 40. https://www.imstat.org/ejp
Page 41/43


https://mathscinet.ams.org/mathscinet-getitem?mr=3308635
https://mathscinet.ams.org/mathscinet-getitem?mr=2386063
https://doi.org/10.1214/24-EJP1099
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Multilevel methods for non-uniformly log-concave distributions

[3] Frangois Bolley and Cédric Villani, Weighted Csiszar-Kullback-Pinsker inequalities and ap-
plications to transportation inequalities, Ann. Fac. Sci. Toulouse Math. (6) 14 (2005), no. 3,
331-352. MR2172583

[4] Patrick Cattiaux, Max Fathi, and Arnaud Guillin, Self-improvement of the Bakry-Emery
criterion for Poincaré inequalities and Wasserstein contraction using variable curvature
bounds, J. Math. Pures Appl. (9) 166 (2022), 1-29. MR4488132

[5] Arnak S. Dalalyan, Theoretical guarantees for approximate sampling from smooth and
log-concave densities, J. R. Stat. Soc. Ser. B. Stat. Methodol. 79 (2017), no. 3, 651-676.
MR3641401

[6] Arnak S. Dalalyan and Avetik Karagulyan, User-friendly guarantees for the Langevin Monte
Carlo with inaccurate gradient, Stochastic Process. Appl. 129 (2019), no. 12, 5278-5311.
MR4025705

[7]1 Arnak S Dalalyan and Avetik Karagulyan, Penalized langevin dynamics with vanishing penalty
for smooth and log-concave targets, Advances in Neural Information Processing Systems 33
(2020), 17594-17604.

[8] Arnak S Dalalyan, Avetik Karagulyan, and Lionel Riou-Durand, Bounding the error of dis-
cretized langevin algorithms for non-strongly log-concave targets, Journal of Machine Learn-
ing Research 23 (2022), no. 235, 1-38. MR4577674

[9] Steffen Dereich and Thomas Miiller-Gronbach, General multilevel adaptations for stochastic
approximation algorithms of Robbins-Monro and Polyak-Ruppert type, Numer. Math. 142
(2019), no. 2, 279-328. MR3941932

[10] Alain Durmus and Eric Moulines, High-dimensional Bayesian inference via the unadjusted
Langevin algorithm, Bernoulli 25 (2019), no. 4A, 2854-2882. MR4003567

[11] Alain Oliviero Durmus and Andreas Eberle, Asymptotic bias of inexact markov chain monte
carlo methods in high dimension, 2023.

[12] Maxime Egea and Fabien Panloup, Multilevel-langevin pathwise average for gibbs approxi-
mation, 2021.

[13] Noufel Frikha, Multi-level stochastic approximation algorithms, Ann. Appl. Probab. 26 (2016),
no. 2, 933-985. MR3476630

[14] Sébastien Gadat, Fabien Panloup, and Clément Pellegrini, On the cost of bayesian posterior
mean strategy for log-concave models, 2022.

[15] Michael B. Giles, Multilevel Monte Carlo path simulation, Oper. Res. 56 (2008), no. 3,
607-617. MR2436856

[16] Michael B. Giles, Mateusz B. Majka, Lukasz Szpruch, Sebastian J. Vollmer, and Konstantinos C.
Zygalakis, Multi-level Monte Carlo methods for the approximation of invariant measures of
stochastic differential equations, Stat. Comput. 30 (2020), no. 3, 507-524. MR4065216

[17] Peter W. Glynn and Chang-Han Rhee, Exact estimation for Markov chain equilibrium expecta-
tions, J. Appl. Probab. 51A (2014), no. Celebrating 50 Years of The Applied Probability Trust,
377-389. MR3317370

[18] Daniel Gruhlke, Convergence of multilevel mcmc methods on path spaces, Ph.D. thesis,
Universitats-und Landesbibliothek Bonn, 2014.

[19] Martin Hairer, Convergence of Markov processes, Lecture notes (2010), .

[20] Stefan Heinrich, Multilevel monte carlo methods, Large-Scale Scientific Computing: Third
International Conference, LSSC 2001 Sozopol, Bulgaria, June 6-10, 2001 Revised Papers 3,
Springer, 2001, pp. 58-67.

[21] Viet Ha Hoang, Christoph Schwab, and Andrew M. Stuart, Complexity analysis of accelerated
MCMC methods for Bayesian inversion, Inverse Problems 29 (2013), no. 8, 085010, 37.
MR3084684

[22] Ioannis Karatzas and Steven E. Shreve, Brownian motion and stochastic calculus, second ed.,
Graduate Texts in Mathematics, vol. 113, Springer-Verlag, New York, 1991. MR1121940

[23] Ahmed Kebaier, Statistical romberg extrapolation: a new variance reduction method and
applications to option pricing, The annals of applied probability 15 (2005), no. 4, 2681-2705.
MR2187308

EJP 29 (2024), paper 40. https://www.imstat.org/ejp
Page 42/43


https://mathscinet.ams.org/mathscinet-getitem?mr=2172583
https://mathscinet.ams.org/mathscinet-getitem?mr=4488132
https://mathscinet.ams.org/mathscinet-getitem?mr=3641401
https://mathscinet.ams.org/mathscinet-getitem?mr=4025705
https://mathscinet.ams.org/mathscinet-getitem?mr=4577674
https://mathscinet.ams.org/mathscinet-getitem?mr=3941932
https://mathscinet.ams.org/mathscinet-getitem?mr=4003567
https://mathscinet.ams.org/mathscinet-getitem?mr=3476630
https://mathscinet.ams.org/mathscinet-getitem?mr=2436856
https://mathscinet.ams.org/mathscinet-getitem?mr=4065216
https://mathscinet.ams.org/mathscinet-getitem?mr=3317370
https://mathscinet.ams.org/mathscinet-getitem?mr=3084684
https://mathscinet.ams.org/mathscinet-getitem?mr=1121940
https://mathscinet.ams.org/mathscinet-getitem?mr=2187308
https://doi.org/10.1214/24-EJP1099
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Multilevel methods for non-uniformly log-concave distributions

[24] Rafail Khasminskii, Stochastic stability of differential equations, second ed., Stochastic
Modelling and Applied Probability, vol. 66, Springer, Heidelberg, 2012, With contributions by
G. N. Milstein and M. B. Nevelson. MR2894052

[25] Damien Lamberton and Gilles Pagés, Recursive computation of the invariant distribution of a
diffusion, Bernoulli 8 (2002), no. 3, 367-405. MR1913112

[26] Damien Lamberton and Gilles Pages, Recursive computation of the invariant distribution of a
diffusion: the case of a weakly mean reverting drift, Stoch. Dyn. 3 (2003), no. 4, 435-451.
MR2030742

[27] Don McLeish, A general method for debiasing a Monte Carlo estimator, Monte Carlo Methods
Appl. 17 (2011), no. 4, 301-315. MR2890424

[28] S. P. Meyn and R. L. Tweedie, Markov chains and stochastic stability, Communications and
Control Engineering Series, Springer-Verlag London, Ltd., London, 1993. MR1287609

[29] Wenlong Mou, Nicolas Flammarion, Martin J. Wainwright, and Peter L. Bartlett, Improved
bounds for discretization of Langevin diffusions: near-optimal rates without convexity,
Bernoulli 28 (2022), no. 3, 1577-1601. MR4411503

[30] Gilles Pages and Fabien Panloup, Weighted multilevel Langevin simulation of invariant
measures, Ann. Appl. Probab. 28 (2018), no. 6, 3358-3417. MR3861816

[31] Gilles Pages and Fabien Panloup, Unadjusted Langevin algorithm with multiplicative noise:
total variation and Wasserstein bounds, Ann. Appl. Probab. 33 (2023), no. 1, 726-779.
MR4551562

[32] Gareth O. Roberts and Richard L. Tweedie, Exponential convergence of Langevin distributions
and their discrete approximations, Bernoulli 2 (1996), no. 4, 341-363. MR1440273

[33] Denis Talay, Second-order discretization schemes of stochastic differential systems for the
computation of the invariant law, Stochastics: An International Journal of Probability and
Stochastic Processes 29 (1990), no. 1, 13-36.

[34] Santosh S. Vempala and Andre Wibisono, Rapid convergence of the unadjusted Langevin
algorithm: isoperimetry suffices, Geometric aspects of functional analysis, Lecture Notes in
Math., vol. 2327, Springer, Cham, [2023] ©2023, pp. 381-438. MR4651229

[35] Matti Vihola, Unbiased estimators and multilevel Monte Carlo, Oper. Res. 66 (2018), no. 2,
448-462. MR3782809

Acknowledgments. The present author is deeply grateful to F.Panloup for his numerous
suggestions and discussions that improved the quality of this paper. The author also
thanks the SIRIC ILIAD Nantes-Angers program supported by the French National
Cancer Institute (INCA-DGOS-Inserm 12558 grant) for funding M. Egéa’s Ph.D. thesis.

EJP 29 (2024), paper 40. https://www.imstat.org/ejp
Page 43/43


https://mathscinet.ams.org/mathscinet-getitem?mr=2894052
https://mathscinet.ams.org/mathscinet-getitem?mr=1913112
https://mathscinet.ams.org/mathscinet-getitem?mr=2030742
https://mathscinet.ams.org/mathscinet-getitem?mr=2890424
https://mathscinet.ams.org/mathscinet-getitem?mr=1287609
https://mathscinet.ams.org/mathscinet-getitem?mr=4411503
https://mathscinet.ams.org/mathscinet-getitem?mr=3861816
https://mathscinet.ams.org/mathscinet-getitem?mr=4551562
https://mathscinet.ams.org/mathscinet-getitem?mr=1440273
https://mathscinet.ams.org/mathscinet-getitem?mr=4651229
https://mathscinet.ams.org/mathscinet-getitem?mr=3782809
https://doi.org/10.1214/24-EJP1099
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Electronic Journal of Probability
Electronic Communications in Probability

e Very high standards

e Free for authors, free for readers
e Quick publication (no backlog)
e Secure publication (LOCKSS!)
Easy interface (EJMS?)

Non profit, sponsored by IMS3, BS*, ProjectEuclid®

Purely electronic

Donate to the IMS open access fund® (click here to donate!)
e Submit your best articles to EJP-ECP

e Choose EJP-ECP over for-profit journals

'LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/

2EJMS: Electronic Journal Management System: https://vtex.lt/services/ejms-peer-review/
3IMS: Institute of Mathematical Statistics http://www.imstat.org/

4BS: Bernoulli Society http://www.bernoulli-society.org/

5Project Euclid: https://projecteuclid.org/

6IMS Open Access Fund: https://imstat.org/shop/donation/


http://en.wikipedia.org/wiki/LOCKSS
https://vtex.lt/services/ejms-peer-review
http://en.wikipedia.org/wiki/Institute_of_Mathematical_Statistics
http://en.wikipedia.org/wiki/Bernoulli_Society
https://projecteuclid.org/
https://imstat.org/shop/donation/
http://www.lockss.org/
https://vtex.lt/services/ejms-peer-review/
http://www.imstat.org/
http://www.bernoulli-society.org/
https://projecteuclid.org/
https://imstat.org/shop/donation/

	Introduction
	Multilevel methods
	Contributions and plan of the paper
	Design of the algorithm
	Notations

	Main results
	The penalized approach
	Parametric weakly convex setting

	Proof of Theorem 2.1
	Preliminary bounds under Hr:
	Bounds on the exponential moment
	Longtime strong discretization error under Hr:
	Convergence to equilibrium for the Euler Scheme under Hr:
	Bias induced by the discretization under Hr:
	A first bound in O(sqrt(gamma))
	A second bound in O(gamma)


	Proof of Theorem 2.3
	Step 1: Bias of the procedure
	Step 2: Control of the variance
	Step 3: Proof of Theorem 2.3

	Proof of Proposition 4.3
	Proof of Proposition 4.5
	References

