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From quenched invariance principle to semigroup
convergence with applications to exclusion processes
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Abstract

Consider a random walk on Z in a translation-invariant and ergodic random envi-
ronment and starting from the origin. In this short note, assuming that a quenched
invariance principle for the opportunely-rescaled walks holds, we show how to de-
rive an L'-convergence of the corresponding semigroups. We then apply this result
to obtain a quenched pathwise hydrodynamic limit for the simple symmetric exclu-
sion process on Z¢, d > 2, with i.i.d. symmetric nearest-neighbors conductances
wzy € [0, 00) only satisfying
Q(wzy > 0) > pc,

where p. is the critical value for bond percolation.
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1 Introduction

Random walks in random environment received a lot of attention in the recent
years, and studying their scaling limits is one of the main challenges (see, e.g., the
surveys [9, 28]). Often the limit theorem is stated in the form of a quenched invariance
principle (QIP) for the random walk starting from the origin. Namely, calling Q the
law of the environment, under some natural assumptions of stationarity and ergodicity
of Q, one has that, for Q-a.e. realization of the environment, the random walk (X;);>¢
with X, = 0 rescales to a process (X;);>o whose law does not depend on the specific
realization of the environment.

Examples that we have in mind are random walks on Z? with generator of the form

Af(x) = — " wy (fly) — f(2)), weZ’, (1.1)

with random bond- and site-weights w;, and v,, respectively. In particular, if wg, = Wy,
the walk is referred to as Random Conductance Model (see, e.g., [9]), with v, playing the
role of the invariant measure for the walk: for v, = 1 one obtains the so-called variable
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From QIP to semigroup convergence

speed random walk, while for v, = }° ;. wz, the constant-speed random walk. Another
relevant example is the Bouchaud Trap Model (see, e.g., [7]): given a collection of i.i.d.
IN-valued random variables a = (o), cze satisfying, for some S € (0,1),

Qoo >u) =u P (1+0(1)), asu— oo,
such a model is the continuous-time random walk with infinitesimal generator

Af(x) =Y ot ol (f(y) - f(z)), =zeZ” (1.2)

Yy~

In this formula, the summation runs over nearest-neighbor sites of z in Z<, while a € [0, 1]
is an additional parameter tuning the asymmetry of the model.

For all these models, QIP has been established under various conditions (see, e.g.,
[1-10,12,14,16]). In many cases, the limiting process is a Brownian motion with a
diffusion matrix which does not depend on the realization of the environment. In other
cases, e.g., for the Bouchaud trap model and the constant speed random walk with i.i.d.
and heavy-tailed w;yl for d > 2, the scaling limit is a semi-Markov process known as
Fractional Kinetics Process [4].

Such scaling limits of random walks in random environment can be useful when
studying hydrodynamic limits of interacting particle systems (IPS) in random environ-
ment. Indeed, as shown in, e.g., [15,18,30], for IPS in random environment which satisfy
self-duality, the quenched convergence of the empirical density fields of the IPS (in the
sense of finite-dimensional distribution convergence) can be obtained from the quenched
convergence of the semigroup of the one-particle system.

In most papers on random walks in random environment, only the convergence of the
walk starting from the origin is addressed. However for applications in hydrodynamic
limits of IPS in random environment, one typically needs a suitable convergence of the
random walk’s semigroups, which is implied by the strenghtening of the QIP from the
origin in the form of an arbitrary-starting-point QIP. It is worth mentioning that the
problem of deriving an arbitrary-starting-point QIP was posed in [32], and only recently
established in [14] (see also [24, 31]) for a class of random environments for which a
finer analysis on Green functions and heat kernels is available.

In this paper, we show how to obtain from a QIP from the origin a suitable form of
L'-convergence of the corresponding semigroups (or pseudo-semigroups if the limiting
process is not Markovian), under the only additional assumption of translation-invariance
and ergodicity of the law of the underlying environment (plus some mild assumptions,
cf. (2.12) and (2.13)). We then apply our result to derive a quenched functional hy-
drodynamic limit for the simple symmetric exclusion process on Z%, d > 2, with i.i.d.
conductances in [0, c0) only satisfying

Q(wgy > 0) > po,

so that bonds with strictly positive conductance percolate. The hydrodynamic equation is
the heat equation with a diffusivity matrix of the form ¢?I, with ¢ > 0 depending on d and
Q, but not on the specific realization of the environment. The simple symmetric exclusion
process is one of the most studied IPS and consists of many (possibly infinite) symmetric
nearest-neighbor random walks, subject to the exclusion rule: only one particle per
site is allowed. The hydrodynamic limit of the simple symmetric exclusion process with
random conductances has been widely studied (see, e.g., [18,20-22,24-26,31]); however,
the assumptions on the conductances that we assume here have not been considered
before.

The rest of the paper is organized as follows. In Section 2, we introduce the general
setting and we state the first main results of the paper, Theorem 2.3 and Proposition 2.4,
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on the convergence of semigroups. In that same section, we list some relevant examples
to which our result applies. In Section 3.1, we introduce the symmetric exclusion
process on the infinite cluster with i.i.d. unbounded conductances and we derive its
hydrodynamic limit in Section 3.2. In Section 3.3, we discuss some possible further
applications of Theorem 2.3 to other kinds of exclusion processes.

2 From QIP from the origin to semigroup L'-convergence

Consider a random environment w € 2, in the following form:

W= ((wwy)z,yEZda (Vﬁ)erd)v (2.1)

with w,, € [0,00) and v, € (0,00), and equip €2 with a o-field . The environment is
sampled according to a probability measure @, which we assume to be invariant and
ergodic under translations in 74 (Assumption 2.1), and for which a QIP from the origin
holds (possibly, for a proper subset of environments, see Assumption 2.2). There are
several examples of random environments satisfying such assumptions; for the reader’s
convenience, some of them are discussed in Section 2.2 below.

In what follows, for all z € Z¢, 7, : Q@ — Q denotes the translation map given by

w = ((wwy)w,yezda (Vw)zeZd) — TWw = ((wac-&-Z,y-&-Z)z,yeZdv (Vw-i-Z):veZd)-

Assumption 2.1 (Ergodicity of the environment). All (1,),cz« are F-measurable. More-
over, @ is invariant and ergodic under translations in Z¢, i.e., Q(A) = Q(7.(A)) for all
A€ FandzeZ% and Q(A) € {0,1} for all A € F such that 7,(A) = A for all z € 7.

Given a realization of the environment w sampled according to Q satisfying As-
sumption 2.1, we consider the random walk X, with X = (X;);>0, on Z¢, d > 1, with
infinitesimal generator A = A“ given in (1.1) and assumed to be non-explosive (cf.
Assumption 2.2 below). Furthermore, P¢ and E% denote the law and corresponding ex-
pectation, respectively, of the random walk X with X, = z € Z<. Moreover, D([0,c0); R%)
stands for the Polish space of R%valued cadlag paths equipped with the .J;-Skorokhod
topology (see, e.g., [11, §16]).

Assumption 2.2 (QIP from the origin). There exist:

1. a sequence (0,,)nen C (0,00);

2. aset )y € F with Q(Q) > 0, and such that, forallw € Q and z € Z¢, X = (X;)i>0
is a.s. non-explosive under P%;

3. a process X = (X;);>o with paths in D([0,<); R?) and translation-invariant law
(PX),cre, that is, for allz € RY, X under PX has the same law as = + X under Py;

such that, for Q(- | Qp)-a.e. w, X" = (Xyp, /n)1>0 under Pg§ converges in law to X under
P in D([0, 00); RY) as n — oc.

While for many examples the QIP from the origin holds for Q-a.e. realization of the
environment, the role of the set 2y € F in Assumption 2.2 will become clear when
looking at random walks on supercritical percolation clusters, which is the example
treated in Section 3.1 below: in that case, )y coincides with the set of environments for
which the origin belongs to the infinite cluster.

2.1 Main result

We are now ready to present our main result. In what follows, EX denotes the expec-
tation of X when X, = 2 € R?. Finally, recall X" = (X,4, /n);>0 from Assumption 2.2.
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Theorem 2.3. Under Assumptions 2.1 and 2.2, we have, for Q-a.e. w, for all compact
sets A C R%, and for all uniformly continuous bounded functions G : D([0, <); R?) — R,

3 Lale/n) e, () [BEIG(X™)] - BY, [G(X)]| 225 0. (2.2)

YA

Proof. Fix L > 0 and M > 0. Let G : D([0,00); RY) — R be Lipschitz continuous with
Lipschitz constant Lipy(G) < L, and bounded by M: for all z,w € D([0,00); R%),

|G(2) — G(w)| < Ldp(z,w), IGllD,oo = sup |G(2)] < M, (2.3)
2€D([0,00);R%)

where dp(-,-) denotes the metric inducing the .J;-Skorokhod topology on D([0, c0); R%).
Fix K > 0. Define, forall k,n € N, z € Z%, and w € ,
fra(w) = B [GX" +2/n)] - B, [G(X)]

z/n

(2.4)
gn(w) 1= sup {fimy(w) :m >n, |y| > n}.

Let A = AKX == {y e R : |y| < K} and A,, = AX := {y € Z? : |y/n| < K}; hence,
nANZ* = A,, and -4 > ee, Lo (Tow) fnz(T2w) coincides with the left-hand side of (2.2).

For all n,k € IN with k£ < n, by estimating f,, < g for z € A, \ Ay and f,, <
2||GIp,0o < 2M for x € A, we get

1 1 2
ﬁ Z ]]-Qg (Trw)fn,x(Ta:w) S ﬁ Z I]-Qo (Trw) gk(wa) + ﬁ Z M. (25)
€A, zeA, reAL

The second term on the right-hand side of (2.5) vanishes, for every fixed k£ € NN, as
n — 0o.

We now estimate the first term. By translation-invariance of X (see item (3) in
Assumption 2.2), we have

fre(Ww) =|EY [G(X" + a/n)] - Ey [G(X + z/n)]|.

Moreover, by the convergence in Assumption 2.2 and Skorokhod’s representation theo-
rem (see, e.g., [11, Theorem 6.7 and Theorem 16.3]), for Q( - | ©p)-a.e. w, there exists a
coupling of (X, X! X2 . )), say

(X, X', X2 ..), withlaw P4 and expectation E, (2.6)

for which the convergence in D([0, >); R?) occurs P¥-a.s.:
n—oo

Py-as., dp(X",X) —=0. (2.7)

By combining these facts, we get, for all L, M > 0, and Q-a.s. for all functions G as
in (2.3),

Lo, (w) gr(w) == Lo, (w) sup { fny(w) : n =k, |y| = k}
= 1o, (w) sup {|E§ [G(X" +y/n) — G(X+y/n)]|:n >k |yl > k}
< 1o, (w) sup {E§ [(Ldp(X", X)) A2M] :n >k}
k—oc0

=:1g,(w) hg(w) —= 0, (2.8)

where the last inequality is a consequence of (2.3), while the last step follows by (2.7)
and the dominated convergence theorem. In conclusion, the above upper bounds and
the pointwise ergodic theorem applied to the bounded function 1q, hx : 2 — R ensure
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that, for all k € IN, K, L, M > 0 and some ¢ = ¢(K,d) > 0, Q-a.s. for all functions G as
in (2.3),

. 1 .1
hmsupﬁ Z Lo, (Taw) gr(Taw) < h_)m v Z Loy (Taw) h(Tew) = cEq [Layhx] -
nree z€AR TN Sed,

(2.9)
Going back to (2.5), we have, for all k € N, K, L, M > 0, Q-a.s. for all functions G as
in (2.3),

1 -
limsup — Y Loy (7aw) fao (Taw) < cEq [Laghi] ~—2 0, (2.10)

n
oo €A,

where for the last step we used (2.8) and the dominated convergence theorem. Thus, for
all K, L, M > 0, Q-a.s. for all functions G as in (2.3), the left-hand side of (2.5) vanishes
as n — oo.

We thus have proved that, given K, L, M > 0, there exists Q%M ¢ F such that:

. Q(QK,L,]W) — 1;

* (2.2) holds for all w € QLM for all compact sets A C R? contained in the
centered Euclidean ball of radius K > 0, and for all Lipschitz continuous bounded
functions G satisfying Lip(G) < L and ||G||p,cc < M.

By taking Q' = Nk men Q5HM, Q(Q) = 1, and (2.2) holds for all w € , for all
compact sets A C R?, and for all Lipschitz continuous bounded functions on D([0, 00), R9).
Since this latter function space is dense in the space of uniformly continuous bounded
functions with respect to the uniform norm || - ||p o, this concludes the proof. O

As a direct consequence of the proof of Theorem 2.3, we obtain the following result,
which will be used in the applications of Section 3. In what follows, C}(R¢) denotes the
space of non-negative and compactly supported continuous functions on R%.

Proposition 2.4. Under Assumptions 2.1 and 2.2, and further assuming that X has
continuous sample paths, it holds that, for Q-a.e. w and for all t > 0, compact sets
A c R4, and uniformly continuous bounded functions g : R? > R,

n—oo

= 3 Lt/ L, () [B2[9(Xon, /)] = B [o(X0)][ 22 0. 2.11)

TEZ4

Furthermore, assume that, for Q-a.e. w, the following two conditions hold true: for all
fecCHRY) andt >0,

1 n—oo
=5 D Ly (raw) (BS[£(Xoo, /)] = B, [F(X0)]) 2= 0, (212)
zeZ
klingolimsup% > loy(rw) EY, [f(Xy)] = 0. (2.13)
n—oo erd
|z|>kn

Then, for Q-a.e. w, forall f € CH(R9) and t > 0,

% Y Lay(raw) ’Ei[f(Xten/n)] — B3, [f(X0)]| 7= 0. (2.14)
x€Z?

Proof. The first claim, namely (2.11), is proved as Theorem 2.3. We outline the main
differences. First observe that the continuity of the paths of X allows us to improve the
convergence in D([0, c0); R?) by using the uniform metric (see, e.g., [11, Theorems 13.2
& 13.4] combined with Egs. (12.7)-(12.9) therein). More precisely, for Q(- | Q)-a.e. w,
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there exists a coupling of (X, X!, X2,...) (with a slight abuse of notation, we adopt the
same symbols as in (2.6) for this coupling) for which the following holds:

Pg-as., de(X",X):=> 27" ( sup [X]-X4|Al) =20 (2.15)
T—1 t€[0,T7]

The rest follows as in Theorem 2.3 by approximating uniformly continuous bounded
functions g : R? — R with Lipschitz bounded ones gz, s : R — R, L, M > 0, satisfying

lgr.m(z) —gL.m(Y)| < Llz —yl,  |gr.mllee = sup |gr,m(z)| < M, (2.16)

z€R4

and by using the following estimate (which holds Q-a.s. forallT € Nandall0 <t < T)

EZ [gr,m(Xzo,, /1)] — Ef/n[gL,M(Xt)]‘ <Eg[(L|X7 —Xy|) A2M)]
< Ef[2"(Lv2M)de(X",X)]
as a replacement of the second inequality in (2.8).
The second claim, namely (2.14), follows by combining (2.11) with the arguments
in the proof of [31, Proposition 5.3], which we briefly recall here for the reader’s

convenience. Fix f € CH(RY). Using |a| = a + 2max{—a,0}, a € R, one splits, for all
k > 0, the expression in (2.14) as follows:

3 toy(rae) (BEUS (Koo, /)] — B, 1K)

TE€Z?

+ 2 3 Ly () max {BX, [£(X0)] — B/ (Xea, /)], 0}
HE

+ 203 oy (e max (B, [1(X0)] ~ B (Xia, )], 0}
z€Z?
|z|>kn

The first term vanishes as n — oo by the assumption in (2.12); the second one vanishes,
for every k > 0, as n — oo by (2.11); the third one is bounded by twice the expression
in (2.13), which vanishes taking first n — oo and then k£ — oo. O

2.2 Examples

We list here six examples for which both Theorem 2.3 and Proposition 2.4 apply, the
limiting process X having continuous sample paths. We divide these examples into two
sub-classes, depending on the type of space-time scaling involved. In either case, we
always consider environments as in (2.1) and satisfying Assumption 2.1, with F being
the product Borel o-field.

2.2.1 Diffusive scaling

Assumption 2.2 holds for §,, = n2, Qy = , and X a d-dimensional Brownian motion with
a non-degenerate Q-a.s. constant covariance matrix, if the random environment w fulfills
either one of the following conditions:

(1) moment conditions, d > 1: w,, symmetric, nearest-neighbor, satisfying:

EQ[wxy]<oo and ]EQ[w ]<oo, d=1,2,

zry
Eq[w?,] <oo and Eqlw,f] < oo, >3,
ECP 29 (2024), paper 36. https://www.imstat.org/ecp
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for p,q € (1,00], % + % < ﬁ, with either v, =1 orv, = Zy wyy for all z € Z%; see,
e.g., [9, §4.4] and references therein for d = 1, 2; see [6, Theorem 1 and Remark 1]
ford > 3;

(2) elliptic & i.i.d., d > 2: w,, symmetric, nearest-neighbor, i.i.d., satisfying
Q(wgy > ¢) =1, for some ¢ > 0,

with either v, = 1 for all 2 € Z? or, under the additional assumption that Eq [w,y,] <
00, Uy = Y, Way for all z € Z4; see [5, Theorem 1.1];

(3) long-range, d > 2: w,, symmetric, satisfying
P
]EQK Z w0¢|x|2> ] <oo and Eq {(l/woﬁ)q} < oo, |z| =1,
TEZ?
for p,q € (1,00), 5 + ¢ < 3; moreover, v, = 3wy, forall z € Z* and Eqfwoo] < oo;

this follows from [10, Propositions 4.1 and 4.2] and a straightforward adaptation of
standard random-time change arguments (see for example §6.2 in [1]);

(4) balanced & i.i.d., d > 1: wgy = ¢;(y — x), where (c;),eza is an i.i.d. collection of
probability measures ¢, on Z¢ satisfying

¢z (2) = cp(—2) > 01if |2| =1, and c¢,(2) =0if |z| #1;
further, v, = Zy Wzy; this follows from [8, §6 Remark 1] and standard random-time

change arguments.

2.2.2 Sub-diffusive scaling
Assumption 2.2 holds for
0, =n?Pifd>3, or 6, =n%"(ogn) " ifd=2, (2.17)

Qo =, and X := a multiple of the Fractional Kinetics process if w fulfills either one of
the following conditions, for some 8 € (0,1) and ¢y, c2 > 0 (see [4, Theorems 1.2 and 1.3]
for d > 3, [12, Theorems 1.1 and 1.2] for d = 2):

(5) heavy-tailed conductances: w,, symmetric, nearest-neighbor, i.i.d., satisfying,
Qwzy >u) =cruP(1+0(1)) asu — oo, and Q(wyy > c2) =1; (2.18)

here, v, = Zy Ways
(6) heavy-tailed site-weights: w,, := agay, with a € [0,1], a, i.i.d. satisfying
Qo >u) =cru (1 +o(1)asu — oo, and Qa, >cz)=1; (2.19)

and v, = a, for all z € Z¢.

The list above is far to be complete, and we refer the interested reader also to, e.g., [3,
16,17], the variable-speed random walk on the supercritical percolation cluster discussed
in Section 3.1 (cf. (3.7)), as well as to examples of time-dependent environments, e.g., [2].
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3 Applications to exclusion processes

3.1 SSEP with i.i.d. conductances. Setting and hydrodynamic limit

Consider Z4, d > 2, and let E; denote the set of unoriented nearest-neighbor bonds
of Z4 (with a slight abuse of notation, we now identify ry = yx). Let w = (we)eer, be i.i.d.
random variables on [0, c0), for which we assume

Q(we > 0) > pe, (3.1)

where p. = p.(d) € (0,1) denotes the critical probability for i.i.d. bond percolation on
7°. Define O(w) = {e € E; : w. > 0}, and, for Q-a.e. w, set C(w) C Z to be the unique
infinite connected supercritical percolation cluster of sites with at least one adjacent
bond in O(w). Finally, define Qg := {w € Q : 0 € C(w)}; then Q(Qp) > 0.

For any w sampled according to Q, we consider (7;):>0 as the simple symmetric
exclusion process on C(w) with conductances w = (we)ccp,- More precisely, let = =
=v =0, 1}C(“) be the state space, while £ is the Markov pre-generator, defined on the

dense subspace Dy,:(Z) of (C(E), || - ||s) of local functions as follows: for ¢ € Dy,.(E),

Lo%(n) == D way (6(n™) = o(n)). (3.2)
zyeE
z,y€C(w)

Here, ™Y € = denotes the configuration obtained from 7 by exchanging 7(x) with n(y).
Since the single-particle system (i.e., the random walk X; defined in Section 3.2.1 below)
is Q-a.s. non-explosive [1] and w, =} cc(,) Layer, Woy < oo for all z € C(w), by the
results in [19, Section 3], the closure of £ (which, with a slight abuse of notation, we
still refer to as £¥) is a Markov generator. Hence, £ generates a Feller process on
=, referred to as (7:):>0, and we let IP,, denote the law of 1, when ny = 7, while, for a
probability distribution ; on Z, we write P, := p(dn)P,. We write I, and I, for the
corresponding expectations.

It is well-known (see, e.g., [14, Proposition 3.14]) that m,, := ,%d Zzec(w) 5z/n con-
verges vaguely in a Q-a.e. sense to a deterministic multiple of the Lebesgue measure
of R¢. More precisely, setting ¢ = ¢(Q,d) := Q(0 € C(w)) € (0,1], Q-a.s., the following
convergence

fam, s qf fdn feciml), (3.3)
Rd n—oo R

holds. Our goal is to determine the scaling limit of the diffusively rescaled empirical

density fields of the particle system on C(w), i.e.,

n 1
relC(w

This is the content of Proposition 3.1 below. In what follows, we view X} as a random
measure in M, (R%), i.e., the Polish space of locally-finite measures endowed with the
vague topology (see, e.g., [27, Lemma A5.5]). Moreover, we write D([0, o0); M, (R%)) for
the space of M, (R?%)-valued cadlag paths endowed with the .J;-Skorokhod topology (see,
e.g., [11]).

Proposition 3.1 (SSEP with i.i.d. conductances: hydrodynamic limit). Let d > 2 and
w = (We)ecr, be i.i.d. and fulfilling (3.1). Assume that, Q-a.s., a sequence of probability
distributions (u,),, on {0,1}¢) satisfies

lim P, <‘/ deO"fq/ frydx
n—oo R4 R4

ECP 29 (2024), paper 36. https://www.imstat.org/ecp
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for some deterministic and continuous function v : RY — [0,1]. Then, there exists
o = 0(Q,d) > 0 such that, Q-a.s., the family ((X;")¢>0)» is tight in D([0, c0); M, (R?)) and
satisfies

lim P, (‘/ fax fq/ fprdx
n—oo R R

where (p;)>0 is the unique bounded classical solution, on R?, to

>5>O, t>0, feCFRY), >0, (3.6)

Oupr = 02 Apy,  with pg = .

In other words, the above proposition states that, for Q-a.e. w, the law on D([0, c0),
M, (R%)) of the random path (X/*);>0, given in (3.4) and with X} sampled according
ln, converges in law to the Dirac measure concentrated on the deterministic path
(pe(x)dx)e>0, po = . We emphasize that it suffices to assume that the i.i.d. conductances
percolate (in particular, without any moment assumptions) so to ensure that the quenched
hydrodynamic limit is non-degenerate. Further, we note that hydrodynamic limits for
SSEP have also been established for less regular initial limiting profiles v; although
possible, it is not our purpose in this work to relax this condition.

3.2 SSEP with i.i.d. conductances. Proof of Proposition 3.1

The hydrodynamic limit in Proposition 3.1 comes as a direct consequence of Propo-
sition 2.4, self-duality of the symmetric exclusion process, and the strategy developed
in [30] and further refined in, e.g., [18,21,31]. We discuss these steps separately, starting
by deriving the required results on the single random walk and the aforementioned
duality relation.

3.2.1 Single random walk

Fix a realization of the environment w sampled according to @), and consider the variable-
speed random walk X = (X;);>o on C(w) C Z%, having A“ : D C L*(C(w)) — L*(C(w)),

Af (@)= Y way (fy) = f(®), @ €CW). (3.7)

yeC(w)

as its infinitesimal generator. Recall that P and E% denote the law and corresponding
expectation of X; when Xy = = € C(w). Moreover, let, for all n € IN and continuous
bounded functions g € Cy(R?),

Plg(z/n) := E¥ [g(Xin2/n)], z €C(w), t >0, (3.8)

denote the semigroup of the diffusively rescaled random walk X" = (X,,2;/n)¢>0.

We now recall the scaling limit of the random conductance model with i.i.d. un-
bounded conductances, first obtained in [5] under the assumption that Q(wxy >1)=1,
and further generalized in [1]. Here, B = (BY );>¢ denotes a d-dimensional Brownian
motion with diffusion matrix oI, while (57 );>0 its semigroup.

Theorem 3.2 ([1, Theorem 1.1]). Letd > 2 and w = (w.)cec g, be i.i.d. and fulfilling (3.1).
Then, there exists o > 0 such that for Q(- | Q)-a.e. w, X™ under P§ converges in law to
B with B§ = 0.

As a consequence of the above result, Assumptions 2.1 and 2.2, and, thus, (2.11),
hold true in this case. Furthermore:
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e Forallt >0, S7:CH(R?Y) — C(R?Y) N LY (RY) because |S? f(z)| < cexp(—C|z|?) for
some ¢,C > 0 depending on f € CH(R%) and ¢ > 0; thus, for all w € (), for all
f € CH(R?) and all ¢ > 0, we have

1 o : . 1 o

— Y Loy(rw) 87 f(x/n) < Jim lim sup g > 87 f(z/n) =0,
zeZ? zez?
\at\€>kn |m|€>kn

lim lim sup
k=00 noaco N

and, in particular, condition (2.13) holds true.
* Fix w € Q for which (3.3) holds true. Then, due to symmetry of P;* with respect to
the counting measure on C(w), we have, for all f € CH(R%), ¢t >0, and k € IN,

% Z (Ptnf(x/n)—sgf(a?/n)):/ (f—Sff)dmn

zeC(w) Re

— [ elr-stnam+ [ G- -sndm. G9)
R4 R4

where we introduced a cutoff function ¢, € C}(R?), equal to one on {z € R :

|z| < k}, vanishing outside {z € R? : |z| < 2k} and such that 0 < ¢;, < 1. On the

one hand, since ¢y, (f — S7f) € CF(R?), (3.3) ensures that the first term on the

right-hand side of (3.9) satisfies

tw [ (f-Spfdm—a [ p(f-Spnds g [ (fosppde—o,
n—r oo Rd ]Rd Rd

where the limit as £ — oo holds by integrability of f — S7 f, while the last identity

is a consequence of the symmetry of Sy with respect to the Lebesgue measure on

R, On the other hand, the second term on the right-hand side of (3.9) vanishes as

n — oo and k — oo:

[ a=e(-sznam, !
Rd

< lim li — 7 =0.
< Jim limsup -3 Z Sy f(z/n) =0
zez?
|z|>kn

lim lim sup
—00 n—oo

All in all, owing to lg,(w) = 1,¢¢(w), this shows that, for all w € Q satisfying (3.3)
(which form a subset of Q-measure one), condition (2.14) holds for all f € CF (Rd)
and ¢ > 0.

Hence, (2.14) in Proposition 2.4 holds true and thus, for Q-a.e. w, t > 0, and f € CI(R%),

lim — > |P/'f(x/n) - S7 f(z/n)| = 0. (3.10)

3.2.2 Duality and convergence of finite-dimensional distributions

The claim in (3.10) above is the main step in the proof of Proposition 3.1. Given (3.10),
the proof of convergence in probability of the one-time distributions of A]* goes as in,
e.g., [18,24,30]. Since, for a random vector, convergence in probability of the marginals
implies convergence in probability of the joint distribution, this yields convergence of all
finite-dimensional distributions.

For employing (3.10), one crucially exploits the fact that, for any fixed w, the symmet-
ric exclusion process 7; with (pre-)generator given in (3.2) and X; are in stochastic duality
relation with duality function given by D(z,7n) = n(z). More precisely, recalling (3.7),
one can check by a direct computation that, formally,

EwD(CUa')(W) ZAMD('W)(CC)’ (3.11)
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foralln € Z and = € C(w) (see also [19, Lemma 3.7]). Moreover, let A“(2) be the L2-
generator that describes the infinitesimal evolution of the positions of the two-particle
exclusion process as follows: for all z,y € C(w) with z # y,

A9O f(ay) = D wee (1= 1.(y) (f(z.y) — f(z,))

z€C(w)

+ Y wye (1 1a(2)) (f(x,2) — fl2,)),

z€C(w)

while A« f(x,z) := 0. Then, letting D® ((z,%),n) = n(z) (n(y) — 1,(y)), it is not diffi-
cult to check that, at least formally,

£2D®((2,y),-)(n) = AP D(-,n)((x,y)) (3.12)

holds true, for all n € = and z,y € C(w) with z # y.

Note that, for all z,y € C(w) with = # y, both  — D(x,7) and 5 — D®((z,y),n) are
local functions in Dy,.(E) and, thus, belong to the domain of £*. On the contrary, for
n € Ewith 37 ¢,y n(z) = oo, x = D(z,n) and (z,y) — D((z,y),n) are not compactly
supported functions; hence, such functions do not necessarily belong to the domains
of A¥ and A*(?, Nevertheless, both relations (3.11) and (3.12) become rigorous when
tested against compactly supported functions, as we now detail: for all » € = and for all

functions f : C(w) - R and g : C(w) x C(w) — R with finite support, we have
(2 @)= ¥ A,
z€C(w) zeC(w)
and (note that summands equal zero if z = y)

N( 3 n<x><n<y>—1x<y>>g<x7y>)= S (@) (1) — L)) A Pg(z.y).

z,y€C(w) z,y€C(w)

Analogous identities hold true at the semigroup level: letting P¥ and P, ‘) denote the
L2-semigroups associated to the generators A and A“»(2), respectively, we have, for all
t > 0 (keeping the same notation as above),

E[ 3 m(m)f(acﬂ = Y () P A, (3.13)
z€C(w) z€C(w)
and
E[ ) nt<:c><m<y>—My))g(x,y)]= S (@) (0(y) — Low) P gl y).
z,yeC(w) z,y€C(w)
(3.14)

In view of these duality relations, we readily obtain the following decomposition of the
empirical density fields A}* given in (3.4) in terms of a first expression (in parenthesis)
with I, -expectation equal to zero and a second Aj'-measurable one: for Q-a.e. w € 2,
for all f € C(R?), and for all ¢ > 0,

Fdxn — (/ fd/’\ft"—/ Pt”deO”> +/ Prfdp. (3.15)
Rd R4 R R

Our first task is to show that the first term on the right-hand side vanishes in probability.
For this purpose, we use both duality relations in (3.13) and (3.14), as well as the
negative dependence of SSEP(w).
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Lemma 3.3. Q-a.s., foralln € N, n € Z,t > 0 and f € CF(RY),

2
1
(/ det"—/ Pt"fdxon> 1 <— [ ffdm,. (3.16)
R4 R4 n R4

Proof. Writing n:(z,y) := n(z) (m:(y) — L. (y)) and no = 0, the duality in (3.13) yields

(/]Rddet"—/]RdPt"deé“‘>2

=% S (B e ()] = o b () B b () /) /)

z,y€C(w)

2d Z nth (x/n)z

zeC(w)

o

Since 7:(z) < 1, the second term on the r.h.s. above is smaller than the expression on
the right-hand side of (3.16). After a simple manipulation based on (3.13) and (3.14),
and adopting the notation “®” for tensor product (e.g., (f ® f)(a,b) := f(a)f(b)), the first
term on the right-hand side above reads as

Y e (PO (e ) (© ) /n,y/n)}
z,y€C(w)

,% Z (PP f(xz/n) no(x),

zeC(w)

(3.17)

where P/ = P ig defined in terms of P**?, after a diffusive space-time rescaling,
as similarly done in (3.8). The second term in (3.17) above is clearly non-positive; we
conclude by showing that also the first term is non-positive. Since we want to verify
such non-positivity for all f € C(R¢) and 7 € =, it suffices to show this for n = 1 (this
simplifies a bit the notation).

Let A @ A denote the infinitesimal generator of P, ® P;, and recall that A is the
generator associated to Pt@). Note that, since f ® f is in the L?-domains of both A()
and A ® A (indeed, f ® f has finite support), then Pt(z)(f ® f) and (P, ® P;)(f ® f) both
belong to the aforementioned domains. Therefore, by arguing as in [29, Chapter VIII.
Proposition 1.7] via the integration-by-parts formula, we get, for all z,y € C(w) with

T#Y,
(PP — (P o P))(f® f)(z,y)

_ / PR(A® — A A)(P, @ P)(f ® f)(x,y)ds
0

> [ Al (A% - 46 (RS @ P

z,weC(w)
= Y [ B @) (RSG) - P ds <o
z,weC(w)
\z w|=1
Since no(z,y) > 0 and ng(z,x) = 0 for all z,y € C(w), we get the desired claim. O

By (3.3), we have, Q-a.s. and for all f € C}(R?), limsup,, ., [z f* dm, < oc; hence,
the above lemma ensures that the first expression within parenthesis in (3.15) vanishes,
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Q-a.s., as n — oo in probability. By the triangle inequality, convergence (in probability)
of the finite-dimensional distributions follows from the convergence to ¢ fRd f ptsdx of
the second term in (3.15). After observing that [ fp,dz = [ S f vdz, we get:

[ prraxy—qf fptdx:(/ PR Ay - Sz’fdx(?)
]Rd Rd ]Rd, Rd

+</ Sfdeélfq/ Sff'ydx).
R4 R4

Observe that, by A < m,, and (3.10), Q-a.s., the first parenthesis vanishes:

| prraxp— [ seraxg
R4 Ré

As for the second one, (3.5), X' < m,, S7f € C,(RY) N LY (RY), S7f >0, and (3.3) yield,

Q-as.,
lim P, (‘/ Sfde(?—q/ S7 fydx
n— 00 R4 R4

The desired claim in (3.6) follows by the triangle inequality.

lim E,, { } = 0. (3.18)
n—oo

>5) =0, e > 0. (3.19)

3.2.3 Tightness

Tightness is ensured, e.g., by the arguments in [22, Section 5.1] (see also [21, Section 8]
for a refinement) or [31]. Here, we follow the same steps of the tightness proof in [31].

We need to show that, for some measurable 2 C satisfying Q(Q) = 1, for all
we, and forallneN, f € CH(RY) and € > 0, there exists a non-decreasing function
Yo =y ;. [0, T] — [0, 00) satisfying

P,, (’/ fdxt, —/ fdx®| >« ]-'t") < n(h), t,h >0, (3.20)
R4 Rd
where FJ' := o (X7 : s <t), and
Y(h) = 0, where ¢(h) := limsup ¢, (h). (3.21)
—

n—oo

Combining this with the tightness criterion in [31, Appendix B] would ensure Q-a.s.
tightness of all projections ([ fdX™),, f € C(R?), in D([0,); R); by, e.g., [27, Theorem
23.23], this implies tightness of (X™),, in D([0, c0); M, (R%)).

Lemma 3.4. Writing, forallp € [1,00) and g € Cy(R?), |lg]],,,, := (% S ecto) |g($/n)|p>

Q-a.s., forall f € CF(R?) and ¢ > 0, there exist Cy,Cy > 0 (depending only on f € CF(R%)
and e > 0) for which the inequality in (3.20) holds true with

1/p

2 2 1
un() = OIS, ~ 1oy + O gl A200 @22)
Furthermore, for alln € N, 4,,(h) given here is non-decreasing in h > 0.

Proof. By the triangle inequality and the Markov property, we have, Q-a.s., forall n € IN,
f€CH(R?) and ¢ > 0,

P, (’/ raxz, - [ raxy|>e| )
R4 R4
€ 21112,
<p. (| [0 renae] > 5| m) < 2
ECP 29 (2024), paper 36. https://www.imstat.org/ecp
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We obtained the second term on the right-hand side above by applying Markov and
Cauchy-Schwarz inequalities, Lemma 3.3, and &{* < m,,. In particular, the second term
on the right-hand side is independent of h > 0 and thus is non-decreasing. As for the
first term, by &;* < m,, (which holds for all w € 2) and Markov inequality, we get

v (| [ 0= Pepa;

s <
2

. 2 n
)< 20 -

Using |v| = v + 2max{0, —v}, v € R, and [ P fdm, = [ fdm, (which holds Q-a.s. for
all f € CH(R?) and h > 0), we get

157~ i = 5 32 max {0, fae/n) — PR/}
zeC(w)
S DI F{CTO R T RS SR e
zeC(w)NnA zeC(w)N(nA)e

:2H]1A(f*P}?f)H1,n’

where the last step follows by choosing a compact .4 O supp(f). In order to obtain a
non-decreasing function, we use Cauchy-Schwarz inequality, || P} f||2.» < || fll2,» and get

10 (f = Bl < WLtllyn I = PRl
< 12 ally, /20713 = 20P72 £13 -

This finally defines a non-decreasing function in 4. This concludes the proof of the
lemma. O

We now argue that also (3.21) holds true for the function v, (h) given in (3.22).
The second term on the right-hand side of (3.22) vanishes for all w as n — co. As
for the first term, Q-a.s. for all f € CH(R%) and h > 0, we have, by ||P}?/2f||§7n =

LS vect) F@/n) Py f(x/n), (3.10) and (3.3),

. 2 n 2 o
tim [, = 1B, = q/d J(f =87 de, (3.23)
n o0 ’ ’ R

which vanishes as h — 0 since f € C/(R?) and ||f — S7f|l~« — 0 as b — 0 by the
strong continuity of S¢ in Co(R?) (the Banach space of continuous functions vanishing at
infinity). This establishes tightness, and, thus, concludes the proof of the proposition. O

3.3 Further discussion

We conclude by discussing some possible further applications of Theorem 2.3 and
Proposition 2.4.

Remark 3.5 (SSEP on random conductance model). The quenched hydrodynamic limit
for the symmetric exclusion process with symmetric random conductances satisfying
either the conditions in Examples (1) and (3) from Section 2.2 (the model is still self-dual
in these cases, see, e.g., [23, §4.1]) can be obtained by following the same proof strategy
adopted in the previous section: in both case the hydrodynamic equation is the heat
equation with a non-degenerate constant diffusion matrix which does not depend on the
realization of the environment.

Remark 3.6 (Interacting Bouchaud trap models). Theorem 2.3 applies also to the context
in which the limiting process is not Markovian, as arising from sub-diffusive walks
discussed in Section 2.2.2. Recalling Example (6) from Section 2.2.2, one might consider
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the partial exclusion process (also known as SEP(«), see, e.g., [24]) (1:):>0 that evolves
on the state space = := [],.44{0,1,...,a,}, with integer a,’s, and jumps from 7 to
n*Y :=n — 0, + ¢, with rate n(z) (o, — n(y)). Up to imposing the conditions (2.19) on
the underlying environment o = (o ),cz« and checking the duality relations in [24],
Theorem 2.3 should be helpful to prove that the following rescaled fields

1 T
te [0, oo) — Zt” = ﬁ g T}te(;( ) (5x/n S MU(Rd), (3.24)
reZ4 *

where 0,, = 0,, g 4 is given in (2.17), would admit as a quenched hydrodynamic limit the
solution on R4, d > 2, to
o°

=", (3.25)

In this last formula, % stands for the Caputo derivative of order 8 € (0,1), i.e., for

all t > 0 and h € C'(R), gT‘;h(t) = ﬁfg (t_%)ﬁh’(s) ds. For background on the

equation (3.25), we refer the interested reader to [13, 33] and references therein.
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