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Fabrizia Mealli iD and Julie Holland Mortimer

Abstract. Guido Wilhelmus Imbens is the Applied Econometrics Professor
and Professor of Economics with a joint appointment at the Graduate School
of Business and the Department of Economics at Stanford University. He
has made fundamental contributions to econometric and statistical methods
for drawing causal inferences in experimental and observational studies, and
applications to a wide range of disciplines beyond economics, including psy-
chology, education, policy, law, epidemiology, public health and other social
and biomedical sciences. Together with his longtime collaborator, Joshua An-
grist, Guido was awarded half the 2021 Sveriges Riksbank Prize in Economic
Sciences in Memory of Alfred Nobel for their methodological contributions
to the analysis of causal relationships, with the other half going to David
Card.

1. ABOUT GUIDO: INTRODUCTION

Guido was born in Geldorp (Netherlands) on Septem-
ber 3, 1963, to Annie Imbens-Fransen and Gerard Imbens.
When he was six, he moved to nearby Eindhoven where
his father worked at the Philips electronics company, and
later to Deurne where he went to high school. He has one
brother and one sister. He attended Erasmus University
in Rotterdam from 1981–1984, earned a Master’s degree
in Economics and Econometrics at the University of Hull
in 1986 and a PhD in Economics at Brown University in
1991.

Guido taught economics at Harvard University (1990–
1997, 2006–2012), UCLA (1997–2001) and UC Berke-
ley (2002–2006), before moving to Stanford in 2012. He
is a Fellow of the American Academy of Arts and Sci-
ences, the Econometric Society, the Koninklijke Holland-
sche Maatschappij der Wetenschappen, the Royal Nether-
lands Academy of Sciences, and the American Statistical
Association and a member of the National Academy of
Sciences; he has received Honorary Doctorates from the
University of St. Gallen (Switzerland) and Brown Univer-
sity. He is currently editor of Econometrica, the leading
journal in econometrics.

Guido has advised or coadvised over thirty Ph.D. stu-
dents and published more than 100 peer-reviewed arti-
cles. His book with Don Rubin (Imbens and Rubin, 2015)
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is an authoritative account of statistical inference about
causal effects. According to Google Scholar, as of July
2023, Guido’s academic work had received over 93,000
citations.

Guido is married to Stanford economist, Susan Athey,
and the couple has three children: Carleton, Andrew, and
Sylvia.

This interview was conducted on March 3rd and 5th,
2022, at Julie’s house in Belmont, Massachusetts, and
completed at various times over the following year.

2. YOUTH, FAMILY AND UNDERGRADUATE
EDUCATION

Fabri: I’d like to start by talking about your youth.
Guido: I grew up in the Netherlands; we moved around,

but stayed close to Eindhoven in the southern part of the
Netherlands. The headquarters of the Philips electronics
company were there at the time. Eindhoven was essen-
tially a company town. Philips sponsored many of the lo-
cal institutions, including the concert hall, public parks
and the professional soccer team (PSV Eindhoven), and
paid for the college education of the children of their em-
ployees, including my siblings and myself.

Julie: Because your dad worked for them?
Guido: Yes, my dad worked there his entire career.

My mother worked there as well before she had kids, but
stopped working to care for us. My father had gone to col-
lege for one year, but then he started working. My mother
hadn’t gone to college after high school, though she went
later, when my siblings and I were in high school. My
dad went back to college after he retired: he had studied
physics when he was younger, but when he went back he
studied literature.
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Both my siblings and I went to academic track high
schools in the Netherlands. In the Dutch educational sys-
tem, high schools are tracked starting at age 11, with vo-
cational and academic tracks at various levels.

In high school, I enjoyed mathematics and related sub-
jects; then it came time to apply for college. In the Nether-
lands, students don’t apply to college in general, but apply
for a particular subject. I wanted to do something close to
math, but not pure math, partly because my older brother
was doing that already. My economics teacher suggested
that I look at econometrics, which was a separate aca-
demic discipline in the Netherlands set up by Jan Tin-
bergen in the 1960s. Curiously, there’s no statistics un-
dergraduate major in the Netherlands. The econometrics
major partly substitutes for that; it was a mix of statistics,
operations research and mathematical economics.

Fabri: I suppose you had very little statistics in high
school?

Guido: Yes, I had reasonably high-level math in high
school, but no statistics of any kind. But in the first two
years studying econometrics, we spent probably 25 to
30% of our time learning statistics.

Fabri: So, liking numbers runs in the family?
Guido: Yes, both of my siblings studied mathematics.

We were all interested in logic-type puzzles.
Julie: Do you think being a middle child had much of

an effect on your choices?
Guido: Possibly. I think it did make things a little eas-

ier given that neither of my parents had a college degree.
My brother was one year ahead of me and had done really
well in high school. He established that going to univer-
sity was expected and natural. My brother agonized over
what he wanted to study, eventually choosing physics and
mathematics. I wanted to do something different and go
to a different place, which made econometrics an appeal-
ing choice. In Holland, universities specialize in different
disciplines. In Utrecht and Leiden, you can study math-
ematics and physics, but only a little bit of economics;
in Rotterdam, you could not study physics, but it was ar-
guably the leading place for econometrics. I didn’t visit
many universities to make up my mind. I remember go-
ing to Rotterdam with my father and liking it there and
that was pretty much it.

Fabri: How did you like the program in Rotterdam?
Guido: The program in Rotterdam was great for learn-

ing technical skills, but it was not so great for learning
economics. I have this recollection about a macroeco-
nomics course where we studied Keynesian-type models
with markets for goods, money and bonds. At the end of
the semester, I realized that I had no idea what bonds were
and when I asked around, nobody else in my class had
any idea either! We were all doing fine on exams because
we could solve the problems without understanding what
they meant.

FIG. 1. (Left to right) Guido Imbens, Hanneke Imbens, Annie
Imbens-Fransen, and Gerard Imbens in Rotterdam in 1983.

Julie: How many years were you there?
Guido: I was there for three years. I never actually fin-

ished the program or got my degree. Wilbert [van der
Klaauw], a friend of mine who also ended up in the US,
read about an exchange program for students in Rotter-
dam to go to England. After our third year, we both went
to University of Hull, which was a much more fun place to
be a student than Rotterdam. It turned out it was also very
good for us academically, because there was an econome-
trician there, Tony Lancaster, who was happy to have two
Dutch students who were interested in econometrics. He
put a lot of effort into teaching and advising us.

The first year, Wilbert and I did Master’s degrees; we
took regular courses and some reading courses with Tony.
And then Tony asked us if we wanted to stay around for
another year to work as research assistants and we both
decided to do that. It was during that year that Tony sug-
gested we think about doing PhDs in the US. And the idea
of going back [to Rotterdam] to finish an undergraduate
program having a Master’s degree already seemed funny.
Tony had just accepted a position at Brown University, so
that made it easier to get into the PhD program there.

Fabri: Before we talk about the experience with Tony,
do you recall any episodes or specific people that inspired
you in high school or even at a younger age?

Guido: When I was in high school, my economics
teacher gave me a little book by the Dutch econometri-
cian, Jan Tinbergen, and that was inspiring because Tin-
bergen was a big figure in Dutch policy circles. People
seemed to trust Tinbergen and he was an impressive per-
son (see Dekker, 2021). He worked for the United Na-
tions and earlier for the League of Nations, all while do-
ing impressive scholarly work for which he won the Nobel
prize [The Sveriges Riksbank Prize in Economic Sciences
in Memory of Alfred Nobel, 1969]. After the war, he
had been involved in setting up government institutions,
such as Statistics Netherlands (CBS Centraal Bureau voor
de Statistiek) and the Netherlands Bureau for Economic
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Policy Analysis (CPB), both of which had bipartisan re-
spect and credibility. For example, before an election, the
CPB would take all the political parties’ manifestos and
run models to forecast what would happen if the govern-
ment implemented those policies. Those forecasts would
be taken seriously by the political parties and the voters—
maybe too seriously!

Fabri: It’s interesting that Tinbergen was the first
Dutch economist to receive the Nobel Prize, and you are
the third now.

Guido: That’s right, [Tjalling Charles] Koopmans was
in the middle [1975]. I read that Tinbergen was also nom-
inated for the Nobel Peace Prize for his work with the
United Nations. I think he and Keynes may have been the
only economists nominated for the Peace Prize. I did meet
Tinbergen when I was a student in Rotterdam when he
gave a public lecture there, which made a big impression
on me at the time.

3. EARLY INFLUENCES IN ECONOMETRICS AND
DOCTORAL THESIS

Fabri: Let’s continue with your academic career and
your work with Tony Lancaster. I think the first time I
read your name was in the book on transition data by Tony
where he thanks you for helping him (Lancaster, 1990).

Guido: Yes—that was during my year as a research as-
sistant in Hull. At that time, I did a lot of programming
on discrete mixture models with duration data using the
EM algorithm (Dempster, Laird and Rubin, 1977), which
worked well in principle, but was incredibly slow. Tony
had time on a super computer in London and I would
waste hours and hours.

Julie: Were you taught programming, or did you teach
yourself?

Guido: Programming was one of the things we were
taught well in Rotterdam. We used to have courses that
were completely devoted to that.

Fabri: What language did you use?
Guido: FORTRAN.
Fabri: The work you were doing with Tony, also later at

Brown as a PhD student, was not about causal inference.
Was it closer to the statistics literature?

Guido: Yes it was. Lancaster had brought the duration
literature into the econometrics profession. Before then,
econometricians had little interest in duration models, but
then people started getting interested in Cox regression
models and especially in the presence of unobserved co-
variates in these models, and how that would bias esti-
mates of duration dependence. Implicitly, that was related
to the causal interpretation of these models, but that was
never made explicit.

Later it did feel there was a big difference between that
early work and my later work on causality. I remember

a conversation with Don Rubin around 1993 about instru-
mental variables and causal questions we were collaborat-
ing on. At some point, he asked what other things I was
working on and I told him about the choice-based sam-
pling work from my thesis. He asked, “Do you think of
these models as causal? Or what do you think these mod-
els mean?” I got the impression he didn’t think there was
much value in that work at all! So for a while, those two
parts of my research were very separate.

Fabri: What was your PhD thesis about?
Guido: My job market paper was on choice-based sam-

pling (Imbens, 1992). One of the funny stories about that
paper is that Josh [Angrist] didn’t like my job talk at Har-
vard and was opposed to me being hired there.

Fabri: Josh interviewed you at Harvard!
Guido: Yes. He arrived at Harvard one year before me.
Julie: Was he a first-year assistant professor at Harvard

at the time? Those are always the toughest ones!
Guido: Yes. He was outspoken in those days, and of

course he still is! And he thought the work I was do-
ing in my thesis was boring; I don’t disagree with that
now, looking back. I did another part of my thesis that
I thought was more interesting on duration models, re-
versing the role of duration and calendar time. I made the
calendar time dependence flexible and proportional to the
duration dependence, which itself was modeled paramet-
rically. That seemed useful in social science applications
where the hazard rate may change over time in complex
ways, for example, with the business cycle, but the dura-
tion dependence may have a simpler structure.

Fabri: Yeah, I remember that paper (Imbens, 1994)!
Guido: I thought that was a nice idea, but I didn’t push

it much further.
Julie: So did Gary Chamberlain have more vision than

Josh in terms of hiring you?
Guido: Well, I think they were desperate to hire some-

one in econometrics! Two of their junior econometricians
left that year, and they wanted someone to teach their
econometrics courses. In fact, they didn’t hire me in the
usual way by first interviewing me at the American Eco-
nomics Association meetings. Instead, they directly flew
me out for a job talk. Clearly, I got lucky!

Fabri: I’d be curious to know the different characters
of your mentors. I met Tony Lancaster once in England
and everybody was scared to have him sit in seminars,
whereas Gary seemed to be gentle.

Guido: Both of them were comfortable at thinking on
the spot: you would have conversations with them and
they would stop talking and think. They would be silent
for what seemed like a long time, and then come up with
an insight. That did make seminars intimidating, because
they didn’t ask clarifying questions or questions to make
the speaker feel comfortable. They would ask deep ques-
tions such that the speakers or others in the audience
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weren’t sure where the line of questioning was going. Nei-
ther of them intended to be intimidating, but it certainly
had that effect on people.

But as a colleague, Gary was gentle and supportive of
junior faculty. I remember when I got to Harvard, I’d writ-
ten something and I gave it to Gary. He thanked me, but
then I didn’t hear anything. A week later, he left it in my
mailbox completely marked up, line by line, with detailed
comments both on content and exposition. He was im-
pressive that way, incredibly thoughtful and he had a big
influence on both his students and his colleagues, espe-
cially his junior ones. He was a great role model for the
way I later interacted with my own students and junior
colleagues.

In the work with Josh, Gary again played a big role.
In the early version of the local average treatment ef-
fect paper (Imbens and Angrist, 1994), we had a selec-
tion equation that corresponded to a latent index crossing
a threshold that determined whether an individual would
receive the treatment or not, very much in line with the
econometric literature of that time, for example, the work
by Heckman (Heckman, 1990). I remember showing that
draft to both Don and to Gary, and Don’s reaction was,
“This looks really messy, and if it’s right, there’s a much
simpler way to do it.” Gary said, “You could use potential
outcomes here.” And that suggestion made the argument
crisp and clear. We thanked him for the comment, but it
was a big insight. It allowed us to make that argument
in three lines rather than have weird algebra and strange
assumptions. And so both Don and Gary were right.

4. CAUSAL INFERENCE WORK

Julie: Was there a specific moment when you realized
that, in a heterogeneous treatment effect world, an instru-
mental variable would measure a local average treatment
effect?

Guido: That was a problem Josh and I thought about
for quite a while. We saw this tension between what Josh
had done in the draft lottery example (Angrist, 1990),
which seemed very credible to us, and the existing liter-
ature. In that paper, Josh used the draft lottery as an in-
strument to estimate the effect of serving in the military
on earnings later in life, with the key assumption being
that the only way the draft lottery number affected later
earnings was through its effect on veteran status. The for-
mal results by Heckman (Heckman, 1990) and Manski
(Manski, 1990) implied that if there was heterogeneity in
the treatment effects, you couldn’t consistently estimate
the average effect; it was not identified. We felt there was
a tension there, because clearly the effects were not con-
stant in the draft lottery example, nor in most other appli-
cations.

Fabri: But the empirical results felt credible!

Guido: Yes, but exactly what made them credible was
not clear to us. If the credibility was because the effect
was constant, this seemed surprising. But we couldn’t get
there when we tried to understand the problem in a tra-
ditional latent index set-up and it took us a while to be
clear about the problem and then write it in a potential
outcome framework. Then there was a specific moment,
I remember actually walking over to the [Harvard] Sci-
ence Center to meet Josh, and realizing we actually had
solved that part and essentially the paper was done. It was
a fairly clear moment that we got to the insight, walking
to the Science Center and realizing that this was not just
one more step, but the final step.

Fabri: So this was in the early 1990s?
Guido: Yes, I think this was the summer after my first

year at Harvard in 1991. Josh was about to move to He-
brew University in Jerusalem. Josh and I were colleagues
at Harvard only for a year. I visited him at Hebrew Univer-
sity and he came back to Cambridge a couple of times, but
the year we were both at Harvard, we spent a lot of time
talking about these problems. That was a very formative
period for me.

We were both living in Harvard housing, and we spent
Saturday mornings at the laundromat in the building, talk-
ing about work. The Nobel museum asks everybody for an
item that was meaningful in their research, and I donated
a container of laundry detergent in recognition of those
mornings.

Fabri: I guess at the beginning it was not all that ac-
cepted or well received?

Guido: That’s right. There were two sides to that. One
is that it didn’t bother me much then, because the people
whose opinions I valued thought it was interesting. This
included Gary and Don. I remember presenting it at the
joint Harvard–MIT econometrics seminar and there was
a bigger crowd than normal; people had heard this work
was interesting, and perhaps controversial and relatively
accessible. So, we got positive feedback. But on the other
side, there was pushback from other groups. I remember
presenting the same work at a conference in Wisconsin
where people were more negative.

It was annoying in a more narrow way. I was worried
that we wouldn’t be able to get the work published. But
there we got lucky. I remember the decision letter from
the editor on the local average treatment effect paper, who
wrote something along the lines of: “the referees didn’t re-
ally know what to make of this and they weren’t sure what
to recommend. And I agree with them, but I do think it is
potentially interesting.” And in this case the editorial pro-
cess improved it considerably. The editor made us shorten
it, and as a result it was much crisper and cleaner. It’s hard
to handle that type of paper (Imbens and Angrist, 1994) as
an editor, so I respect the fact that the editor took a chance
on it.
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FIG. 2. Items donated in Nobel Museum by David Card, Joshua An-
grist (computer tapes) and Guido Imbens (laundry container).

Julie: I would like to dig down a little bit on the parts
of the economics literature where this has been influential,
and the parts where there has been pushback. How do you
view these different ways of doing research? Is some of
the pushback, maybe what you heard in Wisconsin, valid
in the sense that researchers may be asking different types
of research questions, or studying different types of envi-
ronments? And does that drive some of the pushback?

Guido: I think that’s right. There are clearly cases
where the local average treatment effect is not a very
interesting object. I don’t think we were trying to deny
that. Recently, when I was at Berkeley, Peter Bickel told
me a story about David Blackwell saying that he [David]
wasn’t interested in doing research, he was interested in
understanding. That resonated with me. That paper, more
than most of my papers, was really just about understand-
ing the problem. It wasn’t taking a position on whether
compliers were an interesting subpopulation. It clarified
what you got out of an instrumental variables analysis.
We understood Josh’ draft lottery paper much better after
having written the local average treatment effect paper.

Similarly, in the quarter-of-birth application (see
Angrist and Krueger, 1999), Angrist and Krueger were
interested in estimating the return to schooling, the causal
effect of an additional year of schooling on the logarithm
of earnings. You can estimate a model that says that re-
turns to education are constant across years of education

and across individuals, but nobody really believes that as-
sumption. The instrumental variables methods we devel-
oped allows you to be clear that under weaker assump-
tions you can estimate some average of the return for
some subpopulation. And understanding what subpopu-
lations these averages correspond to is clarifying. And in
many cases, we are interested in different populations or
what would happen in the future, so there is a sense that
we are always extrapolating if we are trying to be relevant
for policy. But we should understand the exact nature of
the extrapolation.

I saw our work very much as a neutral thing, trying to
understand what the analysis taught us. I remember being
told that we should write it as a criticism of the existing
empirical work, that researchers using instrumental vari-
able methods were focusing on the wrong object. But that
view was very different from my interpretation of the re-
sult. I felt it was about clarifying what these analyses were
doing.

Julie: More of a constructive result.
Guido: Yes, but maybe I was naive about the research

at the time. I wasn’t trying to have a big impact; I wanted
to understand some of the problems.

Fabri: I guess this relates to other work that you started
while in Cambridge, all the methods developed under un-
confoundedness, for example, Hirano, Imbens and Rid-
der, 2003, Abadie and Imbens, 2006. To what extent did
you benefit by having these figures around you, Don and
Josh and Gary? And do you think the field was prepared
to receive this changing paradigm?

Guido: It was a funny time in a sense, because I didn’t
appreciate that what we were doing was different from the
existing econometric literature. After the first paper with
Josh I connected with Don, whose office was in the Sci-
ence Center, the building next to the Economics Depart-
ment. We started talking regularly, and then he suggested
we teach a course together on causal inference. I decided I
would focus my energy on that, and try to get the students
in the Economics Department interested in it. I didn’t re-
ally think about the possibility that it would change the
field. It just seemed more interesting to me than what I
was doing before. This sharing of ideas led to the AIR
paper (Angrist, Imbens and Rubin, 1996).

In econometrics, the work on causality was viewed as
not that important at that time. even much later I remem-
ber reading a review of Josh’s book (Angrist and Pischke,
2009) that said: “It’s a novel treatment of that sub-sub-
sub-area of applied econometrics.” I think that reflected
the general attitude at the time, and for quite a while af-
ter that. But even though it would have been nice to have
other people interested in the questions I was interested
in, especially more junior people, it was fun to work on
these problems. As a result of there being few people in-
terested in this area, there was room for doing new things,
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FIG. 3. (Left to right) Guido Imbens, Don Rubin, Joshua Angrist in
March 2014.

because you didn’t have to worry about ten other people
working on the same thing. If you look at the causal infer-
ence area now, there’s so much work going on, so many
conferences dedicated entirely to causal inference every
year, it is impossible to stay on top of it all. Any time
you do something new, you worry that there may be other
people somewhere else, possibly in a different discipline,
working on the same questions; there is much more pres-
sure.

Fabri: It must be exciting to look at that in retrospect.
Guido: Yes. In retrospect, I should have better appreci-

ated the fact that it is great if few other people are working
on the problems you’re working on—assuming it’s some-
thing that is ex post important. I remember a student, Phil
Johnson, asking me: ‘Do you really think this causal stuff
is going to be important?” I said: “Yeah, I think so. I’m
willing to bet my career on it,” which seemed a bit of a
wild statement at the time.

Harvard was a hospitable environment because the ju-
nior faculty were left free to do what they thought was
important. When I went to the chair of the Economics
Department, and asked: “Can one of my required courses
be with someone in the Statistics Department on this new
topic?” he said, “Sure, do whatever you think is interest-
ing.”

Julie: So, do you think these ideas were going to reveal
themselves in one way or another? If you and Josh hadn’t
done it, would somebody else have eventually made the
connection?

Guido: Yes, ex post, both Manski and Heckman were
very close. If they had engaged more with Rubin’s work,
they probably would have gotten there too. I don’t want
to dismiss what we did, but it’s clear that someone else
would have figured it out at some point. Part of the chal-
lenge was studying what the other disciplines were doing
and taking that into account, and that is always a hard

thing to do when other disciplines use a different lan-
guage.

Fabri: There were in fact similar results out there, but
they had not been formulated in a general way.

Guido: Yes, Bloom had the one-sided case (Bloom,
1984) and Robins’ work (Robins, 1986) also had basi-
cally the same assumptions, but he focused on the overall
average effect, and got Manski-type results on bounds for
the average effect. So, the step of getting to an average
for a somewhat unusually ex post defined subpopulation
required you to think of the question in a slightly differ-
ent way. It’s harder to do it, if you just have a parametric
model.

Julie: How would you say the econometrics and statis-
tics approaches have differed?

Guido: Don’s early work (Rubin, 1974, Rubin, 1975,
Rubin, 1978), which set up the problem in the form of po-
tential outcomes, Yt , Yc and conceived of causal effects as
the comparison of (i.e., the difference between) these ob-
jects was very important. That was a big contrast between
the statistics literature as I saw it in Rubin’s work and
the econometrics literature at that time. That was ironic,
because the econometrics literature was implicitly much
more focused on causal effects from the beginning; you
can see that clearly in the work by Tinbergen from the
1920s, and Haavelmo in the 1940s. But it approached
the problems from a different way and that did not con-
nect well with the statistics literature. But the small part
of the statistics literature that was explicitly focused on
causality established a very useful framework and came
up with some key results. That also relates to the common
way of doing empirical work in economics in the 1980s,
where researchers often reported estimates of all the pa-
rameters they estimated and viewed all of them as if they
were equally interesting. Now, the empirical literature has
moved away from that. For example, in the empirical In-
dustrial Organization literature, people are explicit in their
focus on outcomes under counterfactual policies such as
new regulations or mergers, and the specific parameter es-
timates don’t mean much in these complex models.

5. STRUCTURAL TRADITIONS AND DIRECTED
ACYCLICAL GRAPHS

Fabri: That brings up more structural traditions. If you
think about Pearl’s perspective, all the arrows from X to
Y that define causal effects of several variables are less
focused on a particular intervention (Pearl, 2009).

Guido: Yes, that’s right. Often in economics, the start-
ing point is one direct question: What is the effect of
changing X on Y ? The challenge is that isolating that ef-
fect may be difficult, but it is good to keep in mind that
one often does not actually care about the other compo-
nents of the model. In some sense, the DAG [Directed
Acyclical Graph] approach is quite close to the structural
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tradition in econometrics going back to the 1960s. When
I was a student in Rotterdam, we had one of these MO-
NIAC [Monetary National Income Analogue Computer]
machines, a big physical model of the economy built by
William Phillips. Phillips, who was originally trained as
an engineer, later became known for his work in macroe-
conomics on the Phillips curve (Phillips, 1958) that de-
scribes the policy trade-off between inflation and unem-
ployment. The MONIAC machines had all these contain-
ers and pipes and levers, and you could simulate the econ-
omy by pumping water through the whole thing. In Rot-
terdam, they would demonstrate it to the students once
a year. It was great fun watching it, because it generally
wasn’t working very well.

Fabri: Was it leaking?
Guido: Yes, no matter what you did, very quickly all

the water would run out and the economy would crash. It
was a great metaphor for how well these theoretical mod-
els worked. A lot of the theoretical models economists
were building were similarly very elaborate, with lots of
equations and accounting identities.

Julie: Lots of places to leak!
Guido: Indeed! At some level, these structural econo-

metric models had the flavor of the modern DAG models,
with lots of interconnected parts. Like the DAGs, the good
thing was that the models made the links very explicit.
But, in the 1980s, people became increasingly concerned
that the credibility of these models was not very high.

Two papers captured these concerns eloquently. Ed-
ward Leamer wrote his famous paper “Let’s Take the Con
Out of Econometrics” (Leamer, 1983), arguing that no-
body really believed empirical work in economics and
that, while the models might look impressive, they were
not credible. Their empirical results were sensitive to mi-
nor changes in the modeling assumptions, and he called
for more sensitivity analyses. Later, when I was at UCLA,
Ed Leamer was my colleague and we taught a course
around these ideas. Like the earlier course I taught with
Don Rubin, teaching with Ed Leamer was a wonderful
experience, both for me and for the students.

Around the same time as Leamer’s paper, Robert
Lalonde wrote another famous paper “Evaluating the
econometric evaluations of training programs with ex-
perimental data” (LaLonde, 1986); not as witty a title
as Leamer’s paper, but perhaps even more convincing.
Lalonde showed that nonexperimental econometric meth-
ods were not able to replicate experimental estimates. He
illustrated this by taking experimental data, putting aside
the experimental control group and using a nonexperi-
mental comparison group from some public use data.

Later, two students of mine, Rajeev Dehejia and Sadek
Wahba, revisited Lalonde’s data; their conclusions (Dehejia
and Wahba, 1999), based on more modern matching
methods, were a little different. But Lalonde’s point was

well taken and together with Leamer’s paper it was the
starting point for what Josh later called the “credibility
revolution” in economics (Angrist and Pischke, 2010). It
made many researchers in economics more skeptical of
complex models and also motivated Josh and me to look
for methods that could lead to more credible estimates.
The two papers by Leamer and Lalonde were influential
and I still teach them in my courses.

I do think that DAGs make sense in illustrating the crit-
ical assumptions in, say, an instrumental variables setting;
for example, demonstrating what the exclusion restric-
tion really means. But I never found DAGs very helpful
for getting answers to the questions I was interested in,
like the identification question for the local average treat-
ment effect. The DAG literature has led to lots of new
insights. Judea Pearl has been kind enough to give guest
lectures in my PhD classes, first at Harvard, and more
recently just before the pandemic at Stanford, and that
was a lot of fun. Judea is a great presenter and the stu-
dents found it fascinating and engaging; however, there
still hasn’t been much empirical work in economics us-
ing the insights from that literature. That is a bit curious,
especially as the graphical methods have a long history
in econometrics. Judea Pearl traces them back to Wright
(Wright, 1934), but you see the causal graphs also in Tin-
bergen’s work (Tinbergen, 1940), which even used the
term “causal” to describe the graphs, and later in work
by the Harvard econometrician Griliches (Griliches and
Mason, 1972). Yet despite the work by these very senior
econometricians, the graphical methods have not caught
on in economics. Methods based on potential outcome
approaches in contrast gained a foothold much faster. I
wrote about some of the possible reasons behind that in
Imbens, 2020.

6. BAYESIAN INFERENCE

Fabri: I would like to talk about Bayesian inference.
You’ve advocated the use of Bayesian inference in gen-
eral, not just in causal inference. In your recent discus-
sion on the use and misuse of p-values, you state that
the Bayesian approach of reporting credibility intervals is
more coherent (Imbens, 2021). Why do you think, despite
the elegance of the Bayesian approach in settings like par-
tial identification, nonparametric modeling and sensitiv-
ity analysis, there seems to be skepticism and resistance
about using highly parameterized Bayesian models?

Guido: I don’t know. I’m sympathetic to Bayesian ap-
proaches. All my mentors, Tony Lancaster, Gary Cham-
berlain, Don Rubin were, or became more, Bayesian over
time. I do see, at least in some places, more acceptance of
Bayesian inference. In one consulting case, I helped ana-
lyze a specific experiment carried out in the context of a
large number of experiments. Initially, the focus was on
making decisions based on each experiment in isolation.
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FIG. 4. Guido Imbens at the MONIAC machine in Rotterdam in
2017.

But eventually the decision-makers were persuaded that
we could exploit the information from a large number of
experiments by using Bayesian or at least empirical Bayes
methods, and doing some shrinkage. It was an effective
context to persuade them to take Bayesian methods more
seriously.

In econometrics, Bayesian methods have not had a big
impact because traditionally people were focused on do-
ing asymptotics. That seems a bit of a cultural thing.
Econometricians wanted to establish theorems for con-
sistency and asymptotic normality. For many machine-
learning methods, you can’t obtain asymptotic results.
This is one of the reasons it took a while for these meth-
ods to make a big impact in the econometrics literature; it
faced some of the same difficulties as Bayesian methods.
In some sense, regularization in machine learning plays a
similar role to a prior distribution in a Bayesian analysis.
So, I think that if you get people to use machine learning
methods, they may be more open to Bayesian approaches
as well.

Fabri: Right. It seems to me that in economics and in
econometrics, more than in statistics, you have methods
that all of a sudden become fashionable and everybody
uses them.

Guido: Econometrics is a relatively small field. As a
result, there is more agreement on what are the relevant
questions and it can be harder to get people to accept
new questions or new ways of looking at things. Whereas
statistics is very broad in terms of applications, espe-
cially if you include the related parts of computer sci-
ence, and there is room for people doing different things.
That’s also true about the causal inference literature these

days; it has gotten broad, and you see that in the Online
Causal Inference Seminar that I started together with Do-
minik Rothenhaeusler and Guillaume Basse, where peo-
ple present work from very different perspectives.1

In defense of the econometrics literature, I do feel peo-
ple have brought in new methods, sometimes prompted
by the empirical literature, to start answering questions in
new ways. Consider Alberto Abadie’s work on synthetic
control methods (Abadie, Diamond and Hainmueller,
2010, Abadie, Diamond and Hainmueller, 2015). It has
become popular quickly, with applications and new the-
oretical work, and that methodology has now spread to
other disciplines, including computer science.

Fabri: Yes, it definitely has.
Guido: It even gets referenced in the popular press, in-

cluding The Economist and The Guardian, and there is
now a huge amount of this empirical work going on in
tech companies.

We saw something similar with regression discon-
tinuity designs (RDDs). They had been around since
the 1960s, coming from the psychology literature
(Thistlewaite and Campbell, 1960), but they became
more visible in the early 2000s after some influen-
tial applications (Black, 1999, Van der Klaauw, 2002,
Lee, Moretti and Butler, 2004). That led to a flurry of em-
pirical and theoretical papers. RDD methods are widely
applicable, and the econometrics literature helped get it
there. In the end, you do need compelling empirical ap-
plications to convince empirical researchers to invest in
new methods.

7. SENSITIVITY ANALYSIS

Julie: Let’s talk about sensitivity analysis, and this no-
tion that we have yet to agree on all of the statistics that
might be of interest.

Guido: I feel I have a great title for a paper here: In
Search of the Third Number, with the idea that we, by and
large, agree that the first two things we report after do-
ing an analysis are a point estimate and a standard error,
but there is very little agreement of what to report next.
But I don’t know what to write after the title! Some of
these questions arose in meetings with decision-makers
in my consulting work. In preparation, the data scientists
would have done some experiment or analysis, and they
would report a point estimate of some object of interest
(say an average treatment effect), and some measure of
uncertainty (say the standard error). But the rest of the
meeting would be much vaguer and less structured. The
decision-makers clearly have the capacity to understand
more about how credible and robust these estimates were.
But there is not a clear template to convey how credible

1https://sites.google.com/view/ocis/

https://sites.google.com/view/ocis/


A CONVERSATION WITH G. W. IMBENS 365

these first two numbers are and what additional uncer-
tainty there is about the counterfactuals. There have been
many different versions of sensitivity analyses proposed
and, in some sense, they are all trying to show how dif-
ferent the results could have been under different models
and assumptions.

Fabri: Maybe Bayesian thinking and reporting of re-
sults is the closest you can get there, which include model
uncertainty, Bayesian model selection and model averag-
ing.

Guido: Yes, but it’s hard to make that precise and to
organize that in a way that you can apply in a routine
way, without subject-matter knowledge or without it be-
ing context-specific. It seems quite remarkable that we do
actually agree, in a lot of applications, on what the first
two numbers are that you would want to see before mak-
ing a decision. But what comes after that is more difficult.

Julie: Do you think different people would be asking
for different things even in the same context?

Guido: Yes, suppose you do a randomized experiment
and you get the point estimate and the standard error.
What else would you say? Some people may be inter-
ested in analyzing treatment effect heterogeneity, maybe
because this would make them more comfortable gener-
alizing or extrapolating to different settings. Others may
be worried about whether results are sensitive to the as-
sumptions made or the statistical method that was used.
What number would you report for the presence of hetero-
geneity? Or for sensitivity? There is no standardized way
for reporting these phenomena and no systematic protocol
for how to choose the space of models and methods one
wants to explore, even though that seems very important.
In practice, it is still very context specific.

8. MOVING TO STANFORD

Julie: Did the proximity of so many tech companies to
Stanford impact your research when you moved there in
2012?

Guido: Yes, I had not expected that, and it came about
in an indirect way. While we were in Boston, Susan
[Athey] had been working with Microsoft, but I had not
really gotten interested in the type of problems that peo-
ple at the tech companies were working on. But then just
as I arrived at Stanford, Jas Sekhon had started a data sci-
ence seminar at Berkeley and we decided to run it jointly.
From the beginning, we wanted to get people from differ-
ent disciplines, but also people from the tech companies.
And having the companies so close by made it easier to
get industry people to give talks and attend. In fact, they
were all within biking distance, Google, Facebook, Ap-
ple. Much of the research I’ve done in recent years has
been inspired by some of the questions I saw there. This
includes a couple of my papers with Susan Athey and Raj
Chetty (Kolesár et al., 2015) where we look at combining

experimental and observational data, and the surrogate pa-
per (Athey et al., 2019).

One motivation came from the fact that the tech compa-
nies were often doing short-term experiments but were in-
terested in long-term outcomes, and they wanted to make
sure that they were not being misled by short-term out-
comes. This comes up in marketing experiments where
it’s tempting to look at clicks as an easily measurable
short-term outcome, rather than long-term engagement
with the product. Optimizing for clicks just leads to click-
bait problems [sensationalized text or exaggerated graph-
ics designed to artificially increase clicks]. Gupta et al.,
2019 lists this as one of the major challenges in online
experimentation. Raj Chetty was interested in the same
problem, looking at the effect of early childhood interven-
tions on long-term education and labor market outcomes,
and not just on—

Julie: On Kindergarten test scores?
Guido: Exactly! But from a statistical perspective, it’s

exactly the same problem. More recently, my interactions
with the tech companies have made me interested in a
set of experimental design questions. In a standard set-
ting, we start with a population and then divide it typi-
cally into two groups, a treatment and a control group.
But for a lot of the tech companies, there are multiple
populations. At Uber or Lyft, for example, should you
do experiments by randomizing the drivers or the riders?
At Airbnb, should you randomize customers or proper-
ties? The insight was that you could think of the exper-
imental design problem as corresponding to choosing a
distribution of assignments on the matrix of driver-rider
pairs: you could have some drivers who are almost al-
ways in the treatment group and other drivers who are
almost always in the control group, and some for whom
assignment is more evenly split. This can help to separate
out the direct effects from the spillover effects of treat-
ments on other riders or other drivers (Bajari et al., 2023,
Papadogeorgou, Mealli and Zigler, 2019).

Spillovers are intrinsic in marketplaces, which are
all about strategic interactions where people respond to
incentives. That’s different from Fisher and Neyman’s
settings, where there are plots of land that don’t care
whether you put fertilizer A or fertilizer B there (Neyman,
Iwaszkiewicz and Kołodziejczyk, 1935). In settings with
strategic interactions, the economic aspects of the prob-
lem require that you put some structure on the spillovers.
That makes these experimental design questions interest-
ing, when they do not address purely statistical questions,
but they interact in an important way with the economics.
Collaborating with statisticians and computer scientists
helps to bring different insights and ideas to these ques-
tions.

Often we use experiments solely for answering direct
decision questions: should we implement this intervention
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or not? Alternatively, you can think of any single experi-
ment as providing incremental knowledge. You may want
to think about combining the information from experi-
ments with models based on subject matter knowledge to
fill in the gaps where the models contain less informa-
tion. So, you can think of experiments as just buying you
information—

Julie: To identify key parts of the model.
Guido: Exactly, and not just for one particular question,

but to learn about the overall structure of the problem.

9. WORK WITH TECH COMPANIES, DATA ACCESS

Fabri: We would like to ask about your consulting
work with tech companies.

Julie: And specifically data access. I’m sympathetic to
the fact that the tech companies have a liability to keep
data secure. But they have become a gatekeeper to data
on much of the economy now, and this can make it diffi-
cult for independent academic researchers to have access
to information that’s important for understanding policy
effects. Do you see a way of making sure that indepen-
dent research doesn’t get shut out?

Guido: Fairly early on when I was at Stanford, I spent
a summer at Facebook. Formally, I was an intern. I had a
desk and would go there a couple of days a week. I was
working with Dean Eckles who is now at MIT, and Ey-
tan Bakshy. The setup there was like many tech compa-
nies, just big open spaces. In the area where I was work-
ing, there were probably 100 to 200 people, all sitting or
standing at their desks. It reminded me of pictures from
early 20th century textile factories, where you see women
standing at rows of sewing machines. All the desks were
the same, probably 70% used them as standing desks and
30% as sitting desks, just row after row of people typing
on their computers.

Fabri: I would hate working by standing!
Julie: You could be one of the people sitting down!
Guido: Yes! You could move your own desk up and

down; that was an individual choice. But it does create
differences compared to people sitting in separate offices.
One is that people were not surfing the web; people were
working. And it was nice to be able to ask questions to
people nearby about what you were working on. At some
level, the interruptions could be annoying, but it was also
nice to have people immediately around. If people didn’t
want to be disturbed, they would wear headsets.

At that time, Facebook had done a couple of interesting
experiments, such as looking at how a change to people’s
news feeds affect what they subsequently post. It’s clear
that Facebook needs to think about what to put in your
news feed. They want to show things that are relevant to
you and not show the same thing to everybody.

There was one result that if you show people happier
pieces of news, they’re more likely to post happy things

themselves. Of course that seems likely to be true, and
it’s important to know what the implications are. There’s
psychology research showing that people are affected by
others’ behavior. Facebook got bad press about this at the
time, which I didn’t quite understand. But the bad press
clearly made it attractive for Facebook to say, “We are
not giving out this type of data, or publishing this type
of research.” And presumably, my guess is that, they’re
doing some of it now just internally.

Julie: Did they do the research at the time to write up
formally into papers or just for internal presentations?

Guido: I think that research was done by a mix of peo-
ple from the outside and from Facebook and published
in a journal (Kramer, Guillory and Hancock, 2014). The
outside researchers had strong incentives to publish the
research, and Facebook must not have considered it a big
problem at the time. But once a company becomes large
it’s easy for others to give that type of research a nega-
tive spin. At that point, company lawyers are likely to say,
“This activity has a lot of risk and little upside.”

It was not so different from when I worked with Don
Rubin and Bruce Sacerdote (Imbens, Rubin and Sacer-
dote, 2001) on the lottery. When we first went to the lot-
tery commission in Massachusetts, they had had some bad
publicity and they thought our research would be a way of
showing that people who win the lottery are happier and
doing well. They still went to their lawyers to ask about
risk, but then they gave us access and we surveyed peo-
ple. At some point, though, one of the people we surveyed
complained: “Why is the lottery giving out my address to
these researchers who ask me invasive questions?” Then
the lottery commission was reluctant to engage further. In
all these cases, the risk for the companies is potentially
large and the upside potential is very small.

Julie: From the organization’s perspective. From the
perspective of academic progress, the upside could be big.

Guido: That’s correct. But the way the system is set up
now, the companies might get a little bit of good publicity,
but pretty much all of it is downside risk for them. There’s
no reason for someone to take that risk because it can only
come back to haunt them. They’re never going to get any
credit for giving out the data.

Julie: In that telling of the story, it seems things have
not changed much.

Guido: I think that early on, when companies are small,
they don’t have lawyers to worry about the downside
risk—and the risk is small because the companies are
small. But as soon as you have a regular legal department,
someone’s going to say, “There’s no reason to do this.”
Early on, if you talk to the founding generation of these
companies, they’re always doing things that are high risk
and they don’t care that much.

Julie: You think the founders have a greater tolerance
for risk?
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Guido: Yes, I do. I think the benefits are more tangi-
ble for them. They’re actually interested in learning about
these things, and they value the expertise of outside re-
searchers who can help them with their questions. But
over time, I think the risks loom much larger than the ben-
efits. Now some students do internships at these compa-
nies so they can use the data there, but getting data out-
side is very hard. The privacy regulations now, especially
in Europe, make it much harder and make the burden of
proof much higher.

Fabri: Although I do understand the risk for these
firms, at the same time, there is also a social responsi-
bility.

Guido: Yes. But those benefits are not internalized by
the lawyers. The legal departments are directly worried
about antitrust issues and reputational risks. The Face-
book example is convincing. You do need to decide what
to put in peoples’ news feeds but you’ll never stop peo-
ple from saying that you’re manipulating behavior. If you
look at traditional newspapers, there is space devoted to
things that make people feel good. They don’t solely pub-
lish the most newsworthy things.

Julie: You’re pointing out the fact that although the size
of the companies may change the nature of the problem,
these are longstanding issues. And on that point, there are
things that can be done, like anonymizing data, that still
allow researchers to make progress on important issues.
Maybe anonymizing doesn’t solve the concerns in some
cases, but how optimistic are you that outside researchers
will be able to get access?

Guido: A fundamental problem is that all these compa-
nies have objectives. The objectives may be good for so-
ciety, but they may also have negative impacts on groups.
Uber or Lyft have been bad for taxi companies, no ques-
tion. And so research could reveal effects that make the
company look bad or good. If you do an analysis of data
from Uber or Lyft and you write a paper that shows how
many taxi drivers they’ve put out of work, that’s going
to look bad. So, the companies have an incentive to al-
low research that emphasizes the good things and does not
emphasize the bad things. There are probably many ben-
efits from having platforms like Uber and Lyft, in terms
of workplace flexibility or road safety. And so you can
imagine that if you’re Lyft, you would be happy to give
access to data for people to study those issues but not for
studies of the effect on taxi drivers. This is not even a
privacy issue. The data could be completely anonymized,
but there’s still potential for a message about the company
that creates awkward incentives.

Julie: Well, that’s been the case even for data sets that
are being made available to academics. The policy land-
scape shifts and all of a sudden, even if you had access
to data, you’re no longer allowed to study antitrust issues,
for example.

Guido: I think that’s really more than the privacy issue.
It is hard to see how you would convince the companies
or make it attractive for them to allow for that, because for
the researchers there’s an incentive to do things that gener-
ate public interest, and public interest may be heightened
if there’s some clear negative or positive effect.

10. ROLE OF MACHINE LEARNING: PREDICTION VS.
CAUSAL INFERENCE AND CAUSAL DISCOVERY

Fabri: We already touched on this topic, but I wonder
if you want to say more on the role of machine learning,
especially in causal inference.

Guido: The two biggest changes I have seen in econo-
metrics since I have been in the profession are causal in-
ference and machine learning. Machine learning has im-
proved many of the things we used to do poorly. We used
to do nonparametric regression using kernel methods, and
we knew that it was not working very well as soon as
there were more than a couple of variables. For super-
vised learning (or prediction) problems, the new methods
are vastly superior. This has direct implications for causal
questions where prediction is also involved, because if
we can separate the problem into causal and prediction
components, we can import better prediction methods into
causal inference.

But I think there is also a shift in perspective and
emphasis. In econometrics, in particular, we used to be
focused on methods for which there was a particular
set of properties—consistency, asymptotic normality and
no asymptotic bias—so that we could construct confi-
dence intervals. This is what you see in journals, and the
econometrics profession has probably overemphasized
this. Machine learning methods have made it clear that
we are not necessarily always interested in inference. For
pure prediction- or classification-type problems, it may be
sufficient to have good out-of-sample properties. I think
this is an important insight that the econometrics litera-
ture paid little attention to previously.

Now, out-of-sample properties are much harder to es-
tablish for causal questions because fundamentally we
cannot directly verify or validate them. In many cases, we
do need to find ways of adapting these machine learning
methods to causal settings and I think they are going to be
incredibly useful there.

Other parts of the computer science literature do differ-
ent things, like causal discovery methods. It’s still hard for
me to see exactly where causal discovery is taking us; ask-
ing why something happened, instead of what the effect
of something is. These problems are called by Andrew
Gelman “reverse causal questions” (Gelman and Imbens,
2013), and we often see them in policy and consulting set-
tings. “Something went wrong; why did it go wrong? Was
it because of X, or because of Y , or because of something
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else entirely?” We haven’t studied them in the causal lit-
erature very well. One difficulty is understanding exactly
what is meant by that question: how far back do you have
to go to have a satisfactory root cause or satisfactory ex-
planation?

Fabri: In some settings, you may have a better idea of
how far back you have to go. When using genomic data,
for example, it is a closed set of variables that you can
consider. Causal discovery may not tell you exactly what
the cause is, but it can be suggestive of possible causes.

Guido: Yes, there is room for progress to be made. The
causal discovery results are probably going to be help-
ful in doing that, and this is a place where the interdisci-
plinary nature of the field is useful.

11. CAUSAL INFERENCE IN MACRO

Fabri: Let’s discuss the role of causal inference in
macroeconomics.

Guido: In macro, we typically don’t have units such
that we can think about an experiment or about varying
the treatments, because there’s a single economic system
and an equilibrium, and if you perturb the system in par-
ticular ways, there are effects on multiple sets of agents,
and we need to unpack those effects and incorporate what-
ever equilibrium we think is right.

In the 1990s, I remember Christie and David Romer
(Romer and Romer, 1994) looked at the effect of mon-
etary policy on output. Previously, people had looked at
these questions by running regressions of, say, output on
interest rates. The Romers used the minutes of the Fed-
eral Reserve (Fed) meetings and saw that there were times
when it was clear the Fed was going to raise or lower in-
terest rates. They argued that you couldn’t learn much
from those episodes because those events had already
been taken into account in the economy. But if, on the
day before a Fed meeting, the Wall Street Journal didn’t
know what the Fed was going to do, then you could look
at the subsequent reaction to see what the causal effect
was. That gives something closer to an experiment and
you get closer to estimating a causal effect. I felt that work
was very much in the spirit of causal inference in the mi-
croeconomic literature.

For instance, it relates to some of the microeconomic
studies of the perception of race and gender on labor
market outcomes. Claudia Goldin and Cecilia Rouse
(Goldin and Rouse, 2000) studied the effect of gender
discrimination in orchestra auditions by looking at audi-
tions where the musicians were behind curtains, so the
committee couldn’t see what different musicians looked
like. Marianne Bertrand and Sendhil Mullainathan studied
racial discrimination (Bertrand and Mullainathan, 2004)
by changing names on resumes in a way that would affect
perceptions of job candidates’ race, and then analyzed
the causal effect of the name changes. In all these cases,

thinking about something you can actually change, even
if it is just the perceptions that you can change, and not
the reality, can be helpful for understanding what you can
learn from observational data.

12. THE ROLE OF PRIZES, AND CULTURAL
DIFFERENCES BETWEEN ECONOMICS AND

STATISTICS

Fabri: How do you think prizes affect the culture or
environment in different fields?

Guido: Prizes are a good thing and a bad thing. It’s
clear that they draw a bright line between researchers that
doesn’t do justice to reality. There are often many people
working in areas and even if you could agree on the mer-
its of particular contributions, there is no reason to draw a
bright line between one contribution and a slightly better
or worse contribution. That is the awkward part of prizes.
At the same time, prizes are clearly effective in bring-
ing attention to fields. From that perspective, I think the
Nobel Prizes in 2019 (for Abhijit Banerjee, Esther Du-
flo and Michael Kremer for experimental evaluations in
development economics) and 2021 (partly for causal in-
ference) brought attention in economics to causal meth-
ods; similarly with the Frontier of Knowledge and Tur-
ing awards that Judea Pearl won for causal inference, and
the Rousseeuw prize that Jamie Robins, Eric Tchetgen-
Tchetgen, Thomas Richardson, Miguel Hernán and An-
drea Rotnitzky won, also for causal inference.

In general, since 1969 when they added the economics
prize to the set of Nobel prizes, I think it’s overall been
very good for economics. It generates outside interest in
what people are doing; economics has been good at man-
aging prizes and getting publicity for them, such as the
Clark medal for the most influential economist under 40.
What the optimal number is; that’s tricky. You want a
small enough number that prizes get outside attention. In
statistics, there isn’t a single prize that generates the same
kind of attention.

At one of the Nobel events, someone from the Nobel
Foundation asked David Card and myself, if they were to
ever add Nobel prizes in other areas, what would be good
areas? Both David and I said that Data Science and Com-
puter Science were arguably the most natural areas to add.
I don’t know whether they ever will; they haven’t added
any prize in 50 years or so. But prizes can generate atten-
tion and funding to basic research. And to the credit of the
Nobel Foundation, they’ve managed the prize very well,
with effective outreach to high schools and other places.

Fabri: On a more personal side, what are the privileges
and responsibilities you face with the prize?

Guido: In the end, there are a lot of good things and
not really any bad things that come out of it. The most
challenging thing is that there is pressure to weigh in on
topics that you don’t know much about. I get asked to do
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FIG. 5. (Left to right) Carleton Imbens, Susan Athey, Guido Imbens,
Sylvia Imbens, and Andrew Imbens, early morning after the Nobel
Prize announcement, October 11, 2021.

things that I didn’t get asked to do before, but most of
those are fun. It’s easier to get in touch with people or
organizations that I want to talk to. And you get to meet
interesting people! I met the reggae artist Shaggy at the
2022 Brown University commencement and he was really
fun to talk to.

Fabri: Do you feel pressure that, going forward, your
work is going to be more scrutinized?

Guido: No. I enjoy doing research and I don’t think
it’s going to be better or worse now. I remember talking
to one of the other Nobel laureates in medicine, who had
had a grant application rejected the week after the prize.
In the 5 months after the prize, I had five papers back from
journals: one very grumpy revise and resubmit, and four
rejections. I don’t think it is going to get any better, but I
think it takes away the right to complain!

Julie: How do you think the cultures of economics and
statistics differ?

Guido: The cultures of the two fields are quite differ-
ent. Statistics is broad because so many fields have a con-

FIG. 6. After the Nobel ceremony in Stockholm, (left to right) An-
drew, Guido, Sylvia, Carleton, December 10, 2022.

nection to statistics. That’s led to different types of de-
partments. Sometimes, statistics departments teach all the
statistics courses, including for all the separate fields, and
sometimes they only teach their own students, and all the
other departments teach their own statistics courses. That
leads to a culture where it’s not always clear what the
role of subject-matter knowledge is and how big a role
that plays in the methods people use. It also has advan-
tages, with people coming in with different backgrounds
and questions.

In econometrics, the connection to economics has been
important from the beginning. People like Jan Tinbergen
were focused on problems that naturally arose in eco-
nomics: for example, how you separate out the demand
function from the supply function. This is fundamentally
not a question you can answer without thinking about
where the equilibrium concept is coming from. Person-
ally, I have always found it helpful to have the connection
to economics to motivate some of the problems. I think for
statisticians in general, it’s helpful to have a connection to
a substantive field, whether that’s biology or a social sci-
ence, to motivate and ground the questions.

13. WRITING, CHOOSING RESEARCH PROJECTS,
EDITORIAL WORK, STUDENTS

Fabri: Do you have any memorable experiences of
writing, either of papers, like Angrist, Imbens and Rubin,
1996, or of the book with Don (Imbens and Rubin, 2015)?

Guido: Two of my big influences in terms of writing
were Don and Josh. They were both adamant about par-
ticular parts of their writing styles; where the commas
went, what the sentence structure should be, what the pa-
per structure should be. They would keep rewriting un-
til they had things the way they wanted them. I learned
from them to enjoy the process of writing and I try to get
things to the point where I’m happy. That’s not necessar-
ily always successful! But I do value that part of the job.
The early papers with Josh took a lot of time in terms of
writing. And for the book with Don, we kept writing and
rewriting it to make it feel right. We started talking about
writing it in 1995–1996 when we were teaching our causal
inference course. But we both kept getting distracted by
other projects, so it took a long time to get to the finish
line. But it was very enjoyable!

Julie: How do you manage your editorial work at
Econometrica, and how do you choose which research
projects to work on? I always find in my own work that
choosing which projects to work on is easier than choos-
ing which projects not to work on. So, there’s this triage
process every morning when you wake up. There’s always
100 things to do, and you only have time to do 10 of them.

Guido: The editorial work takes a lot of time; it’s a
constant flow. It’s hard when you travel and you don’t get
some of it done and there’s immediately a backlog. But
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at the same time, it’s important. It’s the way the profes-
sion works. I feel by doing that, I can have an impact by
publishing work that I think is good, and by making the
work that we do publish better. Editors do not necessarily
get credit for helping other people, but I don’t really need
that at this stage of my career. I have had more credit than
I need, or possibly than I deserve, and I like the editorial
work as a way of influencing the direction the profession
takes.

And yes—choosing things to work on is always hard.
Sometimes projects seem like they will be useful to work
on and I get excited and put effort into them for a sus-
tained period of time. And other things take years to fig-
ure out how to do and sometimes die a slow death because
I lose interest in them. That’s always hard, especially if
it’s with coauthors because they may have different in-
centives. It’s hard to figure out when to stop a project, and
it’s hard not to get involved in too many things. I try to
commit the night before to what I’m going to do the next
day but I rarely manage to stick to it.

Julie: Does it stress you out?
Guido: No, I don’t get stressed about it. It probably

stressed me out more at other stages in my career, even
though when I look back now, there were many fewer
things to worry about, and fewer projects to choose be-
tween. Now, deadlines come and go.

Julie: Let me ask you about students, which is a funny
thing for me to ask you about, I guess!

Guido: Which ones are my favorite students? That’s
like, “Which one is my favorite child?”

Julie: Exactly! At each of the different universities
you’ve been at, you’ve connected with a new group of stu-
dents. What impact have students had on your research?

Guido: Working with students is one of the fun parts
of academic jobs. Teaching is fun, but it’s more intense
with students you’re advising; seeing them grow, starting
off nowhere close to the research frontier, then learning
about that and then going beyond the frontier. Seeing that
growth process is gratifying. The other thing that’s fun is
working with them and learning from them; seeing them
come up with things that you didn’t know. That’s been
true at all the places I’ve been. At each place, it took a
couple of years to have a group of students who were in-
terested in the areas I was interested in. But it would al-
ways end up being fun. That’s probably the hardest part
of moving on to other places, leaving students and having
to start from scratch again.

14. WOMEN IN STATISTICS AND ECONOMICS

Fabri: Neither statistics nor economics has many
women. But you’ve coauthored with women and men-
tored women. And you’re married to a prominent female
economist, Susan Athey. So you’ve had different front

FIG. 7. (Left to right) Orville Burrell (aka the reggae artist Shaggy)
and Guido Imbens getting honorary degrees at Brown University com-
mencement, May 28, 2022.

row seats over the years. How has the profession changed
for women?

Guido: I don’t think we are there yet, but it has changed
a huge amount. I remember when I was a junior faculty
member at Harvard, I was at a seminar dinner and the
chair of the department and his wife were there, as well
as two female junior faculty and some others. The wife
of the chair at some point started talking about how she
thought women should not be working in the labor force,
and they should be staying at home and looking after chil-
dren. I was a very junior person, but the chair did not say
anything supportive, given that there were two female ju-
nior faculty there, both trying to do their research and
get tenure. And this now seems an astonishing situation
and incredibly inappropriate from the chairman’s perspec-
tive not to call that out. Relative to that, I think we have
changed a huge amount.

But many changes are very recent. At Econometrica,
we have six or seven coeditors serving concurrently. Until
I became editor at Econometrica, there had only been one
female coeditor in the 90-year history of the journal. Now
we have three female coeditors and a fourth one coming
on board soon. We also recently had the first female pres-
ident of the society [Pinelopi Koujianou Goldberg, Presi-
dent in 2021], which had never happened in the previous
90 years of the society.

Graduate programs are now much more balanced in
terms of gender, but it’s not there yet in terms of se-
nior faculty, where most departments still have very few
women. And you see it in other parts of the profession—
only two women have won the Nobel prize in economics,



A CONVERSATION WITH G. W. IMBENS 371

both fairly recently, compared to, say, eight in chemistry,
some, like Marie Curie, going a long way back.

One of the things I see at Econometrica is that review-
ers tend to be aggressive and negative in a way that’s not
supportive of junior researchers. It’s not necessarily that
they’re more aggressive against female authors, but it cre-
ates an environment that I think many people, and many
women, in particular, are not comfortable with. So, one
of the things I’m trying to change at Econometrica is to
make sure that reviews are more professional and less per-
sonal.

Julie: More constructive. It’s hard to be constructive.
Guido: Well, that’s true, but it’s easy to be more polite.

And I think that’s one place to start.

15. MARRIAGE AND PARENTING

Fabri: I’d like to ask about your work with your wife.
Susan (Athey) is also an active, high-profile researcher.
How do the two of you support each other and juggle ev-
erything?

Guido: Well, our responsibilities at work are a little
different. Most days, I have fewer things that cannot be
changed last minute. Teaching responsibilities cannot be
changed. But other than that, most of my meetings and
days are filled doing editorial stuff, which cannot be post-
poned indefinitely, but can always be moved from one day
to the next. And I don’t like to cancel student meetings,
but if I move a student meeting to the next day, that’s not
a disaster. I like to keep my days flexible enough so that I
can move things around.

Before the pandemic, Susan tended to have a lot of
travel, which generated inflexibility in her schedule. My
schedule tended to be more flexible with less travel, so
that helped. And we have a full-time nanny, even though
the kids don’t need that much help so that helps with lo-
gistics and last-minute things. It also helps that Susan and
I have common research interests. Susan is broader than
I am, but I understand the things she’s working on. We
discuss what we are both doing on a daily basis, so that
helps create a supportive environment. Her work is more
stressful than what I do. She has a lab, and managing that
creates inflexibility and pressure to deliver.

Since the Nobel prize, some of the things I’m doing are
less flexible and there’s been more demand on my time,
and Susan has been incredibly supportive. She knows
what some of these things entail, such as giving large pub-
lic lectures, so she’s been helpful in giving advice.

Julie: Has parenting played a role in the way you ap-
proach mentoring or research? Or has it changed the way
you engage in your work?

Guido: That’s an interesting question. None of the kids
are particularly interested in economics. They all have dif-
ferent interests. So, parenting has been good as a way of
focusing on different things and being forced to take a

break. Living in California makes it easy to go to the coast
and hike on the beach or go kayaking. Parenting keeps
you sane.

Julie: Someone once asked me what I do to get inspired
to teach undergrads. I said, “At dinner, my kids often ask
what I’m working on, and I’ll explain my lecture to them.
And if there’s any part of that where I’m not connecting
with them, they identify it immediately.” There’s a sense
in which it does directly affect my work.

Guido: Yeah! For the Nobel prize, Stanford did a video
where I explained to my kids what I was doing.2 One of
my colleagues is now using that in his classes; apparently,
it helped to explain the content more clearly than I was
doing before.

Julie: What do your kids make fun of you for?
Guido: I think they make fun of us for being so obses-

sive about our work. But I think they generally view us
with some amusement. You see that in the YouTube video
with the kids’ interviews.

16. FINAL REMARKS

Fabri: What do you think is going to be important go-
ing forward in econometrics? Are you optimistic about
certain directions of the field?

Guido: I think it’s an exciting time to be doing econo-
metrics, and data science and statistics in general. And I
think what makes it exciting is partly the interdisciplinary
nature of the work now; there are many substantive ar-
eas where there is interest in sophisticated data analysis. I
think combining methods from different areas and collab-
orating across different disciplines is promising.

Computer scientists are doing a huge amount of inter-
esting work in causality and causal discovery. I think,
at some level, one of the biggest challenges is finding
good ways of bringing in subject-matter knowledge in a
way that improves machine learning and purely statistical
methods and finding approaches that are subject-matter
specific.

Julie: Do you see statistics and econometrics being
more customer-focused, in that sense, going forward?

Guido: I think some of that is happening now. In econo-
metrics certainly, there is more interaction between peo-
ple doing empirical work and people doing pure econo-
metrics. And that’s been good.
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