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#### Abstract

We study the Langevin dynamics corresponding to the $\nabla \phi$ (or Ginzburg-Landau) interface model with a uniformly convex interaction potential. We interpret these Langevin dynamics as a nonlinear parabolic equation forced by white noise, which turns the problem into a nonlinear homogenization problem. Using quantitative homogenization methods, we prove a quantitative hydrodynamic limit, obtain the $C^{2}$ regularity of the surface tension, prove a large-scale $C^{1, \alpha}$-type estimate for the trajectories of the dynamics, and show that the fluctuation-dissipation relation can be seen as a commutativity of homogenization and linearization. Finally, we explain why we believe our techniques can be adapted to the setting of degenerate (non-uniformly) convex interaction potentials.
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## 1 Introduction

### 1.1 Motivation and informal summary of main results

Random surfaces in statistical mechanics are used to model the interface separating two pure thermodynamic phases. In classical effective interface models of this type, the interface is represented by a function $\phi: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ to which one associates an energy applied to the discrete gradient of the field and defined as follows. On a finite set $\Lambda \subset \mathbb{Z}^{d}$ and with a prescribed tilt $p \in \mathbb{R}^{d}$, each surface $\phi: \Lambda \rightarrow \mathbb{R}$ satisfying the Dirichlet boundary conditions $\phi=0$ on $\partial \Lambda$ is assigned the energy

$$
\begin{equation*}
H_{\Lambda, p}(\phi)=\sum_{\substack{x, y \in \Lambda^{+} \\|x-y|=1}} V(p \cdot(y-x)+\phi(y)-\phi(x)), \tag{1.1}
\end{equation*}
$$

[^0]where $\partial \Lambda$ is the external vertex boundary of $\Lambda, \Lambda^{+}$is the set $\Lambda \cup \partial \Lambda,|\cdot|$ denotes the Euclidean norm, $V: \mathbb{R} \rightarrow \mathbb{R}$ is an interaction potential.

In this paper, we assume that the interaction potential is symmetric, uniformly convex and $C^{1,1}$, that is, $V^{\prime}$ is Lipschitz and there exist two constants $c_{-}, c_{+} \in(0, \infty)$, such that the second derivative $V^{\prime \prime}$ satisfies

$$
\begin{equation*}
c_{-} \leq V^{\prime \prime}(x) \leq c_{+} \quad \text { for almost every } x \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

The law of the random surface is then given by

$$
\begin{equation*}
\mu_{\Lambda, p}(d \phi):=\frac{1}{Z_{\Lambda, p}} \exp \left(-H_{\Lambda, p}(\phi)\right) \prod_{v \in \Lambda} d \phi(v) \tag{1.3}
\end{equation*}
$$

where $d \phi(v)$ denotes the Lebesgue measure on $\mathbb{R}$ and $Z_{\Lambda}$ is the constant which makes $\mu_{\Lambda}$ a probability measure. Under the assumption (1.2), it is known that, in any dimension $d \geq$ 1 [46], the measures $\mu_{\Lambda, p}$ converges as $\Lambda \rightarrow \mathbb{Z}^{d}$ to a unique infinite-volume translationinvariant and ergodic Gibbs measure on the space of gradient fields (or configurations on $\mathbb{Z}^{d}$ modulo constant), which we denote by $\mu_{\infty, p}$. In dimension $d \geq 3$, the infinite-volume measures can be defined on configurations of $\mathbb{Z}^{d}$ and not only gradient fields; we will denote them by $\mu_{\infty, p}$.

The model (1.3) is known as the (uniformly convex) $\nabla \phi$-model or discrete GinzburgLandau model and has been extensively studied under the assumption (1.2). We refer to [45, 77, 81] or Section 1.4 below for an overview of its literature.

The Gibbs measure $\mu_{\infty, p}$ is naturally associated with the following Langevin dynamic

$$
\begin{equation*}
d \phi(t, x)=\sum_{\substack{y \in \mathbb{Z}^{d} \\|y-x|=1}} V^{\prime}(p \cdot(y-x)+\phi(t, y)-\phi(t, x)) d t+\sqrt{2} d B_{t}(x) \tag{1.4}
\end{equation*}
$$

where $\left\{B_{t}(x): x \in \mathbb{Z}^{d}, t \in \mathbb{R}\right\}$ is a family of independent Brownian motions, and the notation $x \in e$ means that the vertex $x$ is one of the endpoints of the edge $e$. Specifically, the measure $\mu_{\infty, p}$ is stationary, reversible and ergodic with respect to the dynamic (1.4). We denote by $\phi(\cdot, \cdot ; p): \mathbb{R} \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ a stationary solution of the Langevin dynamic (1.4) (defined modulo constant in dimension $d=2$ ), and refer to [46, 47] for a proof of its existence.

One generally wishes to understand the large-scale, macroscopic, statistical behavior of the dynamic $\phi(\cdot, \cdot ; p)$ and its discrete gradient. In this direction, two questions are of particular importance:

- The hydrodynamic limit. The first one aims at establishing that the large-scale behavior of the stochastic dynamic is governed by the solution of a suitable, deterministic partial differential equation. In the case of the uniformly-convex $\nabla \phi$-model, the hydrodynamic limit was established by Funaki and Spohn [46]. Their result asserts that the macroscopic behavior of the dynamic is governed by the deterministic, nonlinear parabolic equation

$$
\partial_{t} h-\nabla \cdot D_{p} \bar{\sigma}(\nabla h)=0,
$$

where the function $\bar{\sigma}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is $C^{1,1}$ and uniformly convex, intrinsic to the model, called the surface tension. It is defined in (3.34) below and $D_{p} \bar{\sigma}$ denotes its gradient.

- The scaling limit. A second important problem is to understand the fluctuations of the Langevin dynamic around the deterministic profile. The question was settled by Naddaf-Spencer [71] and by Giacomin-Olla-Spohn [47]. Specifically, it is established
in [47] that the fluctuations of the space time dynamic $\phi(\cdot, \cdot ; ; p)$ are described by an infinite-dimensional Ornstein-Uhlenbeck process of the form

$$
d \Phi_{t}=\nabla \cdot \overline{\mathbf{a}}(p) \nabla \Phi d t+\sqrt{2} \dot{W}
$$

where $\overline{\mathbf{a}}(p)$ is a deterministic uniformly elliptic matrix and $\dot{W}$ is a normalized spacetime white noise. The article [47] (see also [45, Problems 5.1 and 11.1]) additionally conjectures that the surface tension $\bar{\sigma}$ is twice continuously differentiable and that the coefficient $\overline{\mathbf{a}}(p)$ is related to the surface tension via to the formula:

$$
\begin{equation*}
\overline{\mathbf{a}}(p)=D_{p}^{2} \bar{\sigma}(p) . \tag{1.5}
\end{equation*}
$$

The identity (1.5) is known as the fluctuation-dissipation relation, and was recently established by Armstrong and Wu [14] under the assumption that the second derivative of the potential $V$ is Hölder continuous.

The strategies developed in the articles [46] and [71, 47] rely on different sets of tools. The proof of Funaki and Spohn is based on the techniques developed in the setting of the Ginzburg-Landau equation with a conserved order of parameter (see [57]). They establish by an entropy argument that the local space-time averaging of the law of the dynamic is a mixture of infinite-volume shift-invariant and ergodic gradient Gibbs measures. They then classify these measures by proving that, for any prescribed tilt $p \in \mathbb{R}^{d}$, there exists a unique shift-invariant and ergodic gradient Gibbs measure (the measure $\mu_{\infty, p}$ ).

The proof of the scaling limit of Naddaf-Spencer [71] relies on the observation that the correlation structure of the scaling limit can be identified by homogenizing an infinitedimensional PDE, called the Helffer-Sjöstrand PDE based on the work of Helffer and Sjöstrand [59, 78]. This analytic technique successfully identified the scaling limit of the $\nabla \phi$-model, and was reworked probabilistically and extended by Giacomin-Olla-Spohn [47] who reformulated the question of the homogenization of an infinite-dimensional PDE into the proof of an invariance principle for a random walk evolving in a dynamic, random environment. The question admits a third, equivalent, reformulation: the identification of the correlation structure of the scaling limit boils down to establishing homogenization for the discrete parabolic equation (see (2.15))

$$
\begin{equation*}
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u=0 \text { in } \mathbb{Z}^{d} \tag{1.6}
\end{equation*}
$$

with the random environment $\mathbf{a}:=V^{\prime \prime}(\nabla \phi(\cdot, \cdot ; p))$.
In this article, we propose to view the Langevin dynamic (1.4) as a nonlinear parabolic equation forced by white noise, allowing us to apply recently developed methods in quantitative stochastic homogenization [13, 9, 8, 42, 28]. In this way we circumvent the need to analyze the infinite-dimensional Helffer-Sjöstrand equation, whose role is played instead by the linearized Langevin dynamics-which turns out to be the linear, uniformly parabolic equation (1.6). This interpretation of the model, which is explained in more detail in Section 1.3 below, allows to reformulate previous results for the $\nabla \phi$-model in terms of homogenization. For instance:

- The hydrodynamic limit of Funaki and Spohn [46] is a homogenization theorem, and the limit can therefore be quantified using homogenization methods. This is the subject of our first main result, Theorem 1.1 below.
- The parabolic equation (1.6) corresponds to the linearized equation in [9, 8, 42, 28], that is, the Langevin dynamics linearized around the trajectories. The identification of the correlation structure and proof of the scaling limit for the Gibbs measure
turns out to be equivalent to a homogenization statement for this linearized equation. Since this equation is uniformly parabolic, quantitative homogenization estimates for it are essentially known (see [6]) but we will not present them here.
- The surface tension $\bar{\sigma}$ corresponds to the effective Lagrangian (see (1.23)). Note that the regularity of the effective Lagrangian in the setting of stochastic homogenization has been studied in detail in [8], and so we should expect that similar methods are applicable here. The fluctuation-dissipation relation in this terminology is known as the commutativity of homogenization and linearization, because it essentially says that the homogenized coefficient for the linearized equation is equal to the coefficient for the linearization of the homogenized equation (see [9, 8, 42]). The identity (1.5) was established in [14] under the assumption that $V^{\prime \prime}$ is Hölder continuous, based on a different approach which relied on a quantification of the homogenization of the infinite-dimensional Helffer-Sjöstrand PDE.

Our motivation to develop this approach is threefold:
(i) We use the connection between Langevin dynamics and stochastic homogenization to strengthen some results known in the field and establish new ones. In this direction, we establish two theorems: in Theorem 1.1, we obtain a quantitative version of the hydrodynamic limit of Funaki and Spohn [46], quantified both over the rate of convergence and the stochastic integrability. In Theorem 1.3, we prove the $C^{2}$-regularity of the surface tension $\bar{\sigma}$ under the assumption that the potential is $C^{1,1}(\mathbb{R})$, generalizing the result [14] where the regularity is proved for potentials $V$ whose second derivative is Hölder continuous, and solving the conjecture of [47] and [45, Problem 5.1] in full generality.
(ii) We show that a quantitative version of the hydrodynamic can be used to develop a large-scale regularity theory for the model (following [16, 17, 13, 52]). In this direction, we prove a Lipschitz and $C^{1, \alpha}$ regularity estimate for the dynamic in Theorem 1.5. Large-scale regularity is fundamental in stochastic homogenization, and we expect it to play a similarly important role in this setting.
(iii) We believe that the approach developed in this article can be extended to a class of non-uniformly convex potentials; for instance, degenerate potentials of the form $V(x)=|x|^{p}$ for $p>2$ (see [65] for recent progress on these models), or more generally to potentials satisfying $c_{-}|x|^{p-2} \leq V^{\prime \prime}(x) \leq c_{+}|x|^{p-2}$ for some $c_{-}, c_{+} \in(0, \infty)$ and $p>2$. These models correspond to homogenization problems involving equations with degenerate coefficients. However, quantitative stochastic homogenization methods have been developed which are quite robust and able to handle such degeneracies (see for instance [7]).

We refer to Section 1.3.3 for a more detailed discussion regarding the question of degenerate potentials and the prospective applications of the large-scale regularity theory in this framework.

### 1.2 The main results

The first main result of this paper is a quantification of the hydrodynamic limit proved in [46]. Our approach is different from the one of [46] and is based on the quantitative stochastic homogenization methods introduced in [53,54, 12], extended to the parabolic setting in [6].

In order to state the result formally, we first introduce a few notation. We let $D \subseteq \mathbb{R}^{d}$ be a bounded $C^{1,1}$ domain, let $I=(-1,0)$ and define the parabolic cylinder $Q=I \times D$. For $\varepsilon>0$, we discretize the sets $D$ and $Q$ at scale $\varepsilon$ by setting $D^{\varepsilon}:=\varepsilon \mathbb{Z}^{d} \cap D$, $Q^{\varepsilon}:=I \times D^{\varepsilon}$, we also denote by $\partial D^{\varepsilon}$ the external vertex boundary of the set $D^{\varepsilon}$ and by
$\partial_{\text {par }} Q^{\varepsilon}:=\left(\{-1\} \times D^{\varepsilon}\right) \cup\left(I \times \partial D^{\varepsilon}\right)$ the parabolic boundary of the cylinder $Q^{\varepsilon}$. Given a function $v: Q^{\varepsilon} \rightarrow \mathbb{R}$, and a point $(t, x) \in Q^{\varepsilon}$, we denote by

$$
\begin{equation*}
\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} v\right)(t, x)=\frac{1}{\varepsilon} \sum_{\substack{y \in D^{\varepsilon} \\|x-y|=\varepsilon}} V^{\prime}\left(\frac{v(t, y)-v(t, x)}{\varepsilon}\right) \tag{1.7}
\end{equation*}
$$

We also define the $L^{2}\left(Q^{\varepsilon}\right)$-norm of the function $v$ according to the formula

$$
\|v\|_{L^{2}\left(Q^{\varepsilon}\right)}=\varepsilon^{d} \int_{I} \sum_{x \in D^{\varepsilon}}|v(t, x)|^{2} d t .
$$

We denote by $H^{2}(Q)$ the standard Sobolev space on the space-time cylinder $Q$ and discretize a function $f \in H^{2}(Q)$ at scale $\varepsilon$ by setting $\widetilde{f}_{\varepsilon}(t, x):=(2 \varepsilon)^{d} \int_{[-\varepsilon, \varepsilon]^{d}} f(t, x+y) d y$. We fix through the article a collection of Brownian motions $\left\{B_{t}(x): x \in \mathbb{Z}^{d}, t \in \mathbb{R}\right\}$ (see (2.1)) and measure the stochastic integrability of a random variable $X$ as follows: given an exponent $s>0$ and a constant $K>0$, we denote by

$$
X \leq \mathcal{O}_{s}(K) \text { if and only if } \mathbb{E}\left[\exp \left(\left(\frac{X}{K}\right)^{s}\right)\right] \leq 2
$$

The first result of this article is a quantitative version of the hydrodynamic limit of Funaki and Spohn [46].
Theorem 1.1 (Quantitative hydrodynamic limit). Let $f \in H^{2}(Q)$. Fix $\varepsilon \in(0,1)$ and let $u^{\varepsilon}: Q^{\varepsilon} \rightarrow \mathbb{R}$ be the solution of the system of stochastic differential equations

$$
\begin{cases}d u^{\varepsilon}(t, x)=\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} u^{\varepsilon}\right)(t, x) d t+\sqrt{2} \varepsilon d B_{\frac{t}{\varepsilon^{2}}}\left(\frac{x}{\varepsilon}\right) & \text { for }(t, x) \in Q^{\varepsilon}  \tag{1.8}\\ u^{\varepsilon}=\widetilde{f}_{\varepsilon} & \text { on } \partial_{\mathrm{par}} Q^{\varepsilon}\end{cases}
$$

and let $\bar{u}: Q \rightarrow \mathbb{R}$ be the solution of the continuous nonlinear parabolic equation

$$
\begin{cases}\partial_{t} \bar{u}-\nabla \cdot D_{p} \bar{\sigma}(\nabla \bar{u})=0 & \text { in } Q  \tag{1.9}\\ \bar{u}=f & \text { on } \partial_{\mathrm{par}} Q\end{cases}
$$

Then, there exists a constant $C_{f}<\infty$ depending on $d, c_{+}, c_{-},\|f\|_{H^{2}(Q)}$ and $D$ such that

$$
\|u-\bar{u}\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C_{f} \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right)
$$

Remark 1.2. 1. The proof gives the following estimate for the gradient of the function $u^{\varepsilon}$ (using the notation of Section 2.2)

$$
\left\|\nabla^{\varepsilon} u-\nabla^{\varepsilon} w^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C_{f} \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right)
$$

where $w^{\varepsilon}$ is the two-scale expansion defined in (4.11).
2. In the notation of the previous theorem, the result of Funaki and Spohn [46] reads as follows. If the domain $D$ is the torus $\mathbb{T}^{d}$ (i.e., the result is established with periodic boundary conditions instead of Dirichlet), the initial condition $f(0, \cdot)$ is assumed to be $L^{2}\left(\mathbb{T}^{d}\right)$, then, for any time $t \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[\|u(t, \cdot)-\bar{u}(t, \cdot)\|_{L^{2}\left(\mathbb{T}^{d}\right)}^{2}\right] \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0 . \tag{1.10}
\end{equation*}
$$

The convergence (1.10) was extended from periodic to Dirichlet boundary conditions by Nishikawa [74]. We mention that the result (1.10) obtained by Funaki and Spohn could be obtained using the tools developed in this article, and quantified if more regularity is assumed on the initial condition.
3. The result is optimal regarding stochastic integrability. Regarding the rate of convergence, we obtain half of the exponent of the optimal rate. Optimality could be reached at the cost of more technicalities (see Section 1.5.2 where the question is discussed).
The second result of this article establishes the $C^{2}$-regularity of the surface tension $\bar{\sigma}$. It provides a second proof of the result of [14] and removes the Hölder regularity assumption on $V^{\prime \prime}$, thus fully resolving the conjecture of [47] and [45, Problem 5.1]. In fact, we show that $\sigma \in C^{2}\left(\mathbb{R}^{d}\right)$ even if $V$ is uniformly convex and $C^{1,1}(\mathbb{R})$-that is, the surface tension may have more regularity than the interaction potential. This effect is specific to the Langevin dynamics, and is due to the presence of the Brownian motions $B_{t}(x)$ in (1.4). It is in particular not observed in homogenization of nonlinear equations [9, 8], in general.

The argument is based on Lusin's theorem applied to $V^{\prime \prime}$ and provides an estimate on the modulus of continuity of the Hessian $D^{2} \bar{\sigma}$ depending on measure-theoretic information about the second derivative $V^{\prime \prime}$. In order to state the result and show on which quantity the modulus of continuity of $D^{2} \bar{\sigma}$ depends, we need to quantify Lusin's theorem. To this end, it is both natural and convenient to use a mollification, and we let $\left\{\eta_{\kappa}\right\}_{\kappa>0}$ be the standard mollifier, that is, $\eta_{\kappa}:=\kappa^{-1} \eta(\cdot / \kappa)$ where $\eta: \mathbb{R} \rightarrow \mathbb{R}$ is a smooth, nonnegative function satisfying $\operatorname{supp} \eta \subseteq[-1,1]$ and $\int_{\mathbb{R}} \eta=1$. We next define

$$
V_{\kappa}:=V \star \eta_{\kappa} .
$$

Since $V \in C^{1,1}(\mathbb{R})$, the second derivative of $V_{\kappa}$ satisfies the following bound, for a constant $C<\infty$ depending on $c_{+}, c_{-}$, and $\eta$,

$$
\begin{equation*}
\left|V_{\kappa}^{\prime \prime}(x)-V_{\kappa}^{\prime \prime}(y)\right| \leq C \kappa^{-1}|x-y|, \quad x, y \in \mathbb{R}^{d} \tag{1.11}
\end{equation*}
$$

Moreover, by the Lebesgue differentiation theorem,

$$
\begin{equation*}
\sup _{S \geq 1} \lim _{\kappa \rightarrow 0} \int_{-S}^{S}\left|V_{\kappa}^{\prime \prime}(x)-V^{\prime \prime}(x)\right| d x=0 \tag{1.12}
\end{equation*}
$$

Consequently, the set

$$
A_{S, \kappa}(\varepsilon):=\left\{x \in[-S, S]:\left|V^{\prime \prime}(x)-V_{\kappa}^{\prime \prime}(x)\right| \geq \varepsilon\right\}
$$

satisfies

$$
\begin{equation*}
\sup _{(S, \varepsilon) \in[1, \infty) \times(0,1]} \limsup _{\kappa \rightarrow 0}\left|A_{S, \kappa}(\varepsilon)\right|=0 \text {. } \tag{1.13}
\end{equation*}
$$

Our estimate for the modulus of continuity of $D^{2} \bar{\sigma}$ depends only on the rate of the limit in (1.13) over all choices of parameters $(S, \varepsilon) \in[1, \infty) \times(0,1]$.
Theorem 1.3 ( $C^{2}$-regularity of the surface tension). Under the assumption that the potential $V$ is $C^{1,1}(\mathbb{R})$ and uniformly convex, the surface tension $\bar{\sigma}$ belongs to the space $C^{2}\left(\mathbb{R}^{d}\right)$. Moreover, for each $R \geq 1$, there exists a continuous function $\chi_{R}:[0, \infty) \rightarrow[0, \infty)$, which depends only on $c_{-}, c_{+}, R$ and the rate of the limit in (1.13) over all parameters $(S, \varepsilon) \in[1, \infty] \times(0,1]$, such that

$$
\begin{equation*}
\left|D_{p}^{2} \bar{\sigma}(p)-D_{p}^{2} \bar{\sigma}(q)\right| \leq \chi_{R}(|p-q|), \quad \forall p, q \in B_{R} . \tag{1.14}
\end{equation*}
$$

The surface tension $\bar{\sigma}$ is classically defined as a limit, as $L$ tends to infinity, of the finite-volume surface tensions $\sigma_{L}$ (see [46] or (3.34)). Our proof also yields an optimal rate of convergence for the gradient $D_{p} \sigma_{L}$ to $D_{p} \bar{\sigma}$.

Remark 1.4. An investigation of the proof of Theorem 1.3 reveals that, under the stronger assumption that the potential $V$ belongs to $C^{2, \alpha}(\mathbb{R})$, for some $\alpha>0$, then the surface tension belongs to $C^{2, \beta}\left(\mathbb{R}^{d}\right)$ for some $\beta<\alpha$, with an appropriate estimate. We therefore recover the statement proved in [14].

Our third main result is a large-scale regularity estimate for the Langevin dynamics. Specifically, we show that the random surface is nearly $C^{1, \alpha}$, and behaves like a $C^{1, \alpha}$ function on "large scales" (i.e., scales which are a large multiple of the discrete scale). Our proof follows the approach of [13]: by Theorem 1.1, we know that a solution of the Langevin dynamics is well-approximated by a solution of the equation (1.9) which possesses good regularity properties, we are then able to transfer the regularity of the solution of the equation (1.9) to the solution of the Langevin dynamics over large scales where homogenization occurs, using the quantitative homogenization estimates.

In the following statement, we will denote by $\Lambda_{L}:=\{-L, \ldots, L\}^{d}$ and $Q_{L}:=\left(-L^{2}, 0\right) \times$ $\Lambda_{L} \subseteq \mathbb{R} \times \mathbb{Z}^{d}$ the discrete box and parabolic cylinder of size $L$, and denote by $\left|Q_{L}\right|:=$ $L^{2}(2 L+1)^{d}$ the volume of the cylinder $Q_{L}$. Given a function $u: Q_{L} \rightarrow \mathbb{R}$, we will denote by

$$
(u)_{Q_{L}}:=\frac{1}{\left|Q_{L}\right|} \int_{-L^{2}}^{0} \sum_{x \in \Lambda_{L}} u(t, x) d t \quad \text { and } \quad\|u\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}:=\frac{1}{\left|Q_{L}\right|} \int_{-L^{2}}^{0} \sum_{x \in \Lambda_{L}}|u(t, x)|^{2} d t
$$

the average value and averaged $L^{2}$-norm of the function $u$ over the parabolic cylinder $Q_{L}$. We also denote by $\nabla \cdot V^{\prime}(\nabla v)$ the discrete elliptic operator (1.7) with $\varepsilon=1$, and by $\mathcal{P}_{1}$ the set of affine functions in $\mathbb{R}^{d}$, i.e.,

$$
\mathcal{P}_{1}:=\left\{\ell: \mathbb{R}^{d} \rightarrow \mathbb{R}: \exists p \in \mathbb{R}^{d}, c \in \mathbb{R}, \ell(x)=p \cdot x+c\right\} .
$$

Theorem 1.5 (Large-scale $C^{0,1}$ and $C^{1, \alpha}$ estimates). Fix $s \in(0, d)$ and $M<\infty$. There exist a constant $C<\infty$ and an exponent $\beta>0$ depending on $s, c_{+}, c_{-}, d$, a constant $K<\infty$ and a nonnegative random variable $\mathcal{M}_{\text {reg }}^{s}$ depending on $s, M, c_{+}, c_{-}, d$ such that

$$
\begin{equation*}
\mathcal{M}_{\mathrm{reg}}^{s} \leq \mathcal{O}_{s}(K) \tag{1.15}
\end{equation*}
$$

and such that the following holds. For any $L \geq 2 \mathcal{M}_{\text {reg }}^{s}$, every $u: Q_{L} \rightarrow \mathbb{R}$ solution of the Langevin dynamics

$$
\left\{\begin{array}{l}
d u(t, x)=\nabla \cdot V^{\prime}(\nabla u)(t, x) d t+\sqrt{2} d B_{t}(x) \quad \text { for }(t, x) \in Q_{L}  \tag{1.16}\\
\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq M
\end{array}\right.
$$

and every $l \in\left[\mathcal{M}_{\text {reg }}^{s}, L\right]$, one has the estimates

$$
\begin{equation*}
\frac{1}{l}\left\|u-(u)_{Q_{l}}\right\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq \frac{C}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+C \tag{1.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq C\left(\frac{l}{L}\right)^{1+\alpha} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{L}\right)}+C l^{-\beta}(M+1) \tag{1.18}
\end{equation*}
$$

Remark 1.6. 1. The inequality (1.17) implies the following bound on the discrete gradient of the map $u$ : For every $l \in\left[\mathcal{M}_{\text {reg }}^{s}, L\right]$,

$$
\begin{equation*}
\|\nabla u\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq \frac{C}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+C . \tag{1.19}
\end{equation*}
$$

Section 1.3.3 discusses why inequalities of the type of (1.19), providing a pointwise control on the gradient of a solution of the Langevin dynamics, can be useful in the context of random surfaces with degenerate potentials.
2. Using the large-scale regularity theory and an interpolation argument, the quantitative hydrodynamic limit can be upgraded from a convergence in $L^{2}(Q)$ to a convergence in the space $C^{0,1-}(Q)$.
3. Based on comparisons with stochastic homogenization, the optimal stochastic integrability exponent for the minimal scale (1.15) should be $s=d$, the result is thus nearly optimal.
4. The $C^{2}$ regularity of the surface tension stated in Theorem 1.3 implies that the solutions of the equation (1.9) are $C^{1,1-}$. Hence it would be possible to transfer more regularity from the solutions of (1.9) to the solutions of the Langevin dynamics and upgrade the $C^{1, \alpha}$-large scale regularity of (1.18) to a $C^{1,1-}$-large scale regularity, at the cost of more technicalities.
In the following section, we discuss further the parallel between stochastic homogenization and the Langevin dynamics as well as extensions to related models and degenerate potentials.

### 1.3 The Langevin dynamics as a stochastic homogenization problem

The standard problem of stochastic homogenization of nonlinear elliptic equations, following [13, 9, 8, 42, 28], is defined as follows. We consider a Lagrangian $L:(x, p) \mapsto$ $L(x, p)$ with $x, p \in \mathbb{R}^{d}$ and assume that for any $x \in \mathbb{R}^{d}$, the map $p \mapsto L(x, p)$ is uniformly convex. We additionally assume that the Lagrangian $L$ is random and that its law is stationary and ergodic with respect to the spatial translations. One is then interested in studying the large-scale behavior of the solutions of the nonlinear elliptic equation

$$
\begin{equation*}
\nabla \cdot D_{p} L(x, \nabla u)=0 \text { in } \mathbb{R}^{d}, \tag{1.20}
\end{equation*}
$$

where the notation $D_{p} L$ refers to the gradient with respect to the variable $p$ of the Lagrangian.

The starting point of our analysis is the observation that the Langevin dynamics (1.4) can be viewed as a (discrete) nonlinear parabolic equation with noise. Indeed, we should mentally make the replacement

$$
\begin{equation*}
\sum_{e \ni x} V^{\prime}\left(\nabla \phi_{t}(e)\right) \quad \leftrightarrow \quad \nabla \cdot D_{p} L(\nabla u), \tag{1.21}
\end{equation*}
$$

where $p \mapsto L(p)$ is a uniformly convex Lagrangian, and think of (1.4) as being similar to the equation

$$
\begin{equation*}
\partial_{t} u-\nabla \cdot D_{p} L(\nabla u)=\text { "noise" } \tag{1.22}
\end{equation*}
$$

where the noise corresponds to the term involving the Brownian motions (1.4) and can be thought of as a discretized version (with respect to the space variable) of a space-time white noise. The equation (1.22) can then be interpreted as a discrete and parabolic version of the equation (1.20) where the randomness is not encoded in the Lagrangian but externally through a random noise. A similar observation was made by Cardaliaguet, Dirr and Souganidis [27], who proved a qualitative homogenization result for a continuum version of the Langevin dynamics.

The three following sections discuss further this analogy and some of the consequences which can deduced from it. They are summarized in Figure 1.

### 1.3.1 The hydrodynamic limit as a homogenization theorem

The standard homogenization theorem for nonlinear elliptic equations [33, 34] asserts that there exists a deterministic uniformly convex map $p \mapsto \bar{L}(p)$, called the homogeneous


Figure 1: This figure summarizes the analogy between the Langevin dynamics and stochastic homogenization as well as the various implications described in Section 1.3.3. The double arrow $\leftrightarrow$ refers to results playing the same role in the two theories.
or effective Lagrangian, such that any solution of (1.20) is well approximated over large scales by a solution $\bar{u}$ of the equation

$$
\begin{equation*}
\nabla \cdot D_{p} \bar{L}(\nabla \bar{u})=0 \text { in } \mathbb{R}^{d} \tag{1.23}
\end{equation*}
$$

In comparison to the previous statement, the hydrodynamic limit for the $\nabla \phi$ model [46] states that the solutions of the Langevin dynamics (1.4) are well-approximated over large-scales by the solution of the deterministic equation

$$
\begin{equation*}
\partial_{t} \bar{u}-\nabla \cdot D_{p} \bar{\sigma}(\nabla \bar{u})=0 \tag{1.24}
\end{equation*}
$$

One can thus view the hydrodynamic limit as constituting a homogenization theorem, where the surface tension $\bar{\sigma}$ has the same role as the effective Lagrangian. It turns out that this comparison can be further extended and that the hydrodynamic limit can be proved with the same technique as the one used to prove homogenization theorems, namely the two-scale expansion (see Section 1.5.2).

An important ingredient in the implementation of a two-scale expansion is the firstorder corrector, defined, for the model (1.20) and for any prescribed slope $p \in \mathbb{R}^{d}$, to be the unique function $x \mapsto \chi_{p}(x)$ (defined up to additive constant) such that the gradient $\nabla \chi_{p}$ is spatially stationary and solution of the equation

$$
\nabla \cdot D_{p} L\left(\cdot, p+\nabla \chi_{p}\right)=0 \text { in } \mathbb{R}^{d}
$$

For the Langevin dynamic (1.4), the first-order corrector corresponds to the stationary process $\phi(\cdot, \cdot ; p)$. Two properties are important on the first-order corrector to implement a two-scale expansion: (quantitative) sublinearity estimates on its fluctuations and on the weak-norm of its flux. These estimates are obtained in this article through concentration inequalities and deterministic regularity estimates (essentially the NashAronson estimate and the De Giorgi-Nash-Moser regularity). Obtaining similar estimates in a degenerate setting would be an important ingredient to establish a quantitative hydrodynamic limit for dynamics with a degenerate potential (recent progress in this direction have been obtained by Peled and Magazinov in [65]).

We mention that, in the analogy between random surfaces and homogenization, bounds on the fluctuations of the first-order corrector corresponds to bounds on the fluctuations of the dynamic $\phi(\cdot, \cdot ; p)$ which are closely related to estimating the fluctuations of a random surface distributed according to the Gibbs measure (1.3); in particular
establishing localization or delocalization for the random surface is equivalent to proving that the first-order corrector has bounded or unbounded fluctuations.

We complete this section by discussing the extension of the results to some degenerate potentials such as the ones satisfying $c_{-}|x|^{p-2} \leq V(x) \leq c_{+}|x|^{p-2}$, for some $c_{-}, c_{+}>0$ and $p>2$. A critical difficulty to apply homogenization to nonlinear elliptic equation (1.20) with degenerate Lagrangian is that the solutions of the homogenized operator (1.23) may not possess good regularity properties. This lack of regularity for solutions is a consequence of the degenerate structure of the homogenized Lagrangian, which is itself related to the critical set of the first-order-corrector (i.e., the set of $x \in \mathbb{R}^{d}$ such that $\left.p+\nabla \chi_{p}(x)=0\right)$. This latter quantity is difficult to control which is an obstruction to the extension of the theory.

We believe that, in the setting of the Langevin dynamics (1.4), the situation is different and this difficulty can be dealt with. Indeed, the fact that the randomness is encoded outside the elliptic operator through the Brownian motions has a smoothing effect on the system. This phenomenon has been previously observed by Cotar, Deuschel and Müller [29] who established the strict convexity of the surface tension for some nonuniformly convex potentials, and is also visible in Theorem 1.3 where we prove that the surface tension can be more regular that the potential $V$. We should therefore expect that the surface tension is (locally) uniformly convex for a large class of degenerate potentials (which are convex but not strictly convex), including the ones mentioned above. This would then imply, through standard parabolic regularity estimates, that the solutions of the limiting operator (1.24) have some regularity, allowing the quantitative homogenization program to proceed.

### 1.3.2 The scaling limit via the linearized dynamics

To understand the covariance structure of the field $\phi$ (resp. its discrete gradient $\nabla \phi$ ) under $\mu_{\infty, p}$ (the field $\phi$ can only be considered in infinite volume in dimension $d \geq 3$ ) and to prove for instance a scaling limit, it is necessary to analyze the fluctuations of linear observables, that is, random variables of the form

$$
\begin{equation*}
\sum_{x \in \mathbb{Z}^{d}} F(x) \phi(x) \quad\left(\text { resp. } \sum_{e \in E\left(\mathbb{Z}^{d}\right)} F(e) \cdot \nabla \phi(e)\right) \tag{1.25}
\end{equation*}
$$

where $F$ is a function (resp. vector field) of finite support. The Helffer-Sjöstrand representation formula [71,47] states that the variance of the linear observable (1.25) can be represented as follows

$$
\begin{equation*}
\operatorname{Var}_{\mu_{\infty, p}}\left[\sum_{x \in \mathbb{Z}^{d}} F(x) \phi(x)\right]=\mathbb{E}\left[\int_{0}^{\infty} \sum_{x, x^{\prime} \in \mathbb{Z}^{d}} F(x) P_{\mathbf{a}}\left(t, x ; x^{\prime}\right) F\left(x^{\prime}\right) d t\right], \tag{1.26}
\end{equation*}
$$

where $\mathbf{a}=V^{\prime \prime}(\nabla \phi(\cdot, \cdot ; p))$, the symbol $\mathbb{E}$ denotes the expectation with respect to the dynamic and $P_{\mathrm{a}}$ is the heat-kernel under the environment a, i.e., the solution of the parabolic equation

$$
\left\{\begin{align*}
& \partial_{t} P_{\mathbf{a}}(\cdot ; x)-\nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; x)=0  \tag{1.27}\\
& P_{\mathbf{a}}(0, \cdot ; x)=\delta_{x} \\
& \text { in }(0, \infty) \times \mathbb{Z}^{d},
\end{align*}\right.
$$

where $\delta_{x}$ denotes the Dirac at the vertex $x \in \mathbb{Z}^{d}$. Naddaf and Spencer [71] (based on Helffer and Sjöstrand [59, 78]) were the first to introduce a representation for the variance of a linear observable which is similar to (1.26) but is written instead with
an elliptic (rather than parabolic) equation in "infinitely many" dimensions involving the so-called Witten Laplacian and known as the Helffer-Sjöstrand representation. The scaling limit for the $\nabla \phi$ field was first obtained in [71] as a consequence of the homogenization of this equation (which has a corresponding homogenized matrix $\overline{\mathbf{a}}(p)$ which is evidently the same as the one above for (1.27)). Their technique was then reinterpreted probabilistically and extended by Giacomin, Olla and Spohn [47] who established the scaling limit of the space-time dynamics.

A quantitative version of this result was recently proved in [14], which lead to the identification of $\bar{a}$ as the Hessian of the surface tension:

$$
\begin{equation*}
\overline{\mathbf{a}}(p)=D_{p}^{2} \bar{\sigma}(p), \tag{1.28}
\end{equation*}
$$

as well as the result on the $C^{2}$ regularity of the surface tension $\bar{\sigma}$ already mentioned above, under the assumption that $V \in C^{2, \alpha}(\mathbb{R})$. The identity (1.28) is called the fluctuation-dissipation relation for the $\nabla \phi$ model. It was conjectured in [47], the main obstacle being the question of regularity of the surface tension.

From the perspective of stochastic homogenization, the parabolic equation (1.27) corresponds to the linearized equation associated with the Langevin dynamics, and can be homogenized quantitatively once a large-scale regularity has been established: indeed, it has been observed in $[9,8]$ that a $C^{1, \alpha}$ large-scale regularity, can be used to localize the coefficient field a, i.e., show that it is well-approximated by an environment with strong decorrelation properties, so that it fits in the framework of quantitative homogenization of parabolic equations with finite-range dependence [6]. The identity (1.28) then states that the homogenized matrix for the linearized equation is the matrix for the linearization of the homogenized equation. In other words, homogenization and linearization commutea fact which has been recently observed in a very closely related context in [9, 8].

### 1.3.3 A large-scale regularity theory for the Langevin dynamics and applications

Establishing a quantitative version of the hydrodynamic limit has an important consequence (at least from the perspective of stochastic homogenization) as it allows to develop a large-scale regularity for the model. As a prospective application, we discuss how a large-scale regularity theory (which would itself be a consequence of the establishment of a quantitative hydrodynamic limit) in the setting of non-uniformly convex potentials can lead to localization estimates on random surfaces (in which case deterministic regularity does not apply).

To simplify the exposition, we will only explain the strategy on a formal level, consider a twice continuously differentiable convex potential of the form $V(x)=|x|^{p}$, for some $p>2$, and let $\mu_{\Lambda_{L}, 0}$ be the finite-volume Gibbs measure (1.3) in the box $\Lambda_{L}$ with slope $p=0$. By the Helffer-Sjöstrand representation formula, one has the identity

$$
\begin{equation*}
\operatorname{Var}_{\mu_{\Lambda_{L}, \mathbf{0}}}[\phi(0)]=\mathbb{E}\left[\int_{0}^{\infty} P_{\mathbf{a}}(t, 0) d t\right] \tag{1.29}
\end{equation*}
$$

where $P_{\mathbf{a}}$ is the solution of the degenerate finite-volume parabolic equation

$$
\left\{\begin{aligned}
& \partial_{t} P_{\mathbf{a}}-\nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}}=0 \\
& \text { in }^{(0, \infty) \times \Lambda_{L},} \\
& P_{\mathbf{a}}=\delta_{0} \\
& P_{\mathbf{a}}=0 \text { on }\{0\} \times \Lambda_{L}, \\
& \text { on }(0, \infty) \times \partial \Lambda_{L},
\end{aligned}\right.
$$

under the environment $\mathbf{a}(t, e)=p(p-1)|\nabla \phi(t, e)|^{p-2}$, and $\phi$ is the solution of the Langevin dynamic started at the time $t=0$ from an initial profile sampled according to the Gibbs
measure $\mu_{\Lambda_{L}, \mathbf{0}}$ independently of the Brownian motions. Assuming that a large-scale regularity can be established on the model, one obtains pointwise bounds on the discrete gradients $\nabla \phi(t, e)$ taking the following form: for any edge $e \in E\left(\Lambda_{L}\right)$, and any interval $I \subseteq(0, \infty)$,

$$
\begin{equation*}
\frac{1}{|I|} \int_{I}|\nabla \phi(t, e)|^{p-2} d t \leq \mathcal{O}_{\frac{1}{p-2}}(C) \tag{1.30}
\end{equation*}
$$

The estimate (1.30) is sufficient, as is explained in Section 1.5.3 below (see also Proposition 5.1), to prove that the dynamic $t \mapsto \nabla \phi(t, e)$ cannot spend (with high probability) more that a fraction $\epsilon$ of its time in an interval of size $\epsilon$. The previous statement implies that the integral $\int_{I} \mathbf{a}(t, e) d t=\int_{I}|\nabla \phi(t, e)|^{p-2} d t$ is bounded away from zero with high probability. Building upon the techniques developed by Mourrat and Otto [70], one can prove that the previous property implies upper bounds on the heat-kernel, which would then imply bounds on the variance of the height of the surface by the identity (1.29). In the same direction, the results of Biskup and Rodriguez [19] would identify the correlation structure of the scaling limit of the model.

We mention that another approach to localization of degenerate random surfaces has been recently developed by Magazinov and Peled [65] and is based on reflection positivity (following [44]); they obtain sharp localization and delocalization estimates for periodic systems with non-uniformly convex potentials, as well as super-Gaussian stochastic integrability for potentials of the form $V(x)=x^{2}+|x|^{p}$ with $p>2$.

### 1.3.4 Disordered random surfaces

The analogy and techniques of proofs can be extended to other models of statistical mechanics; in particular to some models of random surfaces in the presence of a random disorder which have been studied in the literature [62, 63, 80, 31, 32], and are described below:

- The random conductance model: In this model, we consider a collection of i.i.d. of uniformly convex potentials $\left(V_{e}\right)_{e \in E\left(\mathbb{Z}^{d}\right)}$ indexed over the edges of the lattice. For each realization of the potentials, we consider the Gibbs measure

$$
\mu_{\Lambda}^{\left(V_{e}\right)}:=\frac{1}{Z} \exp \left(-\sum_{e \in E\left(\Lambda^{+}\right)} V_{e}(\nabla \phi(e))\right) \prod_{x \in \Lambda_{L}} d \phi(x),
$$

and the corresponding Langevin dynamic

$$
\begin{equation*}
d \phi(t, x)=\nabla \cdot V_{e}^{\prime}(\nabla \phi)(t, x) d t+\sqrt{2} d B_{t}(x) . \tag{1.31}
\end{equation*}
$$

This model has been studied by Cotar and Külske in [31,32] where they establish existence and uniqueness of translation-covariant Gibbs states. The dynamic (1.31) is a combination of the model (1.20) and (1.22), in the sense that the randomness is encoded both inside the potential and externally through the Brownian motion. In particular, a quantitative version of the hydrodynamic limit should be accessible by adapting techniques developed in this article with the tools of stochastic homogenization [12, Chapter 10] (though the proofs should be more technical due to the fact that the randomness is partly encoded in the potential).

- The random-field random surface model: We consider a collection of i.i.d. Gaussian random variables $(\eta(x))_{x \in \mathbb{Z}^{d}}$ indexed over the vertices of the lattice, called the random field. For each realization of the random field, we consider the Gibbs measure

$$
\mu_{\Lambda}^{\eta}:=\frac{1}{Z} \exp \left(-\sum_{e \in E\left(\Lambda^{+}\right)} V(\nabla \phi(e))+\sum_{x \in \Lambda} \eta(x) \phi(x)\right) \prod_{x \in \Lambda_{L}} d \phi(x),
$$

and the corresponding Langevin dynamic

$$
d \phi(t, x)=\nabla \cdot V^{\prime}(\nabla \phi)(t, x) d t+\eta(x) d t+\sqrt{2} d B_{t}(x)
$$

Various aspects of the models have been studied in the contributions [62, 63, 80, 31, 32, 36, 35] regarding localization and delocalization of the surface as well as existence and uniqueness of infinite-volume translation-covariant gradient Gibbs measures. The model of random-field random surfaces is similar to the one considered in this article and fits in the category (1.22). It can in fact be treated with the same techniques as the ones used in this article and we believe that a quantitative version of the hydrodynamic limit as well as a large-scale regularity and the $C^{2}$-regularity of its surface tension could be obtained with a (mostly notational) modification of the arguments in dimension $d \geq 3$ (the result does not apply in dimension $d=1,2$ as the random surface is known to have super-linear fluctuations in this case, see [36, Theorem 2]). We mention that the large-scale regularity can be combined with the results of [36, Theorem 2] to deduce the following pointwise estimate on the discrete gradient of the random surface: in dimension $d \geq 3$ there exists an exponent $s:=s\left(d, c_{+}, c_{-}\right)>0$ such that, for any $L \in \mathbb{N}$ and any edge $e \in E\left(\Lambda_{L / 2}\right)$,

$$
\begin{equation*}
\mathbb{E}_{\eta}\left[\left\langle\exp \left(|\nabla \phi(e)|^{s}\right)\right\rangle_{\mu_{\Lambda_{L}}^{\eta}}\right] \leq C \tag{1.32}
\end{equation*}
$$

where the $\langle\cdot\rangle_{\mu_{\Lambda_{L}}^{\eta}}$ denotes the expectation with respect to $\mu_{\Lambda_{L}}^{\eta}$, and $\mathbb{E}_{\eta}$ refers to the expectation with respect to the random field. This result would improve the spatial $L^{2}$-estimate obtained in [36, Theorem 1], as well as the results of [35], where the bound (1.32) is essentially proved in dimension $d \geq 4$ using the De Giorgi-NashMoser regularity. In dimension $d=3$, the estimate (1.32) cannot be deduced from deterministic regularity estimates, and requires to use the large-scale regularity.

### 1.4 Background

### 1.4.1 Random surfaces

The study of random surfaces was initiated in the 1970s by Brascamp, Lieb and Lebowitz [25] who obtained sharp localization and delocalization estimates for uniformly convex potentials. The question of the scaling limit of the model was first addressed by Brydges and Yau [26] in a perturbative setting based on a renormalization group approach. After the groundbreaking works of Funaki, Spohn [46], Naddaf, Spencer [71] and Giacomin, Olla, Spohn [47], large deviation estimates and concentration inequalities were established by Deuschel, Giacomin and Ioffe [39], and sharp decorrelation estimates for the discrete gradient of the field were obtained by Delmotte and Deuschel [38]. The scaling limit of the field in finite-volume was established by Miller [68]. More recently, Armstrong and Wu applied quantitative homogenization to the Helffer-Sjöstrand PDE of [71] to prove the $C^{2}$ regularity of the surface tension and the fluctuation-dissipation relation (see also the recent subsequent work of Wu [82]), and Deuschel and Rodriguez [41] identified the scaling limit of the square of the gradient field (hereby extending the result of Naddaf-Spencer [71]) and established (among other results) an isomorphism theorem for the model (see [41, Theorem 4.3]).

The case of non-uniformly convex potentials was studied in the high temperature regime by Cotar, Deuschel and Müller [30], who established the strict convexity of the surface tension, and by Cotar and Deuschel [29] who proved the uniqueness of ergodic Gibbs measures, obtained sharp estimates on the decay of covariance and identified the scaling limit of the model in this framework (see also [40] where the hydrodynamic
limit is established). The strict convexity of the surface tension in the low temperature regime was established by Adams, Kotecký and Müller [2] through a renormalization group argument. This renormalization group approach was further developed in [1] to obtain a (form of) verification of the Cauchy-Born rule for these models. In [18], Biskup and Kotecký showed the possible non-uniqueness of infinite-volume, shift-ergodic gradient Gibbs measures for some nonconvex interaction potentials, and Biskup and Spohn [20] proved that, for a general category of nonconvex potentials, the scaling limit of the model is a Gaussian free field. We finally mention the contribution of Magazinov and Peled [65], who established sharp localization and delocalization estimates for a class of convex but highly degenerate potential $V$, and the one of Andres and Taylor [5] who identified the scaling limit of the field for a class of convex, degenerate potentials satisfying the assumption $\inf V^{\prime \prime} \geq \lambda>0$.

### 1.4.2 Quantitative stochastic homogenization

The theory of stochastic homogenization was initially developed qualitatively in the 80's, in the works of Kozlov [61], Papanicolaou and Varadhan [75], and Yurinskiĭ [83]. The first quantitative results are due to Yurinskiĭ [83] and Naddaf, Spencer [72]. Major progress was achieved by Gloria and Otto in [53, 54], where, building upon the ideas of [72], they used spectral gap inequalities (or concentration inequalities) to develop a quantitative theory for the first time. These results were then further developed by Gloria, Marahrens, Neukamm and Otto [55,56,51,52]. The technique used in this article to obtain bounds on the first-order corrector is based on correlation inequalities (see Section 1.5.1), and is closely related to their approach.

Another approach was initiated by Armstrong and Smart in [13], who extended the techniques of Avellaneda and Lin [16, 17], the ones of Dal Maso and Modica [33, 34] and obtained an algebraic rate of convergence for the homogenization error the nonlinear equation (1.20) and a large-scale regularity for the model. These results were subsequently improved in the linear setting in [10, 11, 12] to obtain optimal rates of convergence.

The homogenization of nonlinear monotone operator was first addressed qualitatively in [33, 34], and extended to a class of nonconvex Lagrangians with polynomial growth in [66] (see also [60, Chapter 15]). The first quantitative results were obtained in [13], and the theory was substantially extended recently by Armstrong, Ferguson and Kuusi in $[9,8]$ where quantitative homogenization and a large-scale regularity are proved for the nonlinear equation (1.20) and the corresponding linearized equation (see also the subsequent work of Fischer and Neukamm [42]).

In the parabolic framework, qualitative homogenization was established by Zhikov, Kozlov, and Oleĭnik in [84]. From a probabilistic perspective, quenched invariance principles were proved for random walks evolving in a dynamic, degenerate and ergodic environment by Andres, Chiarini, Deuschel and Slowik [3] and a quenched local limit theorem was established by Andres, Chiarini and Slowik in [4], Biskup and Rodriguez [19], and a local limit theorem was proved by Andres and Taylor [5]. Optimal quantitative estimates on the heat-kernel and the corrector were obtained by Gloria, Neukamm and Otto in [51]. Quantitative homogenization and large-scale regularity was established by Armstrong, Bordas and Mourrat [6], following the techniques in the elliptic setting of [12].

### 1.5 Outline of the proof and additional comments

In this subsection, we present a sketch of the proofs of the results presented in this article. The arguments follow a standard strategy in stochastic homogenization: in

Section 3, we define and study the first-order corrector for the Langevin dynamic, and obtain optimal scaling estimates for the corrector and its flux (these results are related to the Brascamp-Lieb concentration inequality [23,24] as discussed in Section 1.5.1 below). In Section 4, we use the results established on the first-order corrector in Section 3 and perform a two-scale expansion on the nonlinear parabolic equation with a random noise to obtain the quantitative hydrodynamic limit stated in Theorem 1.1. Section 5 is devoted to the proof of the $C^{2}$-regularity of the surface tension and is (mostly) independent of Section 3 and Section 4. Finally, Section 7 is devoted to the proof of Theorem 1.5 based on the results of the four previous sections. In the next four subsections, we present a more detailed outline of the main arguments developed in Sections 3, 4, 5 and Section 7 respectively.

### 1.5.1 Scaling estimates on the first-order corrector of the Langevin dynamic

The main tool used to prove Theorem 1.1 is the first-order corrector for the Langevin dynamic defined in Definition 3.1. In Section 3, we establish some properties of the first-order corrector based on tools of elliptic regularity and concentration inequalities (following the strategy of Gloria and Otto [53,54]): bounds on the fluctuations of the corrector and its flux, Lipschitz bounds on the gradient of the corrector, estimates on the $L^{2}$-norm of the difference of gradient of the correctors with different slopes etc.

The proofs rely on two main techniques:

1. If we let $Q$ be a parabolic cylinder, and let $\phi$ and $\psi$ be two solutions of the Langevin dynamic coupled with the same Brownian motions

$$
d \phi(t, x)=\nabla \cdot V^{\prime}(\nabla \phi)(t, x) d t+\sqrt{2} d B_{t}(x) \text { in } Q
$$

and

$$
d \psi(t, x)=\nabla \cdot V^{\prime}(\nabla \psi)(t, x) d t+\sqrt{2} d B_{t}(x) \text { in } Q
$$

then the difference $w=\phi-\psi$ solves the linear parabolic equation

$$
\begin{equation*}
\partial_{t} w-\nabla \cdot \mathbf{a} \nabla w=0 \text { in } Q \tag{1.33}
\end{equation*}
$$

where the environment is defined by the formula

$$
\mathbf{a}(t, e):=\int_{0}^{1} V^{\prime \prime}(s \nabla \psi(t, e)+(1-s) \nabla \phi(t, e)) d s
$$

We may thus use the classical theory of regularity for solutions of parabolic equations to study the behavior of the difference of solutions; this observation was originally used by Funaki and Spohn [46] to prove the uniqueness of infinite volume shift-invariant and ergodic gradient Gibbs measure with prescribed slope.
2. Given an integer $L \in \mathbb{N}$, let us define $\phi_{L}:[0, \infty) \times \Lambda_{L} \rightarrow \mathbb{R}$ be the solution of the system of stochastic equations

$$
\begin{cases}d \phi_{L}(t, x)=\nabla \cdot V^{\prime}\left(\nabla \phi_{L}\right)(t, x) d t+\sqrt{2} d B_{t}(x) & \text { for }(t, x) \in[0, \infty) \times \Lambda_{L},  \tag{1.34}\\ \phi_{L}(0, \cdot)=0 & \text { in } \Lambda_{L},\end{cases}
$$

with periodic boundary conditions. The function $\phi_{L}$ is the finite-volume first-order corrector with slope $p=0$ used in the article, and one would like to estimate the size of its fluctuations. This is achieved based on techniques of elliptic regularity and concentration inequalities as explained below. We first approximate map $\phi_{L}$ using a discretization of the Brownian motion in the right-hand side of (1.34): for a
large integer $n \in \mathbb{N}$ and $k \in \mathbb{N}$, denote by $X_{k}^{n}(x)$ the increments of the Brownian motion $B .(x)$ between the times $k / n$ and $(k+1) / n$, i.e.,

$$
X_{k}^{n}(x):=\sqrt{n}\left(B_{\frac{k+1}{n}}(x)-B_{\frac{k}{n}}(x)\right) \quad \text { and } \quad X^{n}(t, x)=\sum_{k} X_{k}^{n}(x) \mathbf{1}_{\{k / n \leq t \leq(k+1) / n\}}
$$

and consider an approximation $\phi_{L}^{n}$ of the map $\phi_{L}$ defined to be the solution of the parabolic equation

$$
\left\{\begin{aligned}
\partial_{t} \phi_{L}^{n}-\nabla \cdot V^{\prime}\left(\nabla \phi_{L}\right) & =\sqrt{2} n^{-\frac{1}{2}} X^{n} & & \text { in }[0, \infty) \times \Lambda_{L}, \\
\phi_{L}(0, \cdot) & =0 & & \text { in } \Lambda_{L},
\end{aligned}\right.
$$

with periodic boundary conditions in the box $\Lambda_{L}$. The argument then relies on the two following observations: as the mesh size $n$ tends to infinity the map $\phi_{L}^{n}$ converges to the map $\phi_{L}$; and the function $\phi_{L}^{n}$ depends only on the increments $X_{k}^{n}(x)$. Using the Gaussian concentration inequality (see Proposition 2.9) and the Nash-Aronson estimate (see Proposition 2.5), one can estimate the fluctuations of $\phi_{L}^{n}$ by measuring the influence of each one of the increments $X_{k}^{n}(x)$.
The two previous tools allow to obtain optimal scaling estimates on the corrector. The technique can be used to study other observables: we obtain, by adapting the argument, optimal scaling estimates on the flux of the corrector in Section 3.3 and Section 4.4. These properties are, as it is well-known in homogenization, crucial to implement a two-scale expansion (see Section 1.5.2 below) and obtain the quantitative hydrodynamic limit stated in Theorem 1.1.

We complete this section by making a few remarks and connections with results already known in the literature. First, it is known that the Langevin dynamic (1.34) is ergodic and reversible with respect to the Gibbs measure

$$
\begin{equation*}
\mu(d \phi):=\frac{1}{Z} \exp \left(-\sum_{e \in \vec{E}_{+}\left(\Lambda^{+}\right)} V(\nabla \phi(e))\right) \prod_{x \in \Lambda_{L}} d \phi(x) \tag{1.35}
\end{equation*}
$$

where the measure is considered over the set of periodic functions $\phi: \Lambda_{L} \rightarrow \mathbb{R}$ with spatial average equal to 0 . The Brascamp-Lieb concentration inequality [23, 24] estimates the variance of general functionals of a random field distributed according to the measure $\mu$. In the present setting, it can be stated as follows: given a continuously differentiable function $f: \mathbb{R}^{\Lambda_{L}} \rightarrow \mathbb{R}$, one has

$$
\operatorname{var}_{\mu}[f] \leq \sum_{x, y \in \Lambda_{L}}\left\langle\partial_{x} f(\phi) G_{\Lambda_{L}}(x, y) \partial_{y} f(\phi)\right\rangle_{\mu}
$$

where $G_{\Lambda_{L}}$ denotes the periodic Green's function in the box $\Lambda_{L}$. Various refinements of this inequality exist in the literature: Deuschel, Giacomin and Ioffe [39] and Delmotte Deuschel [38] obtained an exponential version of the result, a Gaussian version of it (similar to Proposition 3.3 below) can be found in [43] (see [45, Section 4.2] for additional discussion and references). The result is of course closely related to the one presented in this section: by the ergodicity of the dynamic, we know that the distribution of the random field $\phi_{L}(t, \cdot)$ converges to $\mu$ as the time $t$ tends to infinity. Since the bound obtained in Proposition 3.3 does not depend on the time $t$, we may take the limit $t \rightarrow \infty$ to obtain an alternative proof of the Brascamp-Lieb inequality, based on the Gaussian concentration inequality and elliptic regularity. Using this technique instead of relying directly on the Brascamp-Lieb inequality will be useful to us in different ways: it yields sharp concentration estimates for nonlinear observables of the random field with optimal stochastic integrability, allows to study correlations for the dynamics in both the space and time variables, and allows to define a corrector with a slope which depends on the time variable (see Definition 3.1 and Remark 3.2).

### 1.5.2 Quantitative hydrodynamic limit for the Langevin dynamic

Once precise estimates have been obtained on the first-order-corrector and its flux, Theorem 1.1 can be deduced by performing a two-scale expansion on the model. On a formal level and for any $\varepsilon>0$, we introduce the two-scale expansion $w^{\varepsilon}$ according to the formula

$$
\begin{equation*}
w^{\varepsilon}:=\bar{u}^{\varepsilon}+\varepsilon \phi_{1 / \varepsilon}\left(\frac{\cdot}{\varepsilon^{2}}, \frac{\cdot}{\varepsilon} ; \nabla \bar{u}^{\varepsilon}\right), \tag{1.36}
\end{equation*}
$$

where $\phi_{1 / \varepsilon}\left(\cdot, \cdot ; \nabla \bar{u}^{\varepsilon}\right)$ denotes the corrector with slope $p$ (see Definition 3.1) in a box of radius $1 / \varepsilon$. We then show, through an explicit computation using the properties of the corrector established in Section 3, that

$$
\partial_{t}\left(w^{\varepsilon}-B_{t}\right)+\nabla \cdot V^{\prime}\left(\nabla w^{\varepsilon}\right)=\mathcal{E}
$$

where $\mathcal{E}$ is an error term which is small in the suitable functional space (the norm $\underline{H}_{\text {par }}^{-1}$ introduced in Section 2.1.4).

As stated, this strategy runs into a difficulty. First, as it has been recently observed in the setting of nonlinear elliptic homogenization in [9, 8, 42, 28], in order to implement the two-scale expansion (1.36), and obtain the optimal rate of convergence, one would need to have good control over the corrector associated with the linearized equation, defined, for a pair of slopes $p, q \in \mathbb{R}^{d}$, to be the map $\psi_{p, q}:(0, \infty) \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ solution of the parabolic equation

$$
\begin{equation*}
\partial_{t} \psi_{p, q}+\nabla \cdot \mathbf{a}_{p}\left(q+\nabla \psi_{p, q}\right)=0 \quad \text { in } \quad(0, \infty) \times \mathbb{Z}^{d}, \tag{1.37}
\end{equation*}
$$

where the environment $\mathbf{a}_{p}$ is given by the formula

$$
\begin{equation*}
\mathbf{a}_{p}(t, e):=V^{\prime \prime}(p+\nabla \phi(t, e ; p)) . \tag{1.38}
\end{equation*}
$$

Such estimates are not established in this article and, in order to bypass this difficulty, we introduce a mesoscopic scale of size $\varepsilon^{\frac{1}{2}}\left(1+|\ln \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)$ in the argument. This is responsible for the loss of half of the exponent compared to the optimal result. We nevertheless mention that optimal scaling estimates on the corrector associated with the linearized equation (1.37) (and thus and optimal rate of convergence for the hydrodynamic limit) could be obtained by the following strategy (see [42, 28]):

1. Using the De Giorgi-Nash-Moser regularity, one can prove that the environment defined in (1.38) satisfies a quantitative ergodicity assumption, and deduce from it a quantitative homogenization theorem for the linearized equation;
2. One then establishes a large-scale regularity theory for the solutions of the linearized equation;
3. Applying concentration estimates to the linearized equation (1.37) (following a similar, though more involved, argument to the one outlined in Section 1.5.1) and combining them with the large-scale regularity for the linearized equation, one obtains optimal scaling estimates for the corrector $\psi_{p, q}$ and its flux. Once equipped with these estimates, the two-scale expansion (1.36) can be used to deduce the hydrodynamic limit with an optimal rate of convergence.

### 1.5.3 $C^{2}$-regularity of the surface tension

The proof of the $C^{2}$-regularity of the surface tension is (essentially) independent of the results established in Sections 3 and 4, and follows the insight of [9, Section 2.3]. The proof relies on the introduction of a finite-volume approximation of the gradient of the
surface tension denoted by $\tau_{L}$ in the proof below and defined by the formula (using the notation (2.2) and (2.4))

$$
\begin{equation*}
\tau_{L}(p):=\mathbb{E}\left[\left(V^{\prime}\left(p+\nabla \phi_{L}(\cdot ; p)\right)\right)_{Q_{L / 2}}\right] . \tag{1.39}
\end{equation*}
$$

We then establish that the map $p \mapsto \tau_{L}(p)$ converges pointwise to the function $p \mapsto D_{p} \bar{\sigma}(p)$ as $L$ tends to infinity, that it is continuously differentiable and that the collection of functions $\left\{p \mapsto D_{p} \tau_{L}(p): L \in \mathbb{N}\right\}$ is equicontinuous. Theorem 1.3 is then obtained by applying the Arzelà-Ascoli Theorem.

To present a few more details of the proof, the derivative of the function $\tau_{L}$ is explicit and is given by the formula, for any $p \in \mathbb{R}^{d}$ and any $i \in\{1, \ldots, d\}$,

$$
\partial_{i} \tau_{L}(p)=\mathbb{E}\left[\left(V^{\prime \prime}\left(p+\nabla \phi_{L}(\cdot ; p)\right)\left(e_{i}+\nabla w_{p, e_{i}}\right)\right)_{Q_{L / 2}}\right]
$$

where $w_{p, e_{i}}$ is defined as the solution of a parabolic equation (see (5.3)). The continuity of the map $\partial_{i} \tau_{L}$, uniform over the parameter $L$, can be established by proving that the quantities

$$
\mathbb{E}\left[\| V^{\prime \prime}\left(p+\nabla \phi_{L}(\cdot ; p)-V^{\prime \prime}\left(q+\nabla \phi_{L}(\cdot ; q)\right) \|_{\underline{L}^{1}\left(Q_{L}\right)}\right] \quad \text { and } \quad \mathbb{E}\left[\left\|\nabla w_{p, e_{i}}-\nabla w_{q, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right]\right.
$$

tend to 0 as $q$ tends to $p$ (uniformly in $L$ ). By arguments of elliptic regularity, the treatment of the second term can be reduced to the first one, which essentially boils down to proving the following convergence

$$
\begin{equation*}
\mathbb{E}\left[\left\|V^{\prime \prime}\left(p+\nabla \phi_{L}(\cdot ; p)+\varepsilon\right)-V^{\prime \prime}\left(p+\nabla \phi_{L}(\cdot ; p)\right)\right\|_{\underline{L}^{1}\left(Q_{L}\right)}\right] \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0 \quad \text { uniformly in } L \in \mathbb{N} . \tag{1.40}
\end{equation*}
$$

In the case when the potential $V$ is assumed to be Hölder continuous, the proof of (1.40) is immediate, yielding and algebraic rate of convergence in the parameter $\varepsilon$ which can be transferred back to the surface tension, establishing the Hölder continuity of its second derivative.

In the case of $C^{1,1}$ potentials, the strategy is to appeal to Lusin's theorem to approximate the map $V^{\prime \prime}$ by a Lipschitz function, which we denote by $V_{\kappa}^{\prime \prime}$, on a set of large measure. We then prove the uniform convergence (1.40) with the function $V_{\kappa}^{\prime \prime}$ instead of $V^{\prime \prime}$, and show that this approximation procedure only generates a small error (uniformly in $L$ ) in the convergence (1.40).

To implement this strategy, we need to prove that the map $\nabla \phi_{L}$ does not spend a large amount of time in the set of small measure where the function $V^{\prime \prime}$ is poorly approximated by the function $V_{\kappa}^{\prime \prime}$. This pathological behavior is ruled out by noting that, for each $x \in \Lambda_{L}$, the map $t \mapsto \phi_{L}(t, x)$ solves the stochastic differential equation

$$
\begin{equation*}
d \phi_{L}(t, x):=\underbrace{\nabla \cdot V^{\prime}\left(\nabla \phi_{L}\right)(t, x) d t}_{\text {drift term }}+\underbrace{\sqrt{2} d B_{t}(x)}_{\text {noise }} . \tag{1.41}
\end{equation*}
$$

Using Proposition 3.3 and specifically the bound (3.5) on the gradient of the field established in Section 3 (which is the only, but crucial, input from Sections 3 and 4), we obtain that the elliptic operator appearing in the drift term of (1.41) is (essentially) bounded. One may thus rewrite the identity (1.41) as follows: for any $x \in \Lambda_{L}$ and any pair of times $t_{+}, t_{-} \geq 0$,

$$
\phi_{L}\left(t_{+}, x\right)-\phi_{L}\left(t_{-}, x\right):=\underbrace{\int_{t_{-}}^{t_{+}} h_{s} d s}_{\text {Lipschitz function }}+\underbrace{\sqrt{2}\left(B_{t_{+}}-B_{t_{-}}\right)}_{\text {Brownian motion }},
$$

where the $\operatorname{map} h_{s}:=\nabla \cdot V^{\prime}\left(\nabla \phi_{L}\right)(t, x)$ is (essentially) bounded. Using that the Brownian motion is a rough process, and in particular much less regular than a Lipschitz function, we are able to deduce that, for any $\delta \in[0,1]$, the process $\phi_{L}$ cannot spend more than a fraction $\delta$ of its time in a set of Lebesgue measure less than $\delta$ (see Lemma 5.1). Applying this result to the set of small Lebesgue measure where the map $V^{\prime \prime}$ is poorly approximated by the map $V_{\kappa}^{\prime \prime}$, we are able to rule out the pathological behavior mentioned above, and thus establish the uniform convergence (1.40).

### 1.5.4 Large-scale regularity theory for the Langevin dynamic

Section 7 is devoted to the proof of Theorem 1.5. Based on the ideas of [13], we can use the quantitative hydrodynamic limit to show that any solution of the Langevin dynamic is well-approximated, over large scales where homogenization occurs, by a solution of the equation (1.9) which possesses good regularity properties. We are then able to transfer the regularity of the solutions of (1.9) to the solution of the Langevin dynamic.

We mention the following technical point in the argument: in order to optimize the stochastic integrability of the minimal scale (1.15), Theorem 1.1 cannot be applied directly, and we have to write a second version of it, optimizing the stochastic error at the cost of a deterministic term. This step is the subject of Section 6.

### 1.6 Convention for constants

Throughout this article, the symbols $C$ and $c$ denote positive constants which may vary from line to line, with $C$ increasing and $c$ decreasing. These constants and exponents may depend only on the dimension $d$, and the ellipticity constants $c_{+}$and $c_{-}$. We specify the dependency of the constants and exponents by writing, for instance, $C:=C\left(d, c_{-} c_{+}\right)$ to mean that the constant $C$ depends on the parameters $d, c_{-}$and $c_{+}$.

## 2 Notation and preliminary results

We must unfortunately introduce quite a bit of notation, particularly since we are working with parabolic equations which require us to define various function spaces, and since we are working in both the discrete and continuous settings which require to introduce different definitions for the differential calculus. We also need to collect some preliminary results pertaining to elliptic regularity (e.g., Nash-Aronson estimate on the heat kernel and De Giorgi-Nash-Moser regularity), concentration inequality (the Gaussian concentration inequality), and stochastic homogenization (the multiscale Poincaré inequality); most of them are standard in the literature. We thus encourage the reader to skim and consult this section as a reference.

### 2.1 Notation

### 2.1.1 General notation

Consider the hypercubic lattice $\mathbb{Z}^{d}$ and the real vector space $\mathbb{R}^{d}$ in dimension $d \geq 2$. We let $\vec{E}\left(\mathbb{Z}^{d}\right)$ and $E\left(\mathbb{Z}^{d}\right)$ be the sets of directed and undirected edges of the lattice. We denote by $\left(e_{1}, \ldots, e_{d}\right)$ the canonical basis of $\mathbb{R}^{d}$, and, for $x, y \in \mathbb{R}^{d}$ (or $\mathbb{R}^{2 d}$ ), we use the notation $x \cdot y$ to refer to the Euclidean scalar product on the spaces $\mathbb{R}^{d}$ (or $\mathbb{R}^{2 d}$ ). We denote by $|\cdot|$ the standard Euclidean norm on $\mathbb{R}^{d}$ (we sometimes abuse notation and use it to refer to the Euclidean norm on $\left.\mathbb{R}^{2 d}\right)$. We write $|\cdot|_{+}:=\max (|\cdot|, 1)$. Given two real numbers $a, b$, we denote by $a \wedge b=\min (a, b)$ and by $a \vee b=\max (a, b)$, and by $\lfloor a\rfloor$ the floor of $a$. We denote by $\mathbf{1}_{A}$ the indicator function of a set $A$, and by $\mathcal{B}(\mathbb{R})$ the Borel $\sigma$-algebra of $\mathbb{R}$.

Throughout the article, we fix two collections of independent Brownian motions $\left\{B_{t}^{0}(x): t \geq 0, x \in \mathbb{Z}^{d}\right\}$ and $\left\{B_{t}^{1}(x): t \geq 0, x \in \mathbb{Z}^{d}\right\}$ and denote by, for $t \in \mathbb{R}$ and $x \in \mathbb{Z}^{d}$,

$$
\begin{equation*}
B_{t}(x):=B_{t}^{0}(x) \mathbf{1}_{\{t \geq 0\}}+B_{-t}^{1}(x) \mathbf{1}_{\{t<0\}} . \tag{2.1}
\end{equation*}
$$

This definition gives a (simple) notion of Brownian motion defined on the full line $\mathbb{R}$.

### 2.1.2 Sets

Given a subset $U \subseteq \mathbb{Z}^{d}$, we let $\vec{E}(U)$ (resp. $E(U)$ ) be the set of directed (resp. undirected) edges of $U$. We write $x \sim y$ to denote that $\{x, y\} \in E\left(\mathbb{Z}^{d}\right)$. We let $\partial U$ be the external vertex boundary of $U$,

$$
\partial U:=\left\{x \in \mathbb{Z}^{d} \backslash U: \exists y \in U, y \sim x\right\} .
$$

A box $\Lambda \subseteq \mathbb{Z}^{d}$ is a subset of the form $x+\{-L, \ldots, L\}^{d}$ for $x \in \mathbb{Z}^{d}$ and $L \in \mathbb{N}$. For any integer $L \in \mathbb{N}$, we let

$$
\Lambda_{L}:=\{-L, \ldots, L\}^{d} \subseteq \mathbb{Z}^{d}
$$

be the box centered at 0 of side length $(2 L+1)$. We extend the notation to real-valued $L \geq 0$ by setting $\Lambda_{L}:=\Lambda_{\lfloor L\rfloor}$. For a box $\Lambda:=x+\Lambda_{L}$ and an integer $n \in \mathbb{N}$, we denote by $n \Lambda:=x+\Lambda_{n L}$ the rescaled box (the center of the box remains unchanged but its sidelength is multiplied by $n$ ). If $I:=\left(s_{-}, s_{+}\right) \subseteq \mathbb{R}$ is a bounded interval of $\mathbb{R}$, then we denote by $n I:=\left(s_{-}-(n-1)\left(s_{+}-s_{-}\right), s_{+}\right)$(the right end of the interval remains unchanged and its length is multiplied by $n$ ).

A parabolic cylinder is a set of the form $Q:=I \times \Lambda \subseteq \mathbb{R} \times \mathbb{Z}^{d}$ where $I:=\left(s_{-}, s_{+}\right)$is a bounded interval of $\mathbb{R}$ and $\Lambda$ is a subset of $\mathbb{Z}^{d}$ (frequently chosen to be a box). For $L \geq 0$, we denote by $Q_{L}$ the parabolic cylinder

$$
\begin{equation*}
Q_{L}:=\left(-L^{2}, 0\right) \times \Lambda_{L} \tag{2.2}
\end{equation*}
$$

We denote by $\partial_{\text {par }} Q$ the parabolic boundary of the cylinder $Q$ defined by the formula

$$
\partial_{\text {par }} Q:=\left(\left\{-s_{-}\right\} \times \Lambda\right) \cup\left(\left(-s_{-}, s_{+}\right) \times \partial \Lambda\right) .
$$

Given a parabolic cylinder $Q=I \times \Lambda$ and an integer $n \in \mathbb{N}$, we denote by $n Q:=n I \times n \Lambda$, using the convention above. As it will be useful for us to partition parabolic cylinders, we introduce the following notation: for each $m \leq n$,

$$
\mathcal{Z}_{m, n}:=\left(3^{2 m} \mathbb{Z} \times 3^{m} \mathbb{Z}^{d}\right) \cap Q_{3^{n}}
$$

Note that the collection $\left(z+Q_{3^{m}}\right)_{z \in \mathcal{Z}_{m, n}}$ forms a partition of the parabolic cylinder $Q_{3^{n}}$, i.e.,

$$
Q_{3^{n}}:=\bigcup_{z \in \mathcal{Z}_{m, n}}\left(z+Q_{3^{n}}\right)
$$

and

$$
\forall z, z^{\prime} \in \mathcal{Z}_{m, n}, z \neq z^{\prime}, \quad\left(z+Q_{3^{m}}\right) \cap\left(z^{\prime}+Q_{3^{m}}\right)=\emptyset .
$$

We denote by $|I|$ the Lebesgue measure of $I$ and by $|\Lambda|$ the cardinality of $\Lambda$, and by $|Q|:=|I| \times|\Lambda|$.

### 2.1.3 Functions

Given a box $\Lambda \subseteq \mathbb{Z}^{d}$, we denote by $\Omega_{\Lambda, \text { per }}$ the set of periodic functions defined on the box $\Lambda$ and valued in $\mathbb{R}$, and by $\Omega_{\Lambda, \text { per }}^{\circ}$ the subset of functions of $\Omega_{\Lambda, \text { per }}$ satisfying $\sum_{x \in \Lambda} \phi(x)=0$.

Fix a parabolic cylinder $Q=I \times \Lambda \subseteq \mathbb{R} \times \mathbb{Z}^{d}$ and a function $u: Q \rightarrow \mathbb{R}$. For each $t \in I$ and each directed edge $e=(x, y) \in \vec{E}(\Lambda)$, we define the discrete gradient

$$
\begin{equation*}
\nabla u(t, e):=u(t, y)-u(t, x) \tag{2.3}
\end{equation*}
$$

In expressions which do not depend on the orientation of the edge, such as $|\nabla u(t, e)|^{2}$ or $\nabla u(t, e) \nabla v(t, e)$, we allow the edge $e$ to be undirected. It will be useful to us to have a notion vector-valued discrete gradient, mimicking the definition in the continuum. We thus define, for $i \in\{1, \ldots, d\}$,

$$
\nabla_{i} u(t, x):=u\left(t, x+e_{i}\right)-u(t, x),
$$

and

$$
\vec{\nabla} u(t, x):=\left(\nabla_{1} u(t, x), \ldots, \nabla_{d} u(t, x)\right) \in \mathbb{R}^{d}
$$

We consider the second derivative of a map $u$, defined as the matrix-value function $\vec{\nabla}^{2} u(t, x):=\left(\nabla_{i} \nabla_{j} u(t, x)\right)_{1 \leq i, j \leq d}$ (mimicking the definition of the continuum), and denote by $\partial_{t} u$ the derivative of the function $u$. We define the average value of a function $u: Q \rightarrow \mathbb{R}$ according to the formula

$$
\begin{equation*}
(u)_{Q}:=\frac{1}{|Q|} \int_{I} \sum_{x \in \Lambda} u(t, x) d t \tag{2.4}
\end{equation*}
$$

A vector field is a function $\mathbf{g}: I \times \vec{E}(\Lambda) \rightarrow \mathbb{R}$ satisfying $\mathbf{g}(t,(x, y))=-\mathbf{g}(t,(y, x))$. For a vector $p \in \mathbb{R}^{d}$, we abuse notation and denote by $p$ the constant vector field defined by

$$
p(e):=p \cdot(y-x) \text { for every } e=(x, y) \in \vec{E}\left(\mathbb{Z}^{d}\right)
$$

For a vector field $\mathbf{g}: I \times \vec{E}(\Lambda) \rightarrow \mathbb{R}$, we define the average value of the vector field $(\mathbf{g})_{Q}:=\left((\mathbf{g})_{Q, 1}, \ldots,(\mathbf{g})_{Q, d}\right) \in \mathbb{R}^{d}$ according to the formula, for each $i \in\{1, \ldots, d\}$,

$$
\begin{equation*}
(\mathbf{g})_{Q, i}:=\frac{1}{|Q|} \sum_{x \in \Lambda} \int_{I} \mathbf{g}\left(t,\left(x, x+e_{i}\right)\right) d t \tag{2.5}
\end{equation*}
$$

For each $(t, x) \in Q$, we define the divergence of a vector field $\mathbf{g}: I \times \vec{E}(\Lambda) \rightarrow \mathbb{R}$ according to the formula

$$
\nabla \cdot \mathbf{g}(t, x):=\sum_{y \sim x} \mathbf{g}(t,(x, y))
$$

### 2.1.4 Functional spaces

In this subsection, we introduce the various functional spaces used in the article. We let $Q:=I \times \Lambda$ be a parabolic cylinder and denote by $L$ the sidelength of the box $\Lambda$.
(i) $L^{p}$-norms. For $p \in[1, \infty)$, we define the $L^{p}$ and normalized $\underline{L}^{p}$-norms of a function $u: Q \rightarrow \mathbb{R}$ and a vector field $\mathbf{g}: I \times \vec{E}(\Lambda) \rightarrow \mathbb{R}$ by the formulae

$$
\|u\|_{L^{p}(Q)}^{p}:=\int_{I} \sum_{x \in \Lambda}|u(t, x)|^{p} d t, \quad\|u\|_{\underline{L}^{p}(Q)}^{p}:=\frac{1}{|Q|} \int_{I} \sum_{x \in \Lambda}|u(t, x)|^{p} d t
$$

and

$$
\|\mathbf{g}\|_{L^{p}(Q)}^{p}:=\int_{I} \sum_{e \in E(\Lambda)}|\mathbf{g}(t, e)|^{p} d t, \quad\|\mathbf{g}\|_{\underline{L}^{p}(Q)}^{p}:=\frac{1}{|Q|} \int_{I} \sum_{e \in E(\Lambda)}|\mathbf{g}(t, e)|^{p} d t
$$

We define the $L^{\infty}$-norm of the function $u$ (resp. the vector field $\mathbf{g}$ ) to be the essential supremum of $u$ (resp. g) over the set $Q$ (resp. $I \times \vec{E}(\Lambda)$ ) and denote it by $\|u\|_{L^{\infty}(Q)}$ (resp. $\left.\|\mathbf{g}\|_{L^{\infty}(Q)}\right)$. We similarly define the $L^{p}(\Lambda)$-norm and normalized $\underline{L}^{p}(\Lambda)$-norm of functions (resp. vector fields) defined on the box $\Lambda$ (resp. the edge set $\vec{E}(\Lambda)$ ) and valued in $\mathbb{R}$.
(ii) Sobolev spaces. For $p \in[1, \infty)$ and a function $u: Q \rightarrow \mathbb{R}$ (resp. $v: \Lambda \rightarrow \mathbb{R}$ ), we introduce the Sobolev norms

$$
\begin{equation*}
\|u\|_{W^{1, p}(Q)}:=\|u\|_{L^{p}(Q)}+\|\nabla u\|_{L^{p}(Q)}+\left\|\partial_{t} u\right\|_{L^{p}(Q)} \tag{2.6}
\end{equation*}
$$

and

$$
\|v\|_{W^{1, p}(\Lambda)}:=\|v\|_{L^{p}(\Lambda)}+\|\nabla v\|_{L^{p}(\Lambda)} .
$$

We denote by $W_{0}^{1, p}(Q)$ (resp. $W_{0}^{1, p}(\Lambda)$ ) the completion of the space of smooth compactly supported functions defined on the cylinder $Q$ (resp. the set of functions equal to 0 on the external boundary $\partial \Lambda$ ) with respect to the norm (2.6). In the case $p=2$, we denote by $H^{1}(Q):=W^{1,2}(Q)$ and $H_{0}^{1}(Q):=W_{0}^{1,2}(Q)$ (and use similar notation with the box $\Lambda$ ). We introduce the Sobolev space $H^{2}(\Lambda)$ according to the formula

$$
\|u\|_{H^{2}(\Lambda)}:=\|u\|_{L^{2}(\Lambda)}+\|\nabla u\|_{L^{2}(\Lambda)}+\left\|\nabla^{2} u\right\|_{L^{2}(\Lambda)} .
$$

We similarly introduce the space $H^{2}(Q)$ taking into account the derivatives with respect to the time variable. We additionally define the norm

$$
\|u\|_{L^{p}\left(I, W^{1, p}(\Lambda)\right)}^{p}:=\int_{I}\|u(t, \cdot)\|_{W^{1, p}(\Lambda)}^{p} d t
$$

and define normalized version of these norms according to the formulae

$$
\|v\|_{\underline{W}^{1, p}(\Lambda)}:=\frac{1}{L}\|v\|_{\underline{L}^{p}(\Lambda)}+\|\nabla v\|_{\underline{L}^{p}(\Lambda)}
$$

and

$$
\|u\|_{\underline{L}^{p}\left(I, \underline{W}^{1, p}(\Lambda)\right)}^{p}:=\frac{1}{|I|} \int_{I}\|u(t, \cdot)\|_{\underline{W}^{1, p}(\Lambda)}^{p} d t .
$$

Let us denote by $q:=p /(p-1)$ the conjugate exponent of $p$. We introduce the dual Sobolev norm

$$
\|u\|_{W^{-1, p}(\Lambda)}:=\sup \left\{\sum_{x \in \Lambda} u(x) v(x): v \in W_{0}^{1, q}(\Lambda),\|v\|_{W^{1, q}(\Lambda)} \leq 1\right\}
$$

as well as its normalized version

$$
\|u\|_{\underline{W}^{-1, p}(\Lambda)}:=\sup \left\{\frac{1}{|\Lambda|} \sum_{x \in \Lambda} u(x) v(x): v \in W_{0}^{1, q}(\Lambda),\|v\|_{\underline{W}^{1, q}(\Lambda)} \leq 1\right\}
$$

and denote by $H^{-1}(\Lambda)=W^{-1,2}(\Lambda)$ and $\underline{H}^{-1}(\Lambda)=\underline{W}^{-1,2}(\Lambda)$. We define the following norm

$$
\|u\|_{\underline{L}^{p}\left(I, \underline{W}^{-1, p}(\Lambda)\right)}^{p}=\frac{1}{|I|} \int_{I}\|u(t, \cdot)\|_{\underline{W}^{-1, p}(\Lambda)}^{p} d t .
$$

The following norm is used to study solutions of parabolic equations: given a function $u: Q \rightarrow \mathbb{R}$, we set

$$
\|u\|_{\underline{W}_{\mathrm{par}}^{1, p}(Q)}:=\frac{1}{L}\|u\|_{\underline{L}^{p}(Q)}+\|\nabla u\|_{\underline{L}^{p}(Q)}+\left\|\partial_{t} u\right\|_{\underline{L}^{p}\left(I, \underline{W}^{-1, p}(\Lambda)\right)} .
$$

We denote by $W_{\mathrm{par}, \sqcup}^{1, p}$ the completion of the set of smooth compactly supported functions in $\left(s_{-}, s_{+}\right] \times \Lambda$ with respect to the norm $\underline{W}_{\text {par }}^{1, p}(Q)$. We then define the parabolic $\underline{W}_{\text {par }}^{-1, p}(Q)$ norm of a map $u$ by

$$
\|u\|_{\underline{W}_{\text {parr }^{-1, p}(Q)}^{-1}}:=\sup \left\{\frac{1}{|Q|} \int_{I} \sum_{x \in \Lambda} u(t, x) v(t, x) d t: v \in W_{\mathrm{par}, \sqcup}^{1, p}(Q),\|v\|_{\underline{W}_{\mathrm{par}}^{1, p}(Q)} \leq 1\right\}
$$

and set $\underline{H}_{\mathrm{par}}^{1}(Q)=\underline{W}_{\mathrm{par}}^{1,2}(Q)$ and $\underline{H}_{\mathrm{par}}^{-1}(Q)=\underline{W}_{\mathrm{par}}^{-1,2}(Q)$.
(iii) Hölder spaces. For any exponent $\alpha \in[0,1]$, any parabolic cylinder $Q \subseteq \mathbb{R} \times \mathbb{Z}^{d}$, and any function $u: Q \rightarrow \mathbb{R}$, we define the $C^{0, \alpha}$-seminorm of the map $u$ by

$$
[u]_{C^{0, \alpha}(Q)}:=\sup _{(t, x),(s, y) \in Q} \frac{|u(t, x)-u(s, y)|}{|t-s|^{\alpha / 2}+|x-y|^{\alpha}} .
$$

The $C^{1, \alpha}$-seminorm of the map $u$ is then defined by

$$
[u]_{C^{1, \alpha}(Q)}:=[\vec{\nabla} u]_{C^{0, \alpha}(Q)} .
$$

We note that, while all the definitions above are given in the discrete setting, we may use them in the continuum to refer to either the boundary conditions $f$ to the solution of the homogenized equation (i.e., the map $\bar{u}$ in (1.9)) in the proofs of Theorem 1.1 or Theorem 1.5.

### 2.2 Microscopic notation

In the statement and proof of Theorem 1.1, we work on the rescaled lattice $\varepsilon \mathbb{Z}^{d}$; this convention is standard in homogenization and is also the one used in the proof of the hydrodynamic limit by Funaki and Spohn [46]. Working in this framework requires to introduce notation which are adapted to the rescaled lattice $\varepsilon \mathbb{Z}^{d}$ but essentially matches the ones of the previous subsections.

### 2.2.1 Sets and functions

As mentioned in Section 1.2, we let $D \subseteq \mathbb{R}^{d}$ be a bounded $C^{1,1}$ domain, let $I:=[-1,0]$ and set $Q:=I \times D$ (as in the statement of Theorem 1.1). We denote by $D^{\varepsilon}:=\varepsilon \mathbb{Z}^{d} \cap D$, by $Q^{\varepsilon}:=I \times D^{\varepsilon}$. We denote by $\partial D^{\varepsilon}$ the external vertex boundary of $D^{\varepsilon}$ and by $\partial_{\text {par }} Q^{\varepsilon}:=$ $\left(\{-1\} \times D^{\varepsilon}\right) \cup\left(I \times \partial D^{\varepsilon}\right)$. For $\kappa \in(0,1)$, we denote by $\Lambda_{\kappa}^{\varepsilon}:=[-\kappa, \kappa]^{d} \cap \varepsilon \mathbb{Z}^{d}$ and by $Q_{\kappa}^{\varepsilon}:=\left(-\kappa^{2}, 0\right) \times \Lambda_{\kappa}^{\varepsilon}$. We denote by $\left|\Lambda_{\kappa}^{\varepsilon}\right|$ (resp. $\left|D^{\varepsilon}\right|$ ) the cardinality of the box $\Lambda_{\kappa}^{\varepsilon}$ (resp. the set $D^{\varepsilon}$ ), and by $\left|Q_{\kappa}^{\varepsilon}\right|=\kappa^{2}\left|\Lambda_{\kappa}^{\varepsilon}\right|$ (resp. $\left|Q^{\varepsilon}\right|=|I|\left|D^{\varepsilon}\right|$ ).

Given a function $u^{\varepsilon}: D^{\varepsilon} \rightarrow \mathbb{R}$ and an edge $e=(x, y) \in \vec{E}\left(D^{\varepsilon}\right)$, we denote its discrete gradient by $\nabla^{\varepsilon} u(t, e):=\varepsilon^{-1}(u(t, y)-u(t, x))$. Similarly, for $i \in\{1, \ldots, d\}$, we define

$$
\nabla_{i}^{\varepsilon} u(t, x):=\varepsilon^{-1}\left(u\left(t, x+e_{i}\right)-u(t, x)\right) \text { and } \vec{\nabla}^{\varepsilon} u(t, x):=\left(\nabla_{1}^{\varepsilon} u(t, x), \ldots, \nabla_{d}^{\varepsilon} u(t, x)\right) .
$$

We will have to consider the second derivative of a map $u$, defined as the matrix-valued function

$$
\nabla^{\varepsilon, 2} u(t, x):=\left(\nabla_{i}^{\varepsilon} \nabla_{j}^{\varepsilon} u(t, x)\right)_{1 \leq i, j \leq d} .
$$

We define the average value of a function $u$ over the set $Q_{\kappa}^{\varepsilon}$ according to the formula

$$
(u)_{Q_{\kappa}^{\varepsilon}}:=\frac{1}{\left|Q_{\kappa}^{\varepsilon}\right|} \int_{-\kappa^{2}}^{0} \sum_{x \in \Lambda_{\kappa}^{\varepsilon}} u(t, x) d t
$$

and similarly define the average value of a vector field by rescaling the definition (2.5).

### 2.2.2 Functional spaces

We also define the suitably rescaled version of the $L^{p}$-norms by the formulae (which will be used either on the set $Q^{\varepsilon}$ or on cylinders of the form $z+Q_{\kappa}^{\varepsilon}$ )

$$
\begin{equation*}
\|u\|_{L^{p}\left(Q^{\varepsilon}\right)}^{p}:=\varepsilon^{d} \int_{I} \sum_{x \in D^{\varepsilon}}|u(t, x)|^{p} d t \text { and }\|u\|_{L^{p}\left(Q_{\kappa}^{\varepsilon}\right)}^{p}:=\varepsilon^{d} \int_{-\kappa^{2}}^{0} \sum_{x \in \Lambda_{\kappa}^{\varepsilon}}|u(t, x)|^{p} d t, \tag{2.7}
\end{equation*}
$$

as well as the averaged $L^{p}$-norm

$$
\begin{equation*}
\|u\|_{\underline{L}^{p}\left(Q_{\kappa}^{\varepsilon}\right)}^{p}:=\frac{1}{\left|Q_{\kappa}^{\varepsilon}\right|} \int_{-\kappa^{2}}^{0} \sum_{x \in \Lambda_{\kappa}^{\epsilon}}|u(t, x)|^{p} d t \tag{2.8}
\end{equation*}
$$

We similarly define the $L^{\infty}$-norm by considering the essential supremum. Given a time interval $I \subseteq \mathbb{R}$ and a box $\Lambda^{\varepsilon} \subseteq \varepsilon \mathbb{Z}^{d}$ of sidelength $\kappa$ (i.e., of the form $x+\Lambda_{\kappa}^{\varepsilon}$ for $x \in \varepsilon \mathbb{Z}^{d}$ ), we extend the definition of the norms $W^{1, p}\left(I \times \Lambda^{\varepsilon}\right), L^{p}\left(I, W^{1, p}\left(\Lambda^{\varepsilon}\right)\right), W^{-1, p}\left(\Lambda^{\varepsilon}\right)$, $W_{\text {par }}^{1, p}\left(I \times \Lambda^{\varepsilon}\right)$ and $W_{\text {par }}^{-1, p}\left(I \times \Lambda^{\varepsilon}\right)$ by replacing the discrete gradient $\nabla$ by $\nabla^{\varepsilon}$, the parameter $L$ by $\kappa$ and the $L^{p}$-norms by the ones defined in (2.7) and (2.8).

Finally, we extend the definition of the norm $\underline{H}_{\text {par }}^{-1}$ to the set $Q^{\varepsilon}:=I \times D^{\varepsilon}$ by setting

$$
\begin{equation*}
\|u\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)}:=\sup \left\{\frac{1}{|I|\left|D^{\varepsilon}\right|} \int_{I} \sum_{x \in D^{\varepsilon}} u(t, x) v(t, x) d t: v \in H_{\mathrm{par}, \sqcup}^{1}\left(Q^{\varepsilon}\right),\|v\|_{\underline{H}_{\mathrm{par}}^{1}\left(Q^{\varepsilon}\right)} \leq 1\right\} \tag{2.9}
\end{equation*}
$$

For later use, we record that the $\underline{H}_{\mathrm{par}}^{-1}$ satisfies the following scaling identity: for any $L \in \mathbb{N}$, any function $u: Q_{L} \rightarrow \mathbb{R}$, if we let $u^{\varepsilon}: Q_{\varepsilon L}^{\varepsilon} \rightarrow \mathbb{R}$ be the rescaled map defined by the formula $u^{\varepsilon}(t, x)=u\left(t / \varepsilon^{2}, x / \varepsilon\right)$, then we have

$$
\begin{equation*}
\left\|u^{\varepsilon}\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{\varepsilon L}^{\varepsilon}\right)}=\varepsilon\|u\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L}\right)} . \tag{2.10}
\end{equation*}
$$

### 2.3 Stochastic integrability

Fix an exponent $s \in(0, \infty)$ and a constant $K>0$. Given a random variable $X$, we write

$$
X \leq \mathcal{O}_{s}(K) \Leftrightarrow \mathbb{E}\left[\exp \left(\left(\frac{|X|}{K}\right)^{s}\right)\right] \leq 2
$$

We record from [11, Appendix A] some properties satisfied by this notation:

- Summation: For each exponent $s>0$, there exists a constant $C_{s}$ such that, if let $X_{1}, \ldots, X_{n}$ be nonnegative random variables and $K_{1}, \ldots, K_{n}$ be positive constants, then

$$
\begin{equation*}
X_{1} \leq \mathcal{O}_{s}\left(K_{1}\right), \ldots, X_{n} \leq \mathcal{O}_{s}\left(K_{n}\right) \Longrightarrow \sum_{i=1}^{n} X_{i} \leq \mathcal{O}_{s}\left(C_{s} \sum_{i=1}^{n} K_{i}\right) \tag{2.11}
\end{equation*}
$$

- Powers: For each pair of exponents $s, s_{0}>0$, and each constant $K>0$, one has the estimate

$$
\begin{equation*}
X \leq \mathcal{O}_{s}(K) \Longrightarrow X^{s_{0}} \leq \mathcal{O}_{s / s_{0}}\left(K^{s_{0}}\right) \tag{2.12}
\end{equation*}
$$

- Integration: For each exponent $s>0$, there exists a constant $C_{s}$ such that the following holds. Let $\left(X_{t}\right)_{t \geq 0}$ be a collection of random variables, $\left(K_{t}\right)_{t \geq 0}$ be a nonnegative function and $I \subseteq(0, \infty)$ be an interval, then

$$
\begin{equation*}
\forall t \geq 0, X_{t} \leq \mathcal{O}_{s}\left(K_{t}\right) \Longrightarrow \int_{I} X_{t} \leq \mathcal{O}_{s}\left(C_{s} \int_{I} K_{t} d t\right) \tag{2.13}
\end{equation*}
$$
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- Expectation: For each exponent $s>0$, there exists a constant $C_{s}$ such that

$$
X \leq \mathcal{O}_{s}(K) \Longrightarrow \mathbb{E}[X] \leq C_{s} K
$$

- Multiplication: For each exponent $s>0$, and each $\lambda>0$,

$$
X \leq \mathcal{O}_{s}(K) \Longrightarrow \lambda X \leq \mathcal{O}_{s}(\lambda K)
$$

- Maximum: For each exponent $s>0$, there exists a constant $C_{s}$ such that, if let $X_{1}, \ldots, X_{n}$ be nonnegative random variables and $K$ be a positive constant, then

$$
\begin{equation*}
X_{1} \leq \mathcal{O}_{s}(K), \ldots, X_{n} \leq \mathcal{O}_{s}(K) \Longrightarrow \max _{i=1, \ldots, n} X_{i} \leq \mathcal{O}_{s}\left(C_{s}(\log n)^{\frac{1}{s}} K\right) \tag{2.14}
\end{equation*}
$$

### 2.4 Parabolic equations and regularity

In this section, we introduce the definition of discrete parabolic operators and record some of the main properties of the solutions of parabolic equations used in the article: the Caccioppoli and Meyers inequalities, and the Nash-Aronson estimate for the heat kernel. We recall that we fix a parabolic cylinder $Q=I \times \Lambda \subseteq \mathbb{R} \times \mathbb{Z}^{d}$.

### 2.4.1 Environment and parabolic equations

An environment a defined on the parabolic cylinder $Q$ is a measurable map a : $I \times E(\Lambda) \rightarrow$ $[0, \infty]$. Given an environment a, we denote by $\nabla \cdot \mathbf{a} \nabla$ the time-dependent elliptic operator defined by the formula: for any map $u: Q \rightarrow \mathbb{R}$ and any $(t, x) \in Q$,

$$
\begin{equation*}
\nabla \cdot \mathbf{a} \nabla u(t, x)=\sum_{y \sim x} \mathbf{a}(t,\{x, y\})(u(t, y)-u(t, x)) . \tag{2.15}
\end{equation*}
$$

The discrete Laplacian on the lattice is the elliptic operator $\Delta=\nabla \cdot \mathbf{a} \nabla$ when $\mathbf{a} \equiv 1$. Given a parabolic cylinder $Q \subseteq \mathbb{R} \times \mathbb{Z}^{d}$ and an environment a, a function $u: Q \rightarrow \mathbb{R}$ is called a-caloric if it solves the parabolic equation

$$
\begin{equation*}
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u=0 \text { in } Q . \tag{2.16}
\end{equation*}
$$

In the rest of this section (and of the article), we will assume that all the environments satisfy the uniform ellipticity condition $0<c_{-} \leq \mathbf{a} \leq c_{+}<\infty$.

### 2.4.2 Caccioppoli and Meyers inequalities

In this section, we state the parabolic versions of the Caccioppoli and Meyers inequalities. For the Caccioppoli inequality, we refer to [6, Lemma B.3] (among other possible sources)
Proposition 2.1 (Parabolic Caccioppoli inequality). There exists a constant $C<\infty$ depending on $d, c_{+}, c_{-}$such that, for every sidelength $L \in \mathbb{N}$, every uniformly elliptic environment a defined on $Q_{2 L}$, and every solution of the parabolic equation

$$
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u=\nabla \cdot F \text { in } Q_{2 L}
$$

one has the upper bound

$$
\|\nabla u\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq \frac{C}{L}\|u\|_{\underline{L}^{2}\left(Q_{2 L}\right)}+C\|F\|_{\underline{L}^{2}\left(Q_{2 L}\right)} .
$$

The second proposition of this section is the interior parabolic Meyers estimate which provides a $W^{1,2+\gamma_{0}}$ regularity estimate for solutions of parabolic equations. In the elliptic case, the Meyers estimate is due to [67], in the parabolic case they were first proved in [48], and the global version was considered in [76] (see also [6, Appendix B]).

Proposition 2.2 (Interior parabolic Meyers inequality, Theorem 2.1 of [48]). There exist a constant $C<\infty$ and an exponent $\gamma_{0}>0$ depending on $d, c_{+}, c_{-}$such that, for every sidelength $L \in \mathbb{N}$, every uniformly elliptic environment a defined on $Q_{2 L}$, and every solution of the parabolic equation

$$
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u=\nabla \cdot F \text { in } Q_{2 L},
$$

one has the upper bound

$$
\|\nabla u\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L}\right)} \leq C\|\nabla u\|_{\underline{L}^{2}\left(Q_{2 L}\right)}+C\|F\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{2 L}\right)} .
$$

We finally collect a global version of the Meyers estimate.
Proposition 2.3 (Global parabolic Meyers inequality, Proposition B. 2 of [6]). There exist a constant $C<\infty$ and an exponent $\gamma_{0}>0$ depending on the parameters $d, c_{+}, c_{-}$such that for every $L \in \mathbb{N}$, every environment $\mathbf{a}: Q_{L} \rightarrow\left[c_{-}, c_{+}\right]$, and every $F: Q_{L} \rightarrow \mathbb{R}$, if we let $u$ be the solution of the parabolic equation

$$
\left\{\begin{array}{rlrl}
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u & =\nabla \cdot F & & \text { in } Q_{L}, \\
u & =0 & & \text { in } \Lambda_{L}, \\
u(t, \cdot) & \in \Omega_{\Lambda_{L}, \text { per }} & \text { for } t \in I_{L},
\end{array}\right.
$$

then one has the estimate

$$
\|\nabla u\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L}\right)} \leq C\|F\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L}\right)} .
$$

### 2.4.3 De Giorgi-Nash-Moser regularity

In this section, we record the $C^{0, \alpha}$-regularity for solutions of parabolic equations with uniformly elliptic coefficient. The proof of this result in the continuous setting can be found in [73, 69, 37] (see also [49, Chapter 8] and [58, Chapter 3]). In the discrete setting considered here, we refer to [47, Appendix B] and [38, Section 3].
Proposition 2.4 ( $L^{\infty}$ and De Giorgi-Nash-Moser regularity). Fix an integer $L \in \mathbb{N}$ and let a be a uniformly elliptic environment defined in $Q_{2 L}$. There exist an exponent $\alpha>0$ and a constant $C<\infty$ depending only on the parameters $d, c_{+}, c_{-}$such that, for any solution $u: Q_{2 L} \rightarrow \mathbb{R}$ of the parabolic equation

$$
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u=0 \text { in } Q_{2 L},
$$

one has the estimate

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(Q_{L}\right)}+L^{\alpha}[u]_{C^{0, \alpha}\left(Q_{L}\right)} \leq C\|u\|_{\underline{L}^{2}\left(Q_{2 L}\right)} . \tag{2.17}
\end{equation*}
$$

### 2.4.4 Heat kernel, Nash-Aronson estimate and Duhamel principle

Let $Q:=I \times \Lambda$ be a parabolic cylinder denote by $I=\left[s, s_{+}\right]$, and assume that $\Lambda$ is a box of sidelength $L$. Fix a point $y \in \Lambda$. Given a uniformly environment a defined on $Q$, we consider the heat kernel in the box $\Lambda$ with periodic boundary conditions defined by

$$
\left\{\begin{array}{rlrl}
\partial_{t} P_{\mathbf{a}}(\cdot, \cdot, s, y)-\nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}} & =0 & \text { in } Q  \tag{2.18}\\
P_{\mathbf{a}}(s, \cdot, s, y) & =\delta_{y}-\frac{1}{|\Lambda|} & & \text { in } \Lambda \\
P_{\mathbf{a}}(t, \cdot, s, y) & \in \Omega_{\Lambda, \text { per }} & & \text { for } t \in I
\end{array}\right.
$$

where $\delta_{y}$ denotes the discrete Dirac function taking the value 1 at $y$ and 0 everywhere else; the term $1 /|\Lambda|$ ensures that, for any time $t \geq s$, the spatial average of the heat
kernel over the box $\Lambda$ is equal to 0 . We extend the definition to the times $t<s$ by setting $P_{\mathbf{a}}(t, x ; s, y)=0$ in that case. For each constant $C>0$, we denote by $\Phi_{C, L}:(0, \infty) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ the function

$$
\begin{equation*}
\Phi_{C, L}(t, x):=C(t \vee 1)^{-\frac{d}{2}} \exp \left(-\frac{|x-y|}{C t^{\frac{1}{2}}}\right) \exp \left(-\frac{t}{C L^{2}}\right) \tag{2.19}
\end{equation*}
$$

The Nash-Aronson estimate, originally established in the continuous setting in [15], provides an upper bound on the heat-kernel $P_{\mathbf{a}}$ in terms of the function $\Phi_{C, L}$. The result stated below in the discrete setting can essentially be deduced from [47, Proposition B.3] (see Remark 2.7).

Proposition 2.5 (Nash-Aronson estimate). Let a be a uniformly elliptic environment defined on $Q$, and let $P_{\mathrm{a}}$ be the heat kernel with periodic boundary conditions defined in (2.18). There exists a constant $C:=C\left(d, c_{-}, c_{+}\right)<\infty$ such that, if $t-s \leq L^{2}$,

$$
\begin{equation*}
0 \leq P_{\mathbf{a}}(t, x, s, y)+\frac{1}{|\Lambda|} \leq \Phi_{C, L}(t-s, x-y) \tag{2.20}
\end{equation*}
$$

and, if $t-s \geq L^{2}$,

$$
\left|P_{\mathbf{a}}(t, x, s, y)\right| \leq \Phi_{C, L}(t-s, x-y)
$$

Additionally, there exists an exponent $\alpha:=\alpha\left(d, c_{+}, c_{-}\right)>0$ such that

$$
\begin{equation*}
\left|\vec{\nabla} P_{\mathbf{a}}(t, x, s, y)\right| \leq(t \vee 1)^{-\alpha} \Phi_{C, L}(t-s, x-y) \tag{2.21}
\end{equation*}
$$

Remark 2.6. The term $1 /|\Lambda|$ in the left-hand side of (2.20) takes into account the additive factor $1 /|\Lambda|$ in the initial condition of (2.20), which itself is added to the definition to ensure that the spatial average of the heat kernel over the box $\Lambda$ is equal to 0 .
Remark 2.7. The result of [47, Proposition B.3] is stated for the heat kernel defined in infinite volume (compared to the one considered here which is defined in a box $\Lambda$ and with periodic boundary conditions). The result of Proposition 2.5 can be deduced from the one of [47, Proposition B.3] through standard arguments.

The heat-kernel plays a fundamental role in this article, as it can be used to solve parabolic equations with a non-zero right-hand side. The formula is known as Duhamel's principle and is stated below.
Proposition 2.8 (Duhamel's principle). Let $f: Q \rightarrow \mathbb{R}$ be a piecewise continuous function such that, for any $t \in I, \sum_{x \in \Lambda} f(t, x)=0$. Let $u: Q \rightarrow \mathbb{R}$ be the (periodic) solution of the parabolic equation

$$
\left\{\begin{align*}
\partial_{t} u-\nabla \cdot \mathbf{a} \nabla u & =f & & \text { in } Q,  \tag{2.22}\\
u(s, \cdot) & =0 & & \text { in } \Lambda, \\
u & \in \Omega_{\Lambda, \text { per }} & & \text { for } t \in I,
\end{align*}\right.
$$

then we have the identity, for any $(t, x) \in Q$,

$$
u(t, x)=\sum_{y \in \Lambda} \int_{s}^{t} P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime}
$$

Proof. For $(t, x) \in Q$, we denote by $w(t, x):=\sum_{y \in \Lambda} \int_{s}^{t} P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime}$. We will prove that the map $w$ solves the equation (2.22). Differentiating the function $w$ with respect to time, we obtain

$$
\begin{equation*}
\partial_{t} w(t, x)=\sum_{y \in \Lambda} P_{\mathbf{a}}(t, x ; t, y) f(t, y)+\sum_{y \in \Lambda} \int_{s}^{t} \partial_{t} P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime} \tag{2.23}
\end{equation*}
$$

For the first term in the right-hand side, we use the definition (2.18) of the heat kernel and write

$$
\sum_{y \in \Lambda} P_{\mathbf{a}}(t, x ; t, y) f(t, y)=f(t, x)-\sum_{y \in \Lambda} \frac{f(t, y)}{\left|\Lambda_{L}\right|}=f(t, x) .
$$

For the second term in the right-hand side of (2.23), we use the definition (2.18) a second time and write

$$
\begin{aligned}
\sum_{y \in \Lambda} \int_{s}^{t} \partial_{t} P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime} & =\sum_{y \in \Lambda} \int_{s}^{t} \nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime} \\
& =\nabla \cdot \mathbf{a} \nabla\left(\sum_{y \in \Lambda} \int_{s}^{t} P_{\mathbf{a}}\left(t, x ; s^{\prime}, y\right) f\left(s^{\prime}, y\right) d s^{\prime}\right) \\
& =\nabla \cdot \mathbf{a} \nabla w(t, x)
\end{aligned}
$$

A combination of the three previous displays implies that the map $w$ solves the parabolic equation

$$
\partial_{t} w-\nabla \cdot \mathbf{a} \nabla w=f \text { in } Q .
$$

Additionally, the definition of $w$ implies that $w(s, \cdot)=0$. These two observations imply that $u$ and $w$ are both solutions of the parabolic equation (2.22), and are thus equal.

### 2.5 Gaussian concentration inequality

In this section, we record Gaussian concentration inequality [21, 79] (see also [22, Theorem 5.6]). The result is used to estimate the fluctuations of the first-order corrector in Section 3.2 and to estimate the $\underline{H}_{\text {par }}^{-1}$-norm of the flux of the corrector in Section 3.3.
Proposition 2.9 (Gaussian concentration inequality [21, 79]). Let $X_{1}, \ldots, X_{n}$ be independent Gaussian random variables with expectation 0 and variance 1. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a 1-Lipschitz function (i.e., $|F(x)-F(y)| \leq|x-y|$ for all $x, y \in \mathbb{R}^{n}$ where we used the Euclidian metric on $\mathbb{R}^{n}$ ), then there exists an absolute constant $C<\infty$ such that

$$
|F-\mathbb{E}[F]| \leq \mathcal{O}_{2}(C)
$$

### 2.6 Multiscale Poincaré inequality

The multiscale Poincaré inequality will be used to estimate the weak $\underline{H}_{\text {par }}^{-1}$-norm of a function in terms of its space-time averages over different scales. We refer to [11] for the result in the elliptic setting. In the parabolic setting, the proof can be found in [6, Proposition 3.6].
Proposition 2.10 (Multiscale Poincaré inequality, Proposition 3.6 of [6]). There exists a constant $C<\infty$ depending on $d$ such that, for every $m \geq 1$ and every function $f \in L^{2}\left(Q_{3^{m}}\right)$,

$$
\|f\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3} m\right)} \leq C\|f\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)}+C \sum_{k=0}^{m} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|(f)_{z+Q_{3^{k}}}\right|^{2}\right)^{\frac{1}{2}}
$$

The multiscale Poincaré inequality can be combined with the following statement, for which we refer to [6, Proposition 3.7].
Proposition 2.11 (Proposition 3.7 of [6]). There exists a constant $C<\infty$ depending on $d$ such that, for every $L \in \mathbb{N}$, every $u \in H^{1}\left(Q_{L}\right)$ satisfying either $(u)_{Q_{L}}=0$ and every $\mathrm{g} \in L^{2}\left(Q_{L}\right)$ satisfying $\partial_{t} u=\nabla \cdot \mathbf{g}$, one has the estimate

$$
\|u\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C\left(\|\nabla u\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L}\right)}+\|\mathbf{g}\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L}\right)}\right) .
$$

The final statement of this section describes more explicitly the structure of the set $\underline{H}_{\text {par }}^{-1}\left(Q_{L}\right)$. The proof of the result can be found in [6, Lemma 3.11].
Lemma 2.12 (Identification of $\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L}\right)$ ). There exists a constant $C:=C(d)<\infty$ such that, for any $f \in L^{2}\left(Q_{L}\right)$, there exists $\left(w, w^{*}\right) \in L^{2}\left(I_{L} ; H_{0}^{1}\left(\Lambda_{L}\right)\right) \times L^{2}\left(I_{L} ; H^{-1}\left(\Lambda_{L}\right)\right)$ such that

$$
f=\partial_{t} w+w^{*}
$$

with the upper bound

$$
\|w\|_{\underline{L}^{2}\left(I_{L} ; \underline{H}^{1}\left(\Lambda_{L}\right)\right)}+\left\|w^{*}\right\|_{\underline{L}^{2}\left(I_{L} ; \underline{H}^{-1}\left(\Lambda_{L}\right)\right)} \leq C\|f\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L}\right)} .
$$

We can additionally assume that, for any $x \in \Lambda_{L}$, the map $t \mapsto w(t, x)$ is continuous in the closed interval $\left[-L^{2}, 0\right]$ and satisfies $w\left(-L^{2}, x\right)=w(0, x)=0$ for any $x \in \Lambda_{L}$.

## 3 First-order corrector for the Langevin dynamic

This section is devoted to the first-order corrector for the Langevin dynamic and is structured as follows. In Section 3.1, we introduce the corrector for the Langevin dynamic. In Section 3.2, we estimate the fluctuations of the corrector following the outline presented in Section 1.5.1. In Section 3.3, we obtain estimates on the flux of the corrector. Finally in Section 3.5, we obtain some estimates on the $L^{2}$-norm of the difference of the first-order correctors with two different slopes.

### 3.1 Definition

In this section, we introduce the first-order corrector for the Langevin dynamic. We let $Q:=I \times \Lambda$ be a parabolic cylinder, denote by $I=\left[s_{-}, s_{+}\right]$, and let $L$ be the sidelength of the box $\Lambda$. We assume that $|I|=s_{+}-s_{-} \geq L^{2}$.
Definition 3.1 (First-order corrector for the Langevin dynamic). Fix a time-dependent slope $q: I \rightarrow \mathbb{R}^{d}$. We define $\varphi_{Q}(\cdot ; q): Q \rightarrow \mathbb{R}$ to be the solution of the Langevin dynamic with periodic boundary conditions

$$
\left\{\begin{align*}
d \varphi_{Q}(t, x ; q) & =\nabla \cdot V^{\prime}\left(q+\nabla \varphi_{Q}(\cdot, \cdot ; q)\right)(t, x) d t+\sqrt{2} d B_{t}(x) & & \text { for }(t, x) \in Q  \tag{3.1}\\
\varphi_{Q}(s, \cdot ; q) & =0 & & \text { for } x \in \Lambda \\
\varphi_{Q}(t, \cdot ; q) & \in \Omega_{\Lambda, \text { per }} & & \text { for } t \in I
\end{align*}\right.
$$

We then define the first-order corrector $\phi_{Q}(\cdot, \cdot ; q)$ by subtracting a spatially constant term from the map $\varphi$ and write, for any $t \in I$ and $x \in \Lambda$,

$$
\begin{equation*}
\phi_{Q}(t, x ; q):=\varphi_{Q}(t, x ; q)-\frac{1}{|\Lambda|} \sum_{y \in \Lambda} \varphi_{Q}(t, y ; q)=\varphi_{Q}(t, x ; q)-\frac{\sqrt{2}}{|\Lambda|} \sum_{y \in \Lambda} B_{t}(y) \tag{3.2}
\end{equation*}
$$

The corrector can be equivalently defined as the solution of the system of stochastic differential equations

$$
\left\{\begin{align*}
d \phi_{Q}(t, x ; q) & =\nabla \cdot V^{\prime}\left(q+\nabla \phi_{Q}(\cdot ; q)\right)(t, x) d t+\sqrt{2} d B_{t}(x)-\frac{\sqrt{2}}{|\Lambda|} \sum_{y \in \Lambda} d B_{t}(y) & & \text { if }(t, x) \in Q  \tag{3.3}\\
\phi_{Q}(s, \cdot ; q) & =0 & & \text { if } x \in \Lambda \\
\phi_{Q}(t, \cdot ; q) & \in \Omega_{\Lambda, \text { per }} & & \text { if } t \in I
\end{align*}\right.
$$

The flux of the corrector is then the vector field $V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)$.
Remark 3.2. Contrary to the usual convention in stochastic homogenization, we allow the slope $q$ to vary in the time variable. The reason motivating this choice is twofold:

1. First, the technique used to estimate the corrector and its flux covers this case without modifying the argument;
2. Second, allowing the corrector to have a time-dependent slope is useful to optimize the rate of convergence in Theorem 1.1. As mentioned in Section 1.5.2, the proof of Theorem 1.1 relies on a two-scale expansion and requires to introduce a mesoscopic scale. A natural strategy would be to introduce a mesoscopic scale with respect to both the space and time variables, but it turns out that this causes a deterioration of the rate of convergence, and leads to a rate of the form $\varepsilon^{\frac{1}{3}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)$. Having access to a corrector with a time-dependent slope allows to define the mesoscopic scale only with respect to the spatial variable and yields the rate of convergence stated in Theorem 1.1.

### 3.2 Scaling estimates for the first-order corrector

The following proposition estimates the size of the first-order corrector of the Langevin dynamic following the outline presented in Section 1.5.1. We fix a parabolic cylinder $Q:=I \times \Lambda$, denote by $I=\left[s_{-}, s_{+}\right]$, assume that $\Lambda$ is a box whose sidelength is denoted by $L$ and that $s_{+}-s_{-} \geq L^{2}$. We also fix a time-dependent slope $q: I \rightarrow \mathbb{R}^{d}$.
Proposition 3.3 (Fluctuation estimates for the first-order corrector). There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that, for any $z \in Q$,

$$
\begin{equation*}
\left|\phi_{Q}(z ; q)\right| \leq \mathcal{O}_{2}\left(C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{3.4}
\end{equation*}
$$

Additionally, for any $z \in Q$,

$$
\begin{equation*}
\left|\vec{\nabla} \phi_{Q}(z ; q)\right| \leq \mathcal{O}_{2}(C) \tag{3.5}
\end{equation*}
$$

Proof. To ease the notation in the proof, we will assume that $q=0, Q=\left[s_{-}, 0\right] \times \Lambda_{L}$ for some $s_{-}<-L^{2}$ and that $z=0$. We denote the corrector by $\phi$ (i.e., we drop the slope and the cylinder from the notation since they are fixed in the argument). The proof in the general case follows from the same lines. We prove the estimate

$$
|\phi(0)| \leq \mathcal{O}_{2}\left(C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right)
$$

where we denoted by 0 the zero of $\mathbb{R} \times \mathbb{Z}^{d}$. As a preliminary observation, we note that the law of the first-order corrector is invariant under spatial translations. Combining this observation with the identity (3.2), we deduce that: for any $(t, x) \in Q$,

$$
\begin{equation*}
\mathbb{E}[\phi(t, x)]=0 . \tag{3.6}
\end{equation*}
$$

We then consider a discretization of the Brownian motions $\left\{B_{t}(x): t \in \mathbb{R}, x \in \mathbb{Z}^{d}\right\}$ in piecewise affine functions defined as follows: for any integer $n \in \mathbb{N}$, any integer $l \in \mathbb{Z}$, and any time $t \in[l / n,(l+1) / n]$, we set

$$
B_{t}^{n}(x):=(n t-l) B_{\frac{k+1}{n}}(x)+(l+1-n t) B_{\frac{k}{n}}(x) .
$$

We denote by $X_{l}^{n}(x)$ the normalized increments of the Brownian motion $B(x)$ between the times $l / n$ and $(l+1) / n$, that is

$$
X_{l}^{n}(x):=\sqrt{n}\left(B_{\frac{l+1}{n}}(x)-B_{\frac{l}{n}}(x)\right) \quad \text { and } \quad X^{n}(t, x)=\sum_{k \in \mathbb{Z}} X_{l}^{n}(x) \mathbf{1}_{\{l / n \leq t \leq(l+1) / n\}},
$$

and note that the random variables $\left\{X_{k}^{n}(x): l \in \mathbb{Z}, x \in \mathbb{Z}^{d}\right\}$ are i.i.d. Gaussian with expectation 0 and variance 1 . We denote by $\bar{X}^{n}(t):=\frac{1}{\left|\Lambda_{L}\right|} \sum_{y \in \Lambda_{L}} X^{n}(t, y)$ (and assume
that this term is spatially constant), and let $\phi^{n}: Q \rightarrow \mathbb{R}$ be the solution of the system of ordinary differential equations

$$
\left\{\begin{array}{lc}
\partial_{t} \phi^{n}=\nabla \cdot V^{\prime}\left(\nabla \phi^{n}\right)+\sqrt{2 n^{-1}}\left(X^{n}-\bar{X}^{n}\right) & \text { in } Q  \tag{3.7}\\
\phi^{n}(s, \cdot)=0 & \text { in } \Lambda_{L} \\
\phi^{n}(t, \cdot) \in \Omega_{\Lambda_{L}, \text { per }} & \text { for } t \in I
\end{array}\right.
$$

We note that, sending $n$ to infinity, the functions $\phi^{n}$ converges to the solution of the stochastic differential equation (3.3), and thus

$$
\begin{equation*}
\phi^{n}(0) \underset{n \rightarrow \infty}{\longrightarrow} \phi(0) \quad \mathbb{P}-\text { almost-surely; } \tag{3.8}
\end{equation*}
$$

and we then establish that there exists a constant $C\left(d, c_{+}, c_{-}\right)<\infty$ such that, for any $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\phi^{n}(0)\right| \leq \mathcal{O}_{2}\left(C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{3.9}
\end{equation*}
$$

A combination of (3.8) and (3.9) with the definition of the $\mathcal{O}$-notation and Fatou's Lemma completes the proof of Proposition 3.3.

We next prove the stochastic integrability estimate (3.9). We first note that, for each $n \in \mathbb{N}$, the function $\phi^{n}$ depends only on the values of the increments

$$
\left\{X_{l}^{n}(y): l \in\left\{\left\lfloor n s_{-}\right\rfloor, \ldots, 0\right\}, y \in \Lambda_{L}\right\}
$$

Using that the increments of the Brownian motions are independent Gaussian random variables and the observation $\mathbb{E}\left[\phi^{n}(0)\right]=0$ (which follows from the same argument as in (3.6)), we see that Proposition 3.3 is a consequence of Proposition 2.9 if we can prove that, for a large constant $C$ depending only on $d, c_{+}, c_{-}$, the mapping

$$
F:\left\{X_{l}^{n}(y): l \in\{\lfloor n s\rfloor, \ldots, 0\}, y \in \Lambda_{L}\right\} \mapsto \frac{\phi^{n}(0)}{C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)}
$$

is 1 -Lipschitz (in the sense of Proposition 2.9). To this end, let us fix $l \in \mathbb{Z}$ and $y \in \mathbb{Z}^{d}$, and note that the derivative $w:=\partial \phi_{L}^{n} / \partial X_{l}^{n}(y)$ solves the linear parabolic equation

$$
\left\{\begin{array}{rlrl}
\partial_{t} w(t, x)-\nabla \cdot \mathbf{a} \nabla w(t, x) & =\sqrt{2 n} \mathbf{1}_{\left\{t \in\left[\frac{l}{n}, \frac{l+1}{n}\right]\right\}}\left(\mathbf{1}_{\{x=y\}}-\frac{1}{\left|\Lambda_{L}\right|}\right) & & \text { in } Q  \tag{3.10}\\
w(s, \cdot) & =0 & & \text { in } \Lambda_{L} \\
w(t, \cdot) \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for } t \in I
\end{array}\right.
$$

with the environment $\mathbf{a}(t, e)=V^{\prime \prime}\left(\nabla \phi_{L}^{n}(t, e)\right)$. Applying Duhamel's principle (Proposition 2.8), we obtain the following identity

$$
\begin{equation*}
w(0)=\sqrt{2 n} \int_{l / n}^{(l+1) / n} P_{\mathbf{a}}(t, x ; s, y) d s \tag{3.11}
\end{equation*}
$$

where $P_{\mathbf{a}}$ is the heat-kernel defined in (2.18) with respect to the environment a. Using the Nash-Aronson estimate stated in Proposition 2.5 and recalling the definition of the $\operatorname{map} \Phi_{C, L}$ stated in (2.19), we obtain

$$
\begin{equation*}
|w(0)| \leq C n^{\frac{1}{2}} \int_{l / n}^{(l+1) / n} \Phi_{C, L}(-s, y) d s+\frac{C}{n^{\frac{1}{2}} L^{d}} \mathbf{1}_{\left\{\frac{l}{n} \leq L^{2}\right\}} \tag{3.12}
\end{equation*}
$$

Summing the inequality (3.12) over the integers $l \in n I \cap \mathbb{Z}^{d}$ and over the vertices $y \in \Lambda_{L}$, we deduce that

$$
\sum_{\substack{l \in n I \cap \mathbb{Z} \\ y \in \Lambda_{L}}}\left(\frac{\partial \phi_{L}^{n}(0)}{\partial X_{l}^{n}(y)}\right)^{2} \leq \sum_{\substack{l \in n I \cap \mathbb{Z} \\ y \in \Lambda_{L}}} C n\left(\int_{l / n}^{(l+1) / n} \Phi_{C, L}(-s, y) d s\right)^{2}+C L^{-d+2}
$$

There remains to estimate the term in the right-hand side. By the Cauchy-Schwarz inequality, we have

$$
\sum_{l \in n I \cap \mathbb{Z}} C n\left(\int_{l / n}^{(l+1) / n} \Phi_{C, L}(-s, y) d s\right)^{2} \leq C \int_{I} \Phi_{C, L}(-s, y)^{2} d s \leq \frac{C}{|y|_{+}^{2 d-2}}
$$

where we recall the notation $|\cdot|_{+}:=\max (|\cdot|, 1)$. Summing over the vertices $y \in \Lambda_{L}$, we see that

$$
\sum_{y \in \Lambda_{L}} \frac{C}{|y|_{+}^{2 d-2}} \leq C\left(1+(\log L) \mathbf{1}_{\{d=2\}}\right)
$$

A combination of the three previous displays shows that

$$
|\nabla F|^{2}=\frac{1}{C\left(1+(\log L) \mathbf{1}_{\{d=2\}}\right)} \sum_{\substack{l \in n I \cap \mathbb{Z} \\ y \in \Lambda_{L}}}\left(\frac{\partial \phi_{L}^{n}(0)}{\partial X_{l}^{n}(y)}\right)^{2} \leq 1 .
$$

Applying Proposition 2.9 completes the proof of (3.4).
The proof of (3.5) follows a similar outline: using the identity $\partial \vec{\nabla} \phi_{L}^{n} / \partial X_{l}^{n}(y)=\vec{\nabla} w$ (where $w$ is the solution of the parabolic equation (3.10)), we may use the same argument. The only difference is that we use the estimate (2.21) on the gradient of the heat kernel instead of (2.20) to remove the logarithm in two dimensions.

### 3.3 Decay of the spatial average of the flux

In this section, we obtain optimal estimates on the fluctuations of the space-time averaged value of the gradient of the corrector and its flux. The proof follows a similar outline to the proof of Proposition 3.3 (and is based on a discretization of the Brownian motions and the Gaussian concentration inequality). However, it is technically more involved due to the nature of the observable considered. In particular, it makes use of the Caccioppoli inequality, the De Giorgi-Nash-Moser regularity, the Nash-Aronson estimate and a decomposition over the scales. We recall the definition (2.5) for the average value of a vector field over a parabolic cylinder (in particular, we recall that this quantity is valued in $\mathbb{R}^{d}$ ). As in the previous section, we fix a parabolic cylinder $Q:=I \times \Lambda$ and a time-dependent slope $q: I \rightarrow \mathbb{R}^{d}$.
Proposition 3.4 (Decay of the space-times averages of the gradient of the corrector and the flux). There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$, such that, for any integer $\ell \in \mathbb{N}$ and any vertex $z \in Q$ satisfying $z+Q_{\ell} \subseteq Q$,

$$
\begin{equation*}
\left|\left(V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)\right)_{z+Q_{\ell}}-\mathbb{E}\left[\left(V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)\right)_{z+Q_{\ell}}\right]\right| \leq \mathcal{O}_{2}\left(C \ell^{-\frac{d}{2}}\right) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left(\nabla \phi_{Q}(\cdot, \cdot ; q)\right)_{z+Q_{\ell}}\right| \leq \mathcal{O}_{2}\left(C \ell^{-\frac{d}{2}}\right) \tag{3.14}
\end{equation*}
$$

Proof. As in the proof of Proposition 3.3, and to ease the notation in the argument, we assume that the cylinder $Q$ is of the form $Q:=I \times \Lambda_{L}$ with $I:=\left(s_{-}, 0\right)$ and $s_{-}<-L^{2}$, that $q=0$ and $z=0$. We recall the definitions of the discretized Brownian motions $B^{n}$ and the dynamic $\phi^{n}$. We will prove the estimate: for any $n \in \mathbb{N}$,

$$
\left\lvert\,\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}-\mathbb{E}\left[\left(V^{\prime}\left(\nabla \phi^{n}\right)_{Q_{\ell}}\right] \left\lvert\, \leq \mathcal{O}_{2}\left(C \ell^{-\frac{d}{2}}\right)\right.\right.\right.
$$

By the Gaussian concentration inequality (Proposition 2.9), it is sufficient to prove the upper bound

$$
\begin{equation*}
\sum_{\substack{l \in n I \cap \mathbb{Z} \\ y \in \Lambda_{L}}}\left(\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right)^{2} \leq C \ell^{-d} \tag{3.15}
\end{equation*}
$$

We fix $l, y$ and recall the notation for the map $w:=\partial \phi_{L}^{n} / \partial X_{l}^{n}(y)$, the environment a and the heat kernel $P_{\mathrm{a}}$ introduced in the proof of Proposition 3.3. We first claim that the following identity holds

$$
\begin{equation*}
\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}=\sqrt{2 n} \int_{l / n}^{(l+1) / n}\left(\mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}} d s \tag{3.16}
\end{equation*}
$$

Recalling the definition of the average value of a vector field over a parabolic cylinder stated in (2.5), we have, for any integer $i \in\{1, \ldots, d\}$,

$$
\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}, i}:=\frac{1}{\left|Q_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \int_{-\ell^{2}}^{0} V^{\prime}\left(\nabla \phi^{n}\left(t,\left(x, x+e_{i}\right)\right)\right) d t
$$

Differentiating both sides of the identity by $X_{l}^{n}(y)$, we obtain

$$
\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}, i}}{\partial X_{l}^{n}(y)}=\frac{1}{\left|Q_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \int_{-\ell^{2}}^{0} \frac{\partial V^{\prime}\left(\nabla \phi^{n}\left(t,\left(x, x+e_{i}\right)\right)\right)}{\partial X_{l}^{n}(y)} d t=\left(\frac{\partial V^{\prime}\left(\nabla \phi^{n}\right)}{\partial X_{l}^{n}(y)}\right)_{Q_{\ell, i}}
$$

Since the previous identity is valid for any $i \in\{1, \ldots, d\}$, we obtain

$$
\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}=\left(\frac{\partial V^{\prime}\left(\nabla \phi^{n}\right)}{\partial X_{l}^{n}(y)}\right)_{Q_{\ell}}
$$

We next note that, for any time $t \in I$ and any edge $e \in \vec{E}\left(\Lambda_{L}\right)$, the chain rule implies

$$
\frac{\partial V^{\prime}\left(\nabla \phi^{n}(t, e)\right)}{\partial X_{l}^{n}(y)}=V^{\prime \prime}\left(\nabla \phi^{n}(t, e)\right) \nabla w(t, e)
$$

Using the definition of the coefficient a (below (3.10)) and the identity (3.11) for the function $w$, we may rewrite the previous display as follows

$$
\begin{aligned}
\frac{\partial V^{\prime}\left(\nabla \phi^{n}(t, e)\right)}{\partial X_{l}^{n}(y)} & =\mathbf{a}(t, e) \sqrt{2 n} \int_{l / n}^{(l+1) / n} \nabla P_{\mathbf{a}}(t, e ; s, y) d s \\
& =\sqrt{2 n} \int_{l / n}^{(l+1) / n} \mathbf{a}(t, e) \nabla P_{\mathbf{a}}(t, e ; s, y) d s
\end{aligned}
$$

Combining the previous identities, we see that

$$
\begin{aligned}
\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)} & =\left(\frac{\partial V^{\prime}\left(\nabla \phi^{n}\right)}{\partial X_{l}^{n}(y)}\right)_{Q_{\ell}} \\
& =\left(\sqrt{2 n} \int_{l / n}^{(l+1) / n} \mathbf{a}(t, e) \nabla P_{\mathbf{a}}(t, e ; s, y) d s\right)_{Q_{\ell}} \\
& =\sqrt{2 n} \int_{l / n}^{(l+1) / n}\left(\mathbf{a}(t, e) \nabla P_{\mathbf{a}}(t, e ; s, y)\right)_{Q_{\ell}} d s
\end{aligned}
$$

where, in the last identity, we commuted the integral over the parameter $s$ with the integral over $t$ and the sum over the edges $e$. This is exactly (3.16).

From (3.16), we deduce that

$$
\begin{equation*}
\left|\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right| \leq C n^{\frac{1}{2}} \int_{l / n}^{(l+1) / n}\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} d s \tag{3.17}
\end{equation*}
$$

We next estimate the term in the right-hand side. To this end, we denote by $\alpha$ the exponent of the De Giorgi-Nash-Moser regularity (Proposition 2.4), and, for $C<\infty$, introduce the map $\Psi_{C, \ell, L}: Q \rightarrow[0, \infty)$ defined by the formula

$$
\Psi_{C, \ell, L}(s, y):= \begin{cases}\left(\left(\frac{\ell}{s^{\frac{1}{2}}}\right)^{\alpha} \wedge 1\right) \frac{\Phi_{C, L}(s, y)}{\ell} & \text { if } s \notin I_{4 \ell}  \tag{3.18}\\ C \ell^{-d-1} \exp \left(-\frac{|y|}{C \ell}\right) & \text { if } s \in I_{4 \ell}\end{cases}
$$

We will prove the following upper bound: there exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that, for any $(s, y) \in Q$,

$$
\begin{equation*}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} \leq \Psi_{C, \ell, L}(s, y) \tag{3.19}
\end{equation*}
$$

To prove the inequality (3.19), the strategy is to apply the Caccioppoli inequality combined with the De Giorgi-Nash-Moser regularity and the Nash-Aronson estimate. The implementation of the argument faces the following technicality (see Case 2 below): to apply the Caccioppoli inequality in the parabolic cylinder $Q_{\ell}$, we need the heat kernel $P_{\mathbf{a}}$ to be a solution of the parabolic equation (2.16) in the cylinder $Q_{2 \ell}$, which is not the case if the point $s$ belongs to the interval $I_{2 \ell}$. To overcome this issue, we distinguish two cases: whether the point $s$ belongs to the interval $I_{4 \ell}$ or not (we use the multiplicative factor 4 instead of 2 for technical convenience). In the first case, the argument is rather straightforward, in the second case, we construct a sequence of scales, denoted by $\ell_{0}, \ldots, \ell_{K}$ and defined in (3.23), and define a covering of the parabolic cylinder $Q_{\ell}$ by a collection of smaller parabolic cylinders, denoted in the argument below by (see (3.24))

$$
\begin{equation*}
\mathcal{P}:=\left\{z+Q_{\ell_{k}}: k \in\{0, \ldots, K\}, z \in \mathcal{Z}_{k}\right\} \tag{3.20}
\end{equation*}
$$

and satisfying the following property:

$$
\begin{equation*}
\forall \widetilde{Q} \in \mathcal{P}, \quad \widetilde{Q}=\widetilde{I} \times \widetilde{\Lambda} \Longrightarrow s \notin 2 \widetilde{I} \tag{3.21}
\end{equation*}
$$

We are then able to apply the Caccioppoli inequality and the Nash-Aronson estimate on each cylinders of the partition $\mathcal{P}$ to prove the result.

Case 1: $s \notin I_{4 \ell}$. In this setting, we apply the Cauchy-Schwarz inequality, then the Caccioppoli inequality and then the De Giorgi-Nash-Moser regularity estimate. We obtain

$$
\begin{aligned}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} & \leq\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{2}\left(Q_{\ell}\right)} \\
& \leq \frac{C}{\ell}\left\|P_{\mathbf{a}}(\cdot ; s, y)-\left(P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{2 \ell}}\right\|_{\underline{L}^{2}\left(Q_{2 \ell}\right)} \\
& \leq \frac{C}{\ell} \ell^{\alpha}\left[P_{\mathbf{a}}(\cdot ; s, y)\right]_{C^{0, \alpha}\left(Q_{2 \ell}\right)} \\
& \left.\leq \frac{C}{\ell}\left(\frac{\ell}{s^{\frac{1}{2}} \wedge L}\right)^{\alpha}\left\|P_{\mathbf{a}}(\cdot ; s, y)-\left(P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\sqrt{s / 2} \wedge L}}\right\|_{\underline{L}^{2}\left(Q_{\sqrt{s / 2} \wedge L}\right.}\right)
\end{aligned}
$$

Applying the Nash-Aronson estimate, we deduce that

$$
\left.\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} \leq \frac{C}{\ell}\left(\frac{\ell}{s^{\frac{1}{2}} \wedge L}\right)^{\alpha}\left\|\Phi_{C, L}(\cdot-s ; \cdot-y)\right\|_{\underline{L}^{2}\left(Q_{\sqrt{s / 2} \wedge L}\right.}\right)
$$

Using the assumption $s \notin I_{4 \ell}$ together with an explicit computation based on the formula (2.19) for the map $\Phi_{C, L}$, we obtain the upper bound

$$
\left\|\Phi_{C, L}(\cdot-s, \cdot-y)\right\|_{\underline{L}^{2}\left(Q_{2 \ell}\right)} \leq \Phi_{C, L}(s, y)
$$

where we increased the value of the constant $C$ in the right-hand side. A combination of the two previous displays yields

$$
\begin{equation*}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} \leq \frac{C}{\ell}\left(\frac{\ell}{s^{\frac{1}{2}} \wedge L}\right)^{\alpha} \Phi_{C, L}(s, y) \tag{3.22}
\end{equation*}
$$

Finally, if $s \geq L^{2}$, then the definition of the map $\Phi_{C, L}$ and the inequality $L^{-\alpha} \exp \left(-s /\left(C L^{2}\right)\right) \leq C^{\prime} s^{-\alpha / 2} \exp \left(-s /\left(C^{\prime} L^{2}\right)\right)$, valid for some $C^{\prime}>C$, imply

$$
\frac{1}{L^{\alpha}} \Phi_{C, L}(s, y) \leq \frac{1}{s^{\alpha / 2}} \Phi_{C, L}(s, y)
$$

where we have increased the value of the constant $C$ in the right-hand side. Combining the two previous inequalities implies (3.19).

Case 2: $s \in I_{4 \ell}$. We first partition the time interval $I_{\ell}$ by constructing an increasing sequence of times $\left(t_{k}\right)_{k \geq 0}$ defined as follows

$$
t_{0}:=\max \left\{-\ell^{2}, s\right\} \quad \text { and } \quad t_{k+1}:=t_{k}+\frac{\left(t_{k}-s\right)}{15} \vee 1
$$

We let $K \in \mathbb{N}$ be the smallest integer such that $t_{K} \geq 0$, and define, for each $k \in$ $\{0, \ldots, K-1\}$,

$$
\begin{equation*}
\ell_{k}:=\sqrt{t_{k+1}-t_{k}} \tag{3.23}
\end{equation*}
$$

and the set

$$
\begin{equation*}
\mathcal{Z}_{k}:=\left\{\left(t_{k+1}, x\right): x \in \ell_{k} \mathbb{Z}^{d} \cap \Lambda_{\ell}\right\} . \tag{3.24}
\end{equation*}
$$

For later use, we note that the scales $\ell_{k}$ grow exponentially in $k$. Consequently, there exists a numerical constant $C<\infty$ such that

$$
\sum_{k=0}^{K} \ell_{k} \leq C \ell
$$

By construction, the set $\mathcal{P}$ defined in (3.20) is a covering of the cylinder $Q_{\ell}$ satisfying (3.21). We thus have

$$
\begin{equation*}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} \leq \frac{1}{\left|Q_{\ell}\right|} \sum_{k=1}^{K} \sum_{z \in \mathcal{Z}_{k}}\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{L^{1}\left(z+Q_{\ell_{k}}\right)} \tag{3.25}
\end{equation*}
$$

We next estimate the terms in the right-hand side by first applying the Cauchy-Schwarz inequality, then the Caccioppoli inequality, and then the Nash-Aronson estimate. We obtain, for any $k \in\{0, \ldots, K\}$ and any $z \in \mathcal{Z}_{k}$,

$$
\begin{align*}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{L^{1}\left(z+Q_{\ell_{k}}\right)} & \leq\left|Q_{\ell_{k}}\right|\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{2}\left(z+Q_{\ell_{k}}\right)}  \tag{3.26}\\
& \leq \frac{C\left|Q_{\ell_{k}}\right|}{\ell_{k}}\left\|P_{\mathbf{a}}(\cdot ; s, y)-\left(P_{\mathbf{a}}(\cdot ; s, y)\right)_{z+Q_{2 \ell_{k}}}\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell_{k}}\right)} \\
& \leq \frac{C\left|Q_{\ell_{k}}\right|}{\ell_{k}}\left\|\Phi_{C, L}(\cdot-s, \cdot-y)\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell_{k}}\right)} .
\end{align*}
$$

Using the property (3.21) of the cylinders of the set $\mathcal{P}$ and an explicit computation based on the formula for the map $\Phi_{C, L}$, we deduce that, for any $k \in\{0, \ldots, K\}$ and any $z=\left(t_{k+1}, x\right) \in \mathcal{Z}_{k}$,

$$
\begin{equation*}
\left\|\Phi_{C, L}(\cdot-s, \cdot-y)\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell_{k}}\right)} \leq \Phi_{C, L}\left(t_{k+1}-s, x-y\right) \tag{3.27}
\end{equation*}
$$

where we have increased the value of the constant $C$ in the right-hand side. Summing over the points $x \in \ell_{k} \mathbb{Z}^{d} \cap \Lambda_{\ell}$, we deduce that

$$
\begin{align*}
\sum_{x \in \ell_{k} \mathbb{Z}^{d} \cap \Lambda_{\ell}} \Phi_{C, L}\left(t_{k+1}-s, x-y\right) & \leq \sum_{x \in \ell_{k} \mathbb{Z}^{d} \cap \Lambda_{\ell}} \Phi_{C, L}\left(t_{k+1}-s, x-y\right)  \tag{3.28}\\
& \leq C \ell_{k}^{-d} \sum_{x \in \mathbb{Z}^{d} \cap \Lambda_{\ell}} \Phi_{C, L}\left(t_{k+1}-s, x-y\right) \\
& \leq C \ell_{k}^{-d} \exp \left(-\frac{|y|}{C \ell}\right)
\end{align*}
$$

Using that $\left|Q_{\ell_{k}}\right|=\ell_{k}^{2}\left(2 \ell_{k}+1\right)^{d}$ and combining the inequalities (3.26), (3.27) and (3.28), we obtain

$$
\sum_{z \in \mathcal{Z}_{k}}\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{L^{1}\left(z+Q_{\ell_{k}}\right)} \leq C \ell_{k} \exp \left(-\frac{|y|}{C \ell}\right)
$$

Summing over the scales $k \in\{0, \ldots, K\}$ and using the inequality (3.25), we deduce that

$$
\sum_{k=1}^{K} \sum_{z \in \mathcal{Z}_{k}}\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{L^{1}\left(z+Q_{\ell_{k}}\right)} \leq C \exp \left(-\frac{|y|}{C \ell}\right) \sum_{k=1}^{K} \ell_{k} \leq C \ell \exp \left(-\frac{|y|}{C \ell}\right)
$$

Dividing both sides of the previous display by the volume factor $\left|Q_{\ell}\right|$ and using (3.25), we obtain

$$
\begin{equation*}
\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} \leq \frac{C}{\ell^{d+1}} \exp \left(-\frac{|y|}{C \ell}\right) \tag{3.29}
\end{equation*}
$$

In the setting where the point $s$ belongs to the time interval $I_{4 \ell}$, the inequality (3.29) implies (3.19). Combining (3.22) and (3.29) completes the proof of (3.19).

We now complete the proof of Proposition 3.4 using the inequality (3.19). Combining (3.17) and (3.19) with the Cauchy-Schwarz inequality, we see that

$$
\sum_{\substack{l \in n I \cap \mathbb{Z} \\ y \in \Lambda_{L}}}\left(\frac{\partial\left(V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right)^{2} \leq C \int_{I} \sum_{y \in \Lambda_{L}} \Psi_{C, \ell, L}(s, y)^{2} d s
$$

The term in the right-hand side can then be explicitly computed and we have, for any $s \in I$,

$$
\sum_{y \in \Lambda_{L}} \Psi_{C, \ell, L}(s, y)^{2} \leq C\left(\left(\frac{\ell}{s^{\frac{1}{2}}}\right)^{d+2 \alpha} \wedge 1\right) \frac{1}{\ell^{d+2}}
$$

Integrating over the time interval $I$, we obtain

$$
\int_{I} \sum_{y \in \Lambda_{L}} \Psi_{C, \ell, L}(s, y)^{2} d s \leq C \int_{I}\left(\left(\frac{\ell}{s^{\frac{1}{2}}}\right)^{d+\alpha} \wedge 1\right) \frac{1}{\ell^{d+2}} d s \leq C \ell^{-d}
$$

Combining the three previous displays completes the proof of the inequality (3.15), and thus the proof of Proposition 3.4. The proof of the inequality (3.14) follows from a notational modification of (3.13), and we thus omit the details.

### 3.3.1 Spatial average of the flux corrector with a cutoff function

In this section, we state and prove a slightly more general version of Proposition 3.4 which will be useful in order to obtain the rate of convergence in the proof of Theorem 1.1. To state the exact result, we consider a parabolic cylinder $Q$ of the form $Q:=I \times \Lambda_{L}$ where the interval $I$ is of the form $I=\left(s_{-}, 0\right)$ with $s_{-} \leq-L^{2}$. We denote by $\phi$ the

Langevin dynamic defined in Definition 3.1 in the cylinder $Q$ with slope $q=0$, and fix a function $\chi: \Lambda_{L} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
0 \leq \chi \leq \mathbf{1}_{\Lambda_{L}} \quad \text { and } \quad\|\nabla \chi\|_{L^{\infty}\left(\Lambda_{L}\right)} \leq C L^{-1} \tag{3.30}
\end{equation*}
$$

We then consider the map, defined on the set $I \times \Lambda_{L}$,

$$
\nabla \chi \cdot V^{\prime}(\nabla \phi):(t, x) \mapsto \sum_{\substack{e \in \vec{E}\left(D^{\varepsilon}\right) \\ e=\left(x, y^{\prime}\right)}} \nabla \chi(e) V^{\prime}(\nabla \phi(t, e))
$$

The purpose of the following proposition is to study the fluctuations of the average value of the map $\nabla \chi \cdot V^{\prime}(\nabla \phi)$ over parabolic cylinders of different sizes. Two cases will be of interest for us:

- Parabolic cylinders of small sizes: typically cylinders of the form $Q_{\ell}$ with $\ell \leq L$, in that case the result is essentially a consequence of Proposition 3.4 and the properties of the map $\chi$ (the pointwise bound on its gradient);
- Parabolic cylinders of large sizes: typically cylinders of the form $Q_{\ell}$ with $\ell \geq L$, in that case the result is obtained by making use of the definition of the flux combined with an integration by parts. We emphasize that this case cannot be deduced Proposition 3.4 and contains additional information on the behavior of the flux of the corrector, which is then crucial in order to obtain the optimized rate of convergence in Theorem 1.1.

The strategy of the proof follows the one of Proposition 3.3 and Proposition 3.4: we discretize the Brownian motions and compute the derivative of the dynamic with respect to the discrete increments $X_{k}^{n}(y)$. As it will be useful to us to preserve some information, we state the result in terms of an upper bound of the derivative of the observable $\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}$ with respect to the increment $X_{k}^{n}(y)$. Remark 3.6 below states the concentration estimate which would be obtained by combining the result of Proposition 3.5 with the Gaussian concentration inequality. We recall the notation for the map $\Psi_{C, \ell, L}$ defined in (3.18), and that the dynamic is defined on a parabolic cylinder of the form $Q=I \times \Lambda_{L}=\left[s_{-}, 0\right] \times \Lambda_{L}$ with slope $q=0$.
Proposition 3.5. There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$, such that:

- On small cylinders: For any $\ell \leq L$, any $n \in \mathbb{N}$, any $l \in\left\{\left\lfloor n s_{-}\right\rfloor, \ldots, 0\right\}$ and any $y \in \Lambda_{L}$,

$$
\begin{equation*}
\left|\frac{\partial\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right| \leq C n^{\frac{1}{2}} L^{-1} \Psi_{C, \ell, L}(l / n, y) \tag{3.31}
\end{equation*}
$$

- On large cylinders: for any $\ell \in\left[L, \sqrt{\left|s_{-}\right|}\right]$, any $n \in \mathbb{N}$, any $l \in\left\{\left\lfloor n s_{-}\right\rfloor, \ldots, 0\right\}$ and any $y \in \Lambda_{L}$,

$$
\begin{equation*}
\left|\frac{\partial\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right| \leq C n^{-\frac{1}{2}} \ell^{-d-2} \exp \left(-\frac{(l / n)}{C \ell^{2}}\right) \tag{3.32}
\end{equation*}
$$

Remark 3.6. As mentioned above, the reason we state the result at this level of precision is that it is used to obtain a sharper rate of convergence in Theorem 1.1. The proof follows the same strategy as the one of Proposition 3.3 and Proposition 3.4, and the argument is in fact straightforward once Proposition 3.4 has been established.
Remark 3.7. The proof is written for the corrector defined on a specific class of parabolic cylinders and with a slope constant equal to 0 for notational convenience. The same argument would apply to correctors defined on a general parabolic cylinder and with a general time-dependent slope $q: I \rightarrow \mathbb{R}$. The only constraint in the extension is the
following: if we denote by $Q=I \times \Lambda$ the domain of the corrector, and by $\widetilde{Q}=\widetilde{I} \times \widetilde{\Lambda}$ the large cylinder in (3.32), then one must have $\Lambda \subseteq \widetilde{\Lambda}$ (so that one can integrate by parts in the argument).
Remark 3.8. Combining the result of Proposition 3.5 with the Gaussian concentration inequality, one obtains the fluctuation estimates:

- On small cylinders $(\ell \leq L)$ :

$$
\mid\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}-\mathbb{E}\left[\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)_{Q_{\ell}}\right] \mid \leq \mathcal{O}_{2}\left(C L^{-1} \ell^{-d / 2}\right)\right.
$$

- On large cylinders $(\ell \geq L)$ : we first remark that since the map $\chi$ is supported in the box $\Lambda_{L}$, we have $(\nabla \chi)_{Q}=0$. Since, by definition, the field $\phi^{n}$ is spatially stationnary (thus its expectation does not depend on the spatial variable), and since the map $\chi$ is deterministic, we have the identity

$$
\mathbb{E}\left[\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}\right]=\left(\nabla \chi \cdot \mathbb{E}\left[V^{\prime}\left(\nabla \phi^{n}\right)\right]\right)_{Q_{\ell}}=0
$$

The Gaussian concentration inequality gives in this case

$$
\left|\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}\right| \leq \mathcal{O}_{2}\left(C \ell^{-d / 2+1}\right) .
$$

Proof. We first treat the case $\ell \leq L$ (small cylinders). Using the same arguments as in the proof of Proposition 3.4, we obtain the identity

$$
\begin{equation*}
\frac{\partial\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}=n^{\frac{1}{2}} \int_{l / n}^{(l+1) / n}\left(\nabla \chi \cdot \mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}} d s \tag{3.33}
\end{equation*}
$$

To prove the inequality (3.31), we use the properties of the map $\chi$ and obtain

$$
\left|\frac{\partial\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right| \leq C n^{\frac{1}{2}} L^{-1} \int_{l / n}^{(l+1) / n}\left\|\nabla P_{\mathbf{a}}(\cdot ; s, y)\right\|_{\underline{L}^{1}\left(Q_{\ell}\right)} d s
$$

The rest of the argument is identical to the proof of Proposition 3.4.
We next treat the case $\ell \geq L$ (large cylinders). In this setting, the identity (3.33) is still valid. Using that $\ell \geq L$ and that the map $\chi$ is supported in $\Lambda_{L}$, we may perform a discrete integration by parts and write

$$
\left(\nabla \chi \cdot \mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}}=-\left(\chi \nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}}
$$

Using that the heat kernel $P_{\mathbf{a}}$ solves the parabolic equation $\partial_{t} P_{\mathbf{a}}=\nabla \cdot \mathbf{a} \nabla P_{\mathbf{a}}$, we have

$$
\begin{aligned}
\left(\nabla \chi \cdot \mathbf{a} \nabla P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}} & =\left(\chi \partial_{t} P_{\mathbf{a}}(\cdot ; s, y)\right)_{Q_{\ell}} \\
& =\ell^{-2}\left[\left(\chi P_{\mathbf{a}}(0, \cdot ; s, y)\right)_{\Lambda_{\ell}}-\left(\chi P_{\mathbf{a}}\left(\left(-\ell^{2}\right) \vee s, \cdot ; s, y\right)\right)_{\Lambda_{\ell}}\right] .
\end{aligned}
$$

Using the Nash-Aronson estimate on the heat kernel $P_{\mathrm{a}}$, we deduce that

$$
\begin{aligned}
& \left|\frac{\partial\left(\nabla \chi \cdot V^{\prime}\left(\nabla \phi^{n}\right)\right)_{Q_{\ell}}}{\partial X_{l}^{n}(y)}\right| \\
& \leq C n^{\frac{1}{2}} \ell^{-d-2} \int_{l / n}^{(l+1) / n}\left\|P_{\mathbf{a}}\left(\left(-\ell^{2}\right) \vee s, \cdot ; s, y\right)\right\|_{L^{1}\left(\Lambda_{L}\right)}+\left\|P_{\mathbf{a}}(0, \cdot ; s, y)\right\|_{L^{1}\left(\Lambda_{L}\right)} d s, \\
& \leq C n^{-\frac{1}{2}} \ell^{-d-2} \exp \left(-\frac{(l / n)}{C \ell^{2}}\right) .
\end{aligned}
$$

This completes the proof of the proposition.

### 3.4 Expectation of the average of the flux of the corrector and the surface tension

In this section, we study quantitatively the expectation of the spatial average of the flux of the corrector and relate it to the surface tension. Specifically, in Section 3.4.1, we introduce a finite-volume version of the surface tension (following [46]), and establish its convergence quantitatively with an optimal rate to the (infinite-volume) surface tension of the model. In Section 3.4.2, we estimate the difference between the expectation of the spatial average of the flux of the first-order corrector and the finite-volume surface tension.

### 3.4.1 The surface tension

In this section, we introduce and study the finite-volume surface tension associated with the model. In (3.34), we recall the notation $\Omega_{\Lambda_{L}, \text { per }}^{\circ}$ for the set of periodic real-valued functions $\phi: \Lambda_{L} \rightarrow \mathbb{R}$ satisfying $\sum_{x \in \Lambda_{L}} \phi(x)=0$.
Definition 3.9 (Finite-volume Gibbs measure and surface tension). For each integer $L \in \mathbb{N}$, and each slope $p \in \mathbb{R}^{d}$, we define the Gibbs measure $\mu_{\Lambda_{L}, p}$ on the space of functions $\Omega_{\Lambda_{L}, \text { per }}^{\circ}$ according to the formula

$$
\begin{equation*}
\sigma_{L}(p):=-\frac{1}{\left|\Lambda_{L}\right|} \log \int_{\Omega_{\Lambda_{L}, \text { per }}} \exp \left(-\sum_{e \in E\left(\Lambda_{L}\right)} V(p \cdot e+\nabla \phi(e))\right) \prod_{x \in \Lambda_{L}} d \phi(x) \tag{3.34}
\end{equation*}
$$

We additionally define the finite-volume Gibbs measure over the space of functions $\Omega_{\Lambda_{L}}^{\circ}$,

$$
\begin{equation*}
\mu_{\Lambda_{L}, p}:=\frac{1}{Z_{\Lambda_{L}, p}} \exp \left(-\sum_{e \in E\left(\Lambda_{L}\right)} V(p \cdot e+\nabla \phi(e))\right) \prod_{x \in \Lambda_{L}} d \phi(x) \tag{3.35}
\end{equation*}
$$

where $Z_{\Lambda_{L}, p}$ is the normalizing constant.
In the rest of this section, we let $\phi_{\Lambda_{L}, p}: \Lambda_{L} \rightarrow \mathbb{R}$ be a random variable distributed according to $\mu_{\Lambda_{L}, p}$ independent of the Brownian motions. We record below three properties of the finite-volume surface tension and the Gibbs measure $\mu_{\Lambda_{L}, p}$ :

- By the Brascamp-Lieb inequality [23, 24, 43], for every $x \in \Lambda_{L}$,

$$
\left|\phi_{\Lambda_{L}, p}(x)\right| \leq \mathcal{O}_{2}\left(C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) .
$$

- The Langevin dynamic is ergodic and stationary with respect to $\mu_{\Lambda_{L}, p}$. Consequently, if we consider the system of stochastic differential equations

$$
\left\{\begin{aligned}
d \psi_{Q_{L}, \operatorname{per}}(t, x ; p) & =\nabla \cdot V^{\prime}\left(p+\nabla \psi_{Q_{L}, \operatorname{per}}(\cdot, \cdot ; p)\right)(t, x) d t+\sqrt{2} d B_{t}(x) & & \text { in } Q_{L} \\
\psi_{Q_{L}, \text { per }}\left(-L^{2}, \cdot ; p\right) & =\psi_{\Lambda_{L}, p} & & \text { in } \Lambda_{L}, \\
\psi_{Q_{L}, \text { per }}(t, \cdot ; p) & \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for } t \in I_{L},
\end{aligned}\right.
$$

and define, for any time $t \in I$,

$$
\phi_{Q_{L}, \mathrm{per}}(t, x ; p):=\psi_{Q_{L}, \mathrm{per}}(t, x ; p)-\frac{1}{\left|\Lambda_{L}\right|} \sum_{x \in \Lambda_{L}} \psi_{Q_{L}, \mathrm{per}}(t, x ; p)
$$

then, for any time $t \in I$, the random variable $\phi_{Q, \text { per }}(t, \cdot ; p)$ is distributed according to $\mu_{\Lambda_{L}, p}$. Consequently, one has the estimate, for any $x \in \Lambda_{L}$,

$$
\begin{equation*}
\left|\phi_{Q_{L}, \mathrm{per}}(t, x ; p)\right| \leq \mathcal{O}_{2}\left(C\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{3.36}
\end{equation*}
$$

- Using an explicit computation, one has the identity

$$
\begin{equation*}
D_{p} \sigma_{L}(p):=\mathbb{E}\left[\left(V^{\prime}\left(p+\nabla \phi_{\Lambda_{L}, \operatorname{per}}(\cdot, \cdot ; p)\right)\right)_{\Lambda_{L}}\right] . \tag{3.37}
\end{equation*}
$$

Consequently, using the stationarity of the dynamic in both the space and time variables, we have the identity, for any $\ell \leq L$,

$$
D_{p} \sigma_{L}(p)=\mathbb{E}\left[\left(V^{\prime}\left(p+\nabla \phi_{Q_{L}, \mathrm{per}}(\cdot, \cdot ; p)\right)\right)_{Q_{\ell}}\right]
$$

The main result of this section provides a quantitative rate of convergence for the gradient $D_{p} \sigma_{L}$ of the finite-volume surface tension.
Proposition 3.10 (Quantitative convergence of the finite-volume surface tension). For each $p \in \mathbb{R}^{d}$, the sequence $\sigma_{L}(p)$ converges as $L$ tends to infinity to the surface tension $\bar{\sigma}(p)$. Additionally, there exists a constant $C<\infty$ depending on the parameters $d, c_{+}, c_{-}$ and $p$ such that, for any $L \in \mathbb{N}$,

$$
\left|D_{p} \sigma_{L}(p)-D_{p} \bar{\sigma}(p)\right| \leq C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)
$$

Proof. We first note that, it is sufficient to prove the following inequality: for every $L \in \mathbb{N}$,

$$
\begin{equation*}
\left|D_{p} \sigma_{L}(p)-D_{p} \sigma_{2 L}(p)\right| \leq C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) \tag{3.38}
\end{equation*}
$$

Proposition 3.10 can indeed be deduced from (3.38) by a summation over dyadic scales. The inequality (3.38) can be proved by noting that the map $w=\phi_{\Lambda_{L}, \mathrm{per}}(\cdot ; p)-\phi_{\Lambda_{2 L}, \mathrm{per}}(\cdot ; p)$ solves a linear parabolic equation with uniformly elliptic coefficient. By the Caccioppoli inequality and the estimate (3.36), we have

$$
\begin{aligned}
\mathbb{E}\left[\|\nabla w\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}\right] & \leq \frac{C}{L} \mathbb{E}\left[\left\|\phi_{Q_{L}, \operatorname{per}}(\cdot, \cdot ; p)\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right]+\frac{C}{L} \mathbb{E}\left[\left\|\phi_{Q_{2 L}, \mathrm{per}}(\cdot, \cdot ; p)\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] \\
& \leq C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) .
\end{aligned}
$$

Using the identity (3.37), together with the assumption that $V^{\prime}$ is Lipschitz, we deduce that

$$
\begin{align*}
& \left|D_{p} \sigma_{L}(p)-D_{p} \sigma_{2 L}(p)\right|  \tag{3.39}\\
& =\left|\mathbb{E}\left[\left(V^{\prime}\left(p+\nabla \phi_{L, \mathrm{per}}(\cdot, \cdot ; p)\right)\right)_{Q_{L / 2}}\right]-\mathbb{E}\left[\left(V^{\prime}\left(p+\nabla \phi_{2 L, \mathrm{per}}(\cdot, \cdot ; p)\right)\right)_{Q_{L / 2}}\right]\right| \\
& \leq \mathbb{E}\left[\|\nabla w\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}\right] .
\end{align*}
$$

A combination of the two previous displays completes the proof of the Proposition 3.10.

### 3.4.2 Expectation of the average of the flux corrector

In this section, we estimate the difference between the expectation of the spatial average of the corrector and the gradient of the surface tension. In the following statement, we let $Q=I \times \Lambda$ and $Q_{1}=I_{1} \times \Lambda$ be two parabolic cylinders such that $2 I_{1} \subseteq I$. We additionally denote by $L$ the sidelength of $\Lambda$ and assume that $\left|I_{1}\right|=L^{2}$. Given a (time-dependent) slope $q: I \rightarrow \mathbb{R}^{d}$ and a (constant) slope $p \in \mathbb{R}^{d}$, we set

$$
\|p-q\|_{\underline{L}^{2}\left(2 I_{1}\right)}^{2}:=\frac{1}{\left|2 I_{1}\right|} \int_{2 I_{1}}|q(t)-p|^{2} d t .
$$

Proposition 3.11. There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that for any constant slope $p \in \mathbb{R}^{d}$, and any time-dependent slope $q: I \rightarrow \mathbb{R}^{d}$,

$$
\left|\mathbb{E}\left[\left(V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)\right)_{Q_{1}}\right]-D_{p} \bar{\sigma}(p)\right| \leq C\|p-q\|_{\underline{L}^{2}\left(2 I_{1}\right)}+C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) .
$$

Proof. Using the translation-invariance of the system, we assume without loss of generality that $\Lambda=\Lambda_{L}$ (i.e., the box $\Lambda$ is centered at 0 ) and that $Q_{1}=Q_{L}$. By Proposition 3.10, it is sufficient to prove the estimate

$$
\left|\mathbb{E}\left[\left(V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)\right)_{Q_{L}}\right]-D_{p} \sigma_{2 L}(p)\right| \leq C\|p-q\|_{\underline{L}^{2}\left(2 I_{L}\right)}+C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) .
$$

Using that the field $\phi_{Q}$ is spatially stationary, it is equivalent to prove

$$
\begin{aligned}
\mid \mathbb{E}\left[\left(V^{\prime}\left(q+\nabla \phi_{Q}(\cdot, \cdot ; q)\right)\right)_{I_{L} \times \Lambda_{L / 2}}\right]- & D_{p} \sigma_{2 L}(p) \mid \\
& \leq C\|p-q\|_{\underline{L}^{2}\left(2 I_{L}\right)}+C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) .
\end{aligned}
$$

The proof follows the same outline as the proof of Proposition 3.10: we use that the $\operatorname{map} w:=\phi_{Q}(\cdot ; q)-\phi_{Q_{2 L}, \mathrm{per}}(\cdot ; p)$ solves a linear parabolic equation with uniformly elliptic coefficient of the form

$$
\partial_{t} w-\nabla \cdot \mathbf{a}(p-q+\nabla w)=0 \text { in } 2 I_{L} \times \Lambda_{L}
$$

Applying the Caccioppoli inequality together with the estimates (3.4) and (3.36), we obtain

$$
\mathbb{E}\left[\|\nabla w\|_{\underline{L}^{2}\left(I_{L} \times \Lambda_{L / 2}\right)}\right] \leq C\|p-q\|_{\underline{L}^{2}\left(2 I_{L}\right)}+C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)
$$

We complete the argument using that the map $V^{\prime}$ is Lipschitz as in the computation (3.39).

### 3.5 Regularity of the corrector with respect to the slope

In this section, we prove an upper bound on the $L^{2}$-norm of the difference of two correctors defined on different parabolic cylinders (with large intersection) and with different (time-dependent) slopes. The result will be useful in order to establish Theorem 1.1; its proof is elementary and relies on an application of the Caccioppoli inequality. To state the result, we fix two two parabolic cylinders $Q_{1}:=I_{1} \times \Lambda_{1}$ and $Q_{2}:=I_{2} \times \Lambda_{2}$, denote the sidelengths of $\Lambda_{1}$ and $\Lambda_{2}$ by $L_{1}$ and $L_{2}$ respectively. We additionally fix two time-dependent slopes $q_{1}: I_{1} \rightarrow \mathbb{R}^{d}$ and $q_{2}: I_{2} \rightarrow \mathbb{R}^{d}$.
Proposition 3.12. There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that the following holds. If there exists an integer $L \in \mathbb{N}$ and a point $z=(t, x) \in(0, \infty) \times \mathbb{Z}^{d}$ such that $L_{1}, L_{2} \leq 4 L$ and $z+Q_{2 L} \subseteq Q_{1} \cap Q_{2}$, then

$$
\begin{align*}
& \left\|\nabla \phi_{Q_{1}}\left(\cdot, \cdot ; q_{1}\right)-\nabla \phi_{Q_{2}}\left(\cdot, \cdot ; q_{2}\right)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \\
& \leq C\left\|q_{1}-q_{2}\right\|_{\underline{L}^{2}\left(t+I_{2 L}\right)}+C L^{-1}\left(\left\|\phi_{Q_{1}}\left(\cdot, \cdot ; q_{1}\right)\right\|_{\underline{L}^{2}\left(Q_{1}\right)}+\left\|\phi_{Q_{2}}\left(\cdot, \cdot ; q_{2}\right)\right\|_{\underline{L}^{2}\left(Q_{2}\right)}\right) . \tag{3.40}
\end{align*}
$$

Proof. As in the proof of Proposition 3.11, we note that the difference $w:=\phi_{Q_{1}}\left(\cdot ; q_{1}\right)-$ $\phi_{Q_{2}}\left(\cdot ; q_{2}\right)$ solves a linear parabolic equation of the form

$$
\begin{equation*}
\partial_{t} w+\nabla \cdot \mathbf{a}(p-q+\nabla w)=0 \quad \text { in }\left(z+Q_{2 L}\right) . \tag{3.41}
\end{equation*}
$$

The bound (3.40) then follows from the Caccioppoli inequality.

## 4 The quantitative hydrodynamic limit

This section is devoted to the proof of Theorem 1.1 based on the results established in Section 3. As mentioned in Section 1.5.2, the proof relies on a two-scale expansion and, in order to be implemented, requires a few preliminary results and notation listed
below. In Section 4.1.1, we collect, without proof, some standard regularity estimates on the solutions of the homogenized equation (i.e., the equation (1.9)). In Section 4.1.2, we introduce and study an approximation scheme for the homogenized equation which is used to pass from the discrete setting (where the Langevin dynamics are defined) to the continuous one (where the homogenized equation is defined). Such an approximation scheme has already been used qualitatively in the proof of the hydrodynamic limit in [46]; the main input of this section is to obtain a quantitative version of their result (see Proposition 4.2) with a sufficiently good rate (i.e., of the form $\varepsilon^{\frac{1}{2}}$ ) to match the error term in Theorem 1.1. Section 4.2 is devoted to the construction of the two-scale expansion. As mentioned in Section 1.5.2, this construction requires to introduce a mesoscopic scale of size $\varepsilon^{\frac{1}{2}}$ with respect to the spatial variable. In Section 4.3, we define a first error term which appears when we implement the two-scale expansion and estimate it using the results of Section 3 and the regularity estimates of Section 4.3. In Section 4.4, we introduce and estimate a second error term: the one arising from the flux of the corrector in the two-scale expansion. Its estimation is a key point of the analysis: in order to obtain the rate of convergence stated in Theorem 1.1, one needs to obtain precise estimates on its $\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)$-norm (see Proposition 4.4) which requires a precise analysis. Finally, Section 4.5 implements the two-scale expansion and proves Theorem 1.1, following mostly standard techniques and making use of the estimates established in the previous sections.

### 4.1 Preliminary results

### 4.1.1 Regularity estimates for the solution of the limiting equation

In this section, we record the regularity properties for solutions of the homogenized equation used in the proof of Theorem 1.1. These estimates are classical and we refer to [50, Section 8.4] for a proof in the elliptic setting, and to [64, Chapter 6] in the parabolic setting. Briefly, the bounds (4.1) and (4.2) are obtained by differentiating the nonlinear homogenized equation in space and in time, respectively, and applying the usual global energy estimates. We recall the notation $I:=(-1,0)$ used in this section.
Proposition 4.1 (Regularity for solutions of the homogenized equation). Let $D \subseteq \mathbb{R}^{d}$ be a bounded and $C^{1,1}$ domain. Then, the solution $\bar{u}$ of the parabolic equation (1.9) over the set $Q=I \times D$ satisfies:

- The $H^{2}$-regularity estimate: there exists a constant $C\left(d, c_{+}, c_{-}\right)<\infty$ such that

$$
\begin{equation*}
\|\bar{u}\|_{L^{2}\left(I, H^{2}(D)\right)} \leq C\left(\|f\|_{H^{2}(Q)}+1\right) \tag{4.1}
\end{equation*}
$$

- The time regularity estimate: there exists a constant $C\left(d, c_{+}, c_{-}\right)<\infty$ such that

$$
\begin{equation*}
\left\|\partial_{t} \bar{u}\right\|_{L^{2}\left(I, H^{1}(D)\right)} \leq C\left(\|f\|_{H^{2}(Q)}+1\right) \tag{4.2}
\end{equation*}
$$

### 4.1.2 An approximation scheme for nonlinear parabolic equation and regularity estimates

In this section, we construct and study an approximation scheme for nonlinear parabolic equations. We recall the notation introduced in Section 2.2. For each point $x \in D^{\varepsilon}$ and each $\varepsilon \in(0,1)$, we recall the definition of the (vector-valued) discrete gradient

$$
\begin{equation*}
\vec{\nabla}^{\varepsilon} u(t, x):=\left(\nabla_{1}^{\varepsilon} u(t, x), \ldots, \nabla_{d}^{\varepsilon} u(t, x)\right) \in \mathbb{R}^{d} \tag{4.3}
\end{equation*}
$$

For $i \in\{1, \ldots, d\}$, we denote by $\nabla_{i}^{\varepsilon, *} u(t, x)=\varepsilon^{-1}\left(u\left(t, x-\varepsilon e_{i}\right)-u(t, x)\right)$ the adjoint of the discrete derivative $\nabla_{i}^{\varepsilon}$. We then denote by

$$
\vec{\nabla}^{\varepsilon, *} u(t, x):=\left(\nabla_{1}^{\varepsilon, *} u(t, x), \ldots, \nabla_{d}^{\varepsilon, *} u(t, x)\right) \in \mathbb{R}^{d}
$$

We next define the discrete elliptic operator

$$
\begin{equation*}
\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} u\right)(t, x)=\varepsilon^{-1} \sum_{i=1}^{d}\left(D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} u(t, x)\right)+D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon, *} u(t, x)\right)\right) \cdot e_{i} \tag{4.4}
\end{equation*}
$$

The operator (4.4) is defined so as to satisfy the following identity: for any pair of functions $u, v: \varepsilon \mathbb{Z}^{d} \rightarrow \mathbb{R}$ with finite support

$$
\begin{equation*}
-\sum_{x \in \varepsilon \mathbb{Z}^{d}} \vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} u\right)(x) v(x)=\sum_{x \in \varepsilon \mathbb{Z}^{d}} D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} u(x)\right) \cdot \vec{\nabla}^{\varepsilon} v(x) . \tag{4.5}
\end{equation*}
$$

Let us recall the notation $\tilde{f}_{\varepsilon}(t, x):=(2 \varepsilon)^{d} \int_{[-\varepsilon, \varepsilon]^{d}} f(t, x+y) d y$ and let $\bar{u}^{\varepsilon}: Q^{\varepsilon} \rightarrow \mathbb{R}$ be the solution of the discrete parabolic equation

$$
\left\{\begin{align*}
\partial_{t} \bar{u}^{\varepsilon}-\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}\right) & =0 & & \text { in } Q^{\varepsilon},  \tag{4.6}\\
\bar{u}^{\varepsilon} & =\widetilde{f}_{\varepsilon} & & \text { on } \partial_{\mathrm{par}} Q^{\varepsilon} .
\end{align*}\right.
$$

The following proposition quantifies the difference of the $L^{2}$-norm between the solution $\bar{u}$ of the continuous parabolic equation (1.9) and the solution $\bar{u}^{\varepsilon}$ of the discretized equation (4.6). In order to state the result, we extend the map $\bar{u}^{\varepsilon}$ and its gradient from the discrete setting to the continuous one into piecewise constant functions by setting

$$
\bar{u}^{\varepsilon}(t, x):=\sum_{y \in \varepsilon \mathbb{Z}^{d}} \bar{u}^{\varepsilon}(t, y) \mathbf{1}_{\left\{y \in x+[-\varepsilon, \varepsilon]^{d}\right\}} \quad \text { and } \quad \vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}(t, x):=\sum_{y \in \varepsilon \mathbb{Z}^{d}} \vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}(t, y) \mathbf{1}_{\left\{y \in x+[-\varepsilon, \varepsilon]^{d}\right\}} .
$$

The $L^{2}$-norms in Proposition 4.2 then denotes the continuous one on the space $Q=I \times D$.
Proposition 4.2. There exists a constant $C:=C(d)<\infty$ such that, for any $\varepsilon>0$,

$$
\left\|\bar{u}^{\varepsilon}-\bar{u}\right\|_{L^{2}(Q)}+\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\nabla \bar{u}\right\|_{L^{2}(Q)} \leq C \varepsilon^{\frac{1}{2}}\|f\|_{H^{2}(Q)} .
$$

The proof of this proposition can be found in Appendix A. It implies that, in order to prove Theorem 1.1, it is sufficient to establish it on the discrete space $Q^{\varepsilon}$ with the function $\bar{u}^{\varepsilon}$ instead of $\bar{u}$. All the analysis of this section will, from now on, be carried out in the discrete setting (either the lattice $\varepsilon \mathbb{Z}^{d}$ or $\mathbb{Z}^{d}$ ).

### 4.2 Construction of the two-scale expansion

This section is devoted to the construction of the two-scale expansion and introduces the mesoscopic scale.

### 4.2.1 Mesoscopic scale and partition of unity

Fix a parameter $\varepsilon>0$ and define the mesoscopic scale

$$
\kappa:=\varepsilon^{\frac{1}{2}}\left(1+|\ln \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) .
$$

We recall the definitions of the box $\Lambda_{\kappa}^{\varepsilon}$ and the parabolic cylinder $Q^{\varepsilon}$ introduced in Section 2.2. We next partition the set $D^{\varepsilon}$ (resp. the cylinder $Q^{\varepsilon}$ ) into boxes of the form $y+\Lambda_{\kappa}^{\varepsilon}$ (resp. cylinders of the form $z+Q_{\kappa}^{\varepsilon}$ ). To this end, we introduce the sets

$$
\mathcal{Y}_{\kappa}:=\kappa \mathbb{Z}^{d} \cap D \text { and } \mathcal{Z}_{\kappa}:=\left(\kappa^{2} \mathbb{N}_{*} \times \kappa \mathbb{Z}^{d}\right) \cap Q
$$

Given a point $z=(t, y) \in \mathcal{Z}_{\kappa}$, we will abuse notation and denote by $z / \varepsilon:=\left(t / \varepsilon^{2}, y / \varepsilon\right)$ the point rescaled diffusively. We say that two points $y, y^{\prime} \in \mathcal{Y}_{\kappa}$ are neighbors if $\left|y-y^{\prime}\right| \leq \kappa$, and that two points $z=(t, y) \in \mathcal{Z}_{\kappa}$ and $z^{\prime}=\left(t^{\prime}, z^{\prime}\right) \in \mathcal{Z}_{\kappa}$ are neighbors if $\left|t-t^{\prime}\right| \leq \kappa^{2}$
and $\left|y-y^{\prime}\right| \leq \kappa$. We note that, with this notation, we have $y \sim y$ and $z \sim z$. For any fixed point $y \in \mathcal{Y}_{\kappa}$, we will use the notation $\sum_{y^{\prime} \sim y}$ to refer to sum over the points $y^{\prime} \in \mathcal{Y}_{\kappa}$ satisfying $y^{\prime} \sim y$.

We next consider a smooth partition of unity $\left(\chi_{y}\right)_{y \in \mathcal{Y}_{\kappa}}: D^{\varepsilon} \rightarrow \mathbb{R}$ satisfying the following properties:

$$
\begin{equation*}
0 \leq \chi_{y} \leq \mathbf{1}_{\left\{y+\Lambda_{2 \kappa}^{\varepsilon}\right\}}, \quad \sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}=1 \quad \text { in } D^{\varepsilon} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa\left\|\nabla^{\varepsilon} \chi_{y}\right\|_{L^{\infty}\left(D^{\varepsilon}\right)}+\kappa^{2}\left\|\nabla^{\varepsilon, 2} \chi_{y}\right\|_{L^{\infty}\left(D^{\varepsilon}\right)} \leq C . \tag{4.8}
\end{equation*}
$$

### 4.2.2 Average value of the gradient of the homogenized solution

Let $\bar{u}^{\varepsilon}$ be the solution of the equation (4.6). Given a point $z=(t, y) \in \mathcal{Z}_{\kappa}$, we denote by $\xi_{z}$ the average value of the gradient $\nabla \bar{u}^{\varepsilon}$ over the parabolic cylinder $z+Q_{2 \kappa}^{\varepsilon}$, i.e.,

$$
\xi_{z}:=\left(\nabla^{\varepsilon} \bar{u}^{\varepsilon}\right)_{z+Q_{2 \kappa}^{\varepsilon}}
$$

For each $y \in \mathcal{Y}_{\kappa}$, we denote by $\xi_{y}: I \rightarrow \mathbb{R}^{d}$ the time-dependent slope defined by the formula

$$
\begin{equation*}
\xi_{y}(t):=\sum_{z \in \mathcal{Z}_{2 \kappa}} \xi_{z} \mathbf{1}_{\left\{(t, y) \in z+Q_{2 \kappa}^{\varepsilon}\right\}} \tag{4.9}
\end{equation*}
$$

We note that, with this notation, we have

$$
\frac{1}{\left|\mathcal{Y}_{\kappa}\right|} \sum_{y \in \mathcal{Y}_{\kappa}}\left\|\xi_{y}\right\|_{L^{2}((-1,0))} \leq C\left\|\nabla^{\varepsilon} \bar{u}^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}
$$

### 4.2.3 Definition of the first-order corrector

Let us set $L:=\lfloor\kappa / \varepsilon\rfloor$, and, for $y \in \mathcal{Y}_{\kappa}$, denote by

$$
Q_{y}:=\varepsilon^{-2} I \times\left(y / \varepsilon+\Lambda_{2 L}\right) .
$$

We define the first-order corrector $\phi^{\varepsilon}$ according to the formula

$$
\begin{equation*}
\phi^{\varepsilon}(t, x)=\varepsilon \sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}(x) \phi_{Q_{y}}\left(\frac{t}{\varepsilon^{2}}, \frac{x}{\varepsilon} ; \xi_{y}(t)\right), \tag{4.10}
\end{equation*}
$$

and the two-scale expansion by

$$
\begin{equation*}
w^{\varepsilon}:=\bar{u}^{\varepsilon}+\phi^{\varepsilon} . \tag{4.11}
\end{equation*}
$$

For later use, we introduce the notation, for $y \in \mathcal{Y}_{\kappa}$,

$$
v_{y}(t, x):=\xi_{y}(t) \cdot x+\varepsilon \phi_{Q_{y}}\left(\frac{t}{\varepsilon^{2}}, \frac{x}{\varepsilon} ; \xi_{y}(t)\right)
$$

Remark 4.3. As mentioned in Remark 3.2, the mesoscopic scale is only defined with respect to the spatial variable as the variations of the slope of the homogenized solution with respect to the time variable are encoded directly in the corrector (the function $\xi_{y}$ defined in (4.9) depends on the time variable); this simplifies the implementation of the two-scale expansion in Section 4.5 and improves the rate of convergence.

### 4.3 Error terms and preliminary estimates

In this section, we introduce a collection of error terms $\left(E_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ which appear frequently in the proof of Theorem 1.1. Formally, we define, for any $z=(t, y) \in \mathcal{Z}_{\kappa}$,

$$
\begin{equation*}
E_{z}:=\sum_{z^{\prime} \sim z}\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\xi_{z}\right\|_{\underline{L}^{2}\left(z+Q_{k}^{\varepsilon}\right)}+\sum_{z^{\prime} \sim z}\left|\xi_{z}-\xi_{z^{\prime}}\right|+\frac{\varepsilon}{\kappa} \sum_{y^{\prime} \sim y}\left\|\phi_{Q_{y^{\prime}}}\left(\cdot, \cdot ; ; \xi_{y^{\prime}}\right)\right\|_{\underline{L}^{2}\left(z / \varepsilon+Q_{L}\right)} \tag{4.12}
\end{equation*}
$$

The error terms $\left(E_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ are small in the following sense: using Proposition 4.2, the regularity estimate (4.1), Proposition 3.3 and the Poincaré inequality, we have

$$
\begin{align*}
\frac{1}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa}} E_{z}^{2} \leq & C\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\nabla \bar{u}\right\|_{L^{2}(Q)}^{2}+C \kappa^{2}\left\|\nabla^{2} \bar{u}\right\|_{L^{2}(Q)}^{2}+C \kappa^{4}\left\|\partial_{t} \nabla \bar{u}\right\|_{L^{2}(Q)}^{2}  \tag{4.13}\\
& +\frac{C \varepsilon^{2}}{\kappa^{2}} \frac{1}{\left|\mathcal{Y}_{\kappa}\right|} \sum_{y \in \mathcal{Y}_{\kappa}}\left\|\phi_{Q_{y^{\prime}}}\left(\cdot, \cdot ; \xi_{y^{\prime}}\right)\right\|_{\underline{L}^{2}\left(Q_{y}\right)}^{2} \\
\leq & \mathcal{O}_{1}\left(C \varepsilon\left(1+|\log \varepsilon| \mathbf{1}_{\{d=2\}}\right)\right) .
\end{align*}
$$

We complete this section by stating an inequality involving the error terms $\left(E_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ which will be used in the proof of Theorem 1.1 below: for any $z=(t, y) \in \mathcal{Z}_{\kappa}$,

$$
\begin{equation*}
\left\|\left(\sum_{y^{\prime} \sim y} \chi_{y^{\prime}} \nabla^{\varepsilon} v_{y^{\prime}}\right)-\nabla^{\varepsilon} v_{y}\right\|_{\underline{L}^{2}\left(z+Q_{k}^{\varepsilon}\right)} \leq C E_{z} . \tag{4.14}
\end{equation*}
$$

The upper bound (4.14) is obtained by using the properties of the partition of unity $\left(\chi_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ listed in (4.7) and Proposition 3.12.

### 4.4 Estimating the weak norm of the flux of the corrector

In this section, we estimate the $\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)$-norm of the error term involving the flux of the corrector which appears in (4.39) when implementing the two-scale expansion. Obtaining a sharp estimate on this norm is crucial to optimize the rate of convergence in Theorem 1.1, and we dedicate the next proposition to its study.

While the nature of the observable, and consequently the argument, are technical, the strategy of the proof is straightforward: using the multiscale Poincare inequality (Proposition 2.10), we first reduce the study of the $H_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)$-norm of the error term to the study of its averages over parabolic cylinders of various sizes. We then estimate these spatial averages using the same techniques as in Proposition 3.3, Proposition 3.4 and Proposition 3.5: we discretize the increments of the Brownian motions, compute the derivative of the observable with respect to the discrete increments using Proposition 3.5 and apply the Gaussian concentration inequality.
Proposition 4.4. There exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that

$$
\begin{equation*}
\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) . \tag{4.15}
\end{equation*}
$$

Proof. To ease the presentation of the argument and, in particular, the application of the multiscale Poincaré inequality (Proposition 2.10), we make two additional assumptions in the proof: the set $D$ is included in the box $[-1,1]^{d}$ and there exists an even integer $m \in \mathbb{N}$ such that $\varepsilon=3^{-m}$, and consequently $\kappa:=3^{-m / 2}\left(1+m^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)$ and $L:=\kappa / \varepsilon=$ $3^{m / 2}\left(1+m^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)$.

We split the proof of the inequality (4.15) into two inequalities:

$$
\begin{equation*}
\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)} \leq C 3^{-\frac{m}{2}}\left(1+m^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C 3^{-\frac{m}{2}}\left(1+m^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) . \tag{4.17}
\end{equation*}
$$

The inequality (4.15) is then a consequence of (4.16), (4.17) and the triangle inequality.
Step 1. Proof of the inequality (4.16). We note that the maps $\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]$ and $D_{p} \bar{\sigma}\left(\xi_{y}\right)$ depend only on the time variable (and not on the spatial variable due to the spatial stationarity of the first-order corrector). Combining this observation with the definition of the $\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)$-norm and a discrete integration by parts, we obtain

$$
\begin{aligned}
& \left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)} \\
& \leq\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}\left(\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{L^{2}\left(Q^{\varepsilon}\right)}
\end{aligned}
$$

To estimate the term in the right-hand side, we fix a point $y \in \mathcal{Y}_{\kappa}$, a point $z=(t, y) \in \mathcal{Z}_{\kappa}$, and denote by $z^{\prime}=\left(t-4 \kappa^{2}, y\right) \in \mathcal{Z}_{\kappa}$. We then apply Proposition 3.11 with the parabolic cylinder $Q^{\prime}:=z / \varepsilon+Q_{2 L}$ and obtain

$$
\left\|\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right\|_{\underline{L}^{2}\left(z+Q_{2 \kappa}^{\varepsilon}\right)} \leq C\left|\xi_{z^{\prime}}-\xi_{z}\right|+\frac{C\left(1+\sqrt{\log L} \mathbf{1}_{\{d=2\}}\right)}{L}
$$

Using that the map $\chi_{y}$ is bounded by 1 and supported in the set $y+\Lambda_{2 \kappa}^{\varepsilon}$, we obtain

$$
\begin{aligned}
& \left\|\sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}\left(\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \\
& \leq \frac{C}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa}}\left\|\mathbb{E}\left[V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right\|_{\underline{L}^{2}\left(z+Q_{2 \kappa}^{\varepsilon}\right)}^{2} \\
& \leq C 3^{-m}\left(1+m \mathbf{1}_{\{d=2\}}\right)
\end{aligned}
$$

Step 2. Proof of the inequality (4.17). The proof of the inequality (4.17) is more involved than the proof of (4.16) and is based on an application of the multiscale Poincaré inequality. It is subdivided in two steps below. We first rescale the inequality (4.17) (using, for instance, the identity (2.10)), use the assumptions $D \subseteq[-1,1]^{d}$ and $\varepsilon=3^{-m}$ (which imply $\left[-\varepsilon^{-2}, 0\right] \times D^{\varepsilon} / \varepsilon \subseteq Q_{3^{m}}$ ) and the definition of the map $v_{y}$. These observations imply that (4.17) is equivalent to the inequality

$$
\begin{array}{r}
\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla \chi_{y}^{\varepsilon} \cdot\left(V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right]\right)\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3^{m}}\right)} \\
\leq \mathcal{O}_{2}\left(C 3^{-\frac{m}{2}}\left(1+m^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right)
\end{array}
$$

where we used the notation $\chi_{y}^{\varepsilon}:=\chi_{y}(\varepsilon \cdot)$. By the multiscale Poincaré inequality (Proposition 2.10 ) and the property (2.11) of the $\mathcal{O}$-notation, we see that it is sufficient to prove the two following estimates:

$$
\begin{equation*}
\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)} \leq \mathcal{O}_{2}\left(C L^{-1}\right), \tag{4.18}
\end{equation*}
$$

and, for every $k \in\{0, \ldots, m\}$ and every $z \in \mathcal{Z}_{k, m}$,

$$
\begin{align*}
&\left|\sum_{y \in \mathcal{Y}_{k}}\left(\nabla \chi_{y}^{\varepsilon} \cdot\left(V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; ; \xi_{y}\right)\right)\right]\right)\right)_{z+Q_{3^{k}}}\right| \\
& \leq \begin{cases}\mathcal{O}_{2}\left(C L^{-1} 3^{-\frac{d k}{2}}\right) & \text { if } 3^{k} \leq L, \\
\mathcal{O}_{2}\left(C 3^{-\frac{(d+2) k}{2}}\right) & \text { if } 3^{k} \geq L\end{cases} \tag{4.19}
\end{align*}
$$

We split the proof of the inequalities (4.18) and (4.19) into three substeps.
Substep 2.1. Proof of the inequality (4.18). To prove the estimate (4.18), we use the bound (4.8) on the cutoff functions $\left(\chi_{y}\right)_{y \in \mathcal{Y}_{\kappa}}$ and obtain

$$
\begin{aligned}
& \left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)}^{2} \\
& \leq \frac{C L^{-2}}{\left|\mathcal{Y}_{\kappa}\right|} \sum_{y \in \mathcal{Y}_{\kappa}}\left(\left\|\xi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)}^{2}+\left\|\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right\|_{\underline{L}^{2}\left(Q_{y}\right)}^{2}\right) \\
& \leq \mathcal{O}_{1}\left(C L^{-2}\right)
\end{aligned}
$$

Taking the square root in the previous display completes the proof of (4.18).
Substep 2.2. Proof of the inequality (4.19), case $3^{k} \leq L$. We note that, for each $z \in \mathcal{Z}_{k, m}$, there are at most $C:=C(d)<\infty$ vertices $y \in \mathcal{Y}_{\kappa}$ such that

$$
\left(\nabla \chi_{y}^{\varepsilon} \cdot\left(V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right]\right)\right)_{z+Q_{3^{k}}} \neq 0
$$

and that, by Proposition 3.5, for any $y \in \mathcal{Y}_{\kappa}$,

$$
\begin{aligned}
\left|\left(\nabla \chi_{y}^{\varepsilon} \cdot\left(V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right]\right)\right)_{z+Q_{3^{k}}}\right| \\
\leq \mathcal{O}_{2}\left(C L^{-1} 3^{-\frac{d k}{2}}\right)
\end{aligned}
$$

A combination of the two previous displays gives the inequality (4.19) in the case $3^{k} \leq \kappa / \varepsilon$.

Substep 2.3. Proof of the inequality (4.19), case $3^{k} \geq L$. To ease the notation and without loss of generality, we assume that $z=0$. The strategy of the argument follows the one of Proposition 3.3 and Proposition 3.4. We consider the dynamic $\phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)$ run with the discretized Brownian motions introduced in these proofs (and let $n$ be the size of the mesh of the discretization). In order to prove (4.19), it is sufficient to show, uniformly in the parameter $n$,

$$
\begin{array}{r}
\left|\sum_{y \in \mathcal{Y}_{\kappa}}\left(\nabla \chi_{y}^{\varepsilon} \cdot\left(V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right]\right)\right)_{z+Q_{3^{k}}}\right| \\
\leq \mathcal{O}_{2}\left(C 3^{-\frac{(d+2) k}{2}}\right) \tag{4.20}
\end{array}
$$

By the Gaussian concentration inequality (Proposition 2.9), it is sufficient to prove the two following results: for any $x \in \Lambda_{3^{k}+2 L}$ and any $l \in\left\{-n 3^{2 m}, \ldots, 0\right\}$,

$$
\begin{equation*}
\left|\sum_{y \in \mathcal{Y}_{\kappa}} \frac{\partial\left(\nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right)_{Q_{3^{k}}}}{\partial X_{l}^{n}(x)}\right| \leq C \sqrt{n^{-1}} 3^{-k(d+2)} \exp \left(-\frac{(l / n)}{3^{2 k}}\right) \tag{4.21}
\end{equation*}
$$

and, for any $x \notin \Lambda_{3^{k}+4 L}$ and any $l \in\left\{-n 3^{2 m}, \ldots, 0\right\}$,

$$
\begin{equation*}
\sum_{y \in \mathcal{Y}_{k}} \frac{\partial\left(\nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right)_{Q_{3^{k}}}}{\partial X_{l}^{n}(x)}=0 \tag{4.22}
\end{equation*}
$$

The proof of the inequality (4.21) and the identity (4.22) relies the two following observations. First, for any vertex $x \in \Lambda_{3^{m}}$, there exist at most $C:=C(d)<\infty$ vertices $y \in \mathcal{Y}_{\kappa}$ such that $x \in y / \varepsilon+\Lambda_{2 L}$. Second, for any $y \in \mathcal{Y}_{\kappa}$, the dynamic $\phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)$ depends only on the increments $X_{l}^{n}(x)$ inside the parabolic cylinder $Q_{y}$, that is, on the increments $X_{l}^{n}(x)$ with $x \in y / \varepsilon+\Lambda_{2 L}$.

Consequently, for any $x \in \Lambda_{3^{m}}$, there exist at most $C:=C(d)<\infty$ vertices $y \in \mathcal{Y}_{\kappa}$ such that

$$
\frac{\partial\left(\nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right)_{Q_{3^{k}}}}{\partial X_{l}^{n}(x)} \neq 0 .
$$

Additionally, if a vertex $y \in \mathcal{Y}_{\kappa}$ is such that $y / \varepsilon \notin \Lambda_{3^{k}+2 L}$, then the cylinder $Q_{y}$ does not intersect the cylinder $Q_{3^{k}}$, and consequently

$$
\left(\nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right)_{Q_{3^{k}}}=0
$$

Finally, using Proposition 3.5, we have, for any $y \in \mathcal{Y}_{\kappa}$, any $x \in y / \varepsilon+\Lambda_{2 L}$, and any $l \in\left\{-n 3^{2 m}, \ldots, 0\right\}$,

$$
\left|\frac{\partial\left(\nabla \chi_{y}^{\varepsilon} \cdot V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}^{n}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right)_{Q_{3^{k}}}}{\partial X_{l}^{n}(x)}\right| \leq C \sqrt{n^{-1}} 3^{-k(d+2)} \exp \left(-\frac{(l / n)}{3^{2 k}}\right)
$$

Combining the previous remarks and inequalities completes the proof of (4.21) and (4.22).

### 4.5 Two-scale expansion and proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1 making use of the previous results established in Section 3 and Section 4.

Proof of Theorem 1.1. We split the proof of the theorem into many steps. The main objective of the proof is to show that the two-scale expansion $w^{\varepsilon}$ is almost a solution of the equation (1.8). Specifically, we will prove the identity (4.23) below and estimate the size of the two (small) error terms $\overrightarrow{\mathcal{E}}$ and $\mathcal{E}$. To achieve this, we compute the time derivative and gradient of the map $w^{\varepsilon}$, and compute the value of the term $\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)$ in Steps 1, 2, 3 and 4 below. Once the identity (4.23) has been established, we show that the $L^{2}$-norm of the gradient of the difference $u^{\varepsilon}-w^{\varepsilon}$ is small. This is the subject of Step 5. In Step 6, we conclude the proof building upon the results established in Step 5.

To ease the notation, we denote by $\left(B^{\varepsilon}(x)\right)_{x \in \varepsilon \mathbb{Z}^{d}}$ the suitably rescaled Brownian motions: for any $(t, x) \in \mathbb{R} \times D^{\varepsilon}$,

$$
B_{t}^{\varepsilon}(x):=\varepsilon B_{\frac{t}{\varepsilon^{2}}}\left(\frac{x}{\varepsilon}\right)
$$

We first establish the identity

$$
\begin{equation*}
\partial_{t}\left(w^{\varepsilon}-\sqrt{2} B^{\varepsilon}-\mathcal{E}^{\text {mean }}\right)-\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)=\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}+\mathcal{E} \tag{4.23}
\end{equation*}
$$

where the functions $\overrightarrow{\mathcal{E}}:(-1,0) \times \vec{E}\left(D^{\varepsilon}\right) \rightarrow \mathbb{R}$ and $\mathcal{E}:(-1,0) \times D^{\varepsilon} \rightarrow \mathbb{R}$ are explicit error terms satisfying the estimate

$$
\begin{equation*}
\|\overrightarrow{\mathcal{E}}\|_{L^{2}\left(Q^{\varepsilon}\right)}+\|\mathcal{E}\|_{\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.24}
\end{equation*}
$$

and the error term $\mathcal{E}^{\text {mean }}:(-1,0) \times D^{\varepsilon} \rightarrow \mathbb{R}$ arises from the correction involving the averaged sums of the Brownian motions in the right-hand side of (3.3), and is defined by the formula

$$
\begin{equation*}
\mathcal{E}^{\text {mean }}(t, x):=\sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}(x)\left(\frac{\sqrt{2}}{\left|\Lambda_{2 \kappa}^{\varepsilon}\right|} \sum_{x^{\prime} \in y+\Lambda_{2 \kappa}^{\varepsilon}} B_{t}^{\varepsilon}\left(x^{\prime}\right)\right) \tag{4.25}
\end{equation*}
$$

Step 1. Computing the time derivative of the two-scale expansion $w^{\varepsilon}$. To prove the formula (4.23) and the estimate (4.24), we first compute the time derivative of the map $w^{\varepsilon}-B^{\varepsilon}$. Using the definition (4.11) of the two-scale expansion $w^{\varepsilon}$, we obtain the identity

$$
\begin{align*}
& \partial_{t}\left(w^{\varepsilon}-\sqrt{2} B^{\varepsilon}-\mathcal{E}^{\text {mean }}\right) \\
& =\partial_{t} \bar{u}^{\varepsilon}+\partial_{t}\left(\phi^{\varepsilon}-\sqrt{2} B^{\varepsilon}-\mathcal{E}^{\text {mean }}\right) \\
& =\partial_{t} \bar{u}^{\varepsilon}+\varepsilon \sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y} \partial_{t}\left(\phi_{Q_{y}}\left(\frac{\cdot}{\varepsilon^{2}}, \frac{\cdot}{\varepsilon} ; \xi_{y}\right)-\sqrt{2} B_{\cdot}^{\varepsilon}-\frac{\sqrt{2}}{\left|\Lambda_{2 \kappa}^{\varepsilon}\right|} \sum_{x^{\prime} \in y+\Lambda_{2 \kappa}^{\varepsilon}} B_{\cdot}^{\varepsilon}\left(x^{\prime}\right)\right) . \tag{4.26}
\end{align*}
$$

Step 2. Computing the gradient of the two-scale expansion $w^{\varepsilon}$. We next compute the gradient of the map $w^{\varepsilon}$. Using the definition (4.11), an explicit computation, the definition of the error term $E_{z}$ and the inequalities (4.7) and (4.13), we obtain, for each $(t, e) \in(-1,0) \times \vec{E}\left(D^{\varepsilon}\right)$,

$$
\begin{equation*}
\nabla^{\varepsilon} w^{\varepsilon}(t, e)=\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}(e) \nabla^{\varepsilon} v_{y}(t, e)+\overrightarrow{\mathcal{E}}_{1}(t, e) \tag{4.27}
\end{equation*}
$$

where we used the notation, for any edge $e=\left(x_{0}, x_{1}\right) \in E\left(D^{\varepsilon}\right)$,

$$
\vec{\chi}_{y}(e)=\frac{\chi_{y}\left(x_{0}\right)+\chi_{y}\left(x_{1}\right)}{2}
$$

and the error term $\overrightarrow{\mathcal{E}}_{1}$ satisfies the $L^{2}$-bound

$$
\begin{equation*}
\left\|\overrightarrow{\mathcal{E}_{1}}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.28}
\end{equation*}
$$

Step 3. Computing the value of $\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)$ : the identity (4.29). Building upon the identity (4.27) and the bound (4.28), we establish the identity

$$
\begin{equation*}
\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)=\nabla^{\varepsilon} \cdot \sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)+\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}_{2} \tag{4.29}
\end{equation*}
$$

where the error term $\overrightarrow{\mathcal{E}_{2}}$ satisfies the estimate

$$
\begin{equation*}
\left\|\overrightarrow{\mathcal{E}}_{2}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.30}
\end{equation*}
$$

To establish (4.29) and (4.30), we first decompose the term $\overrightarrow{\mathcal{E}}_{2}$ as follows

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}_{2}=\underbrace{V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)-V^{\prime}\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} \nabla^{\varepsilon} v_{y}\right)}_{(4.31)-(i)}+\underbrace{V^{\prime}\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} \nabla^{\varepsilon} v_{y}\right)-\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)}_{(4.31)-(i i)} \tag{4.31}
\end{equation*}
$$

and estimate the two terms (4.31)-(i) and (4.31)-(ii) in two distinct substeps.
Substep 3.1. Estimating the term (4.31)-(i). We use that the map $V^{\prime}$ is Lipschitz and the identity (4.27). We obtain

$$
\left|V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)-V^{\prime}\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} \nabla^{\varepsilon} v_{y}\right)\right| \leq C\left|\overrightarrow{\mathcal{E}}_{1}\right|
$$

Applying the estimate (4.28), we deduce that

$$
\begin{equation*}
\|(4.31)-(i)\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.32}
\end{equation*}
$$

Substep 3.2. Estimating the term (4.31)-(ii). We use that the map $V^{\prime}$ is Lipschitz, together with the inequality (4.14). We obtain, for any $z=(t, y) \in \mathcal{Z}_{\kappa}$,

$$
\begin{aligned}
\left\|V^{\prime}\left(\sum_{y^{\prime} \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y^{\prime}} \nabla^{\varepsilon} v_{y^{\prime}}\right)-V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} & \leq C\left\|\left(\sum_{y^{\prime} \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y^{\prime}} \nabla^{\varepsilon} v_{y^{\prime}}\right)-\nabla^{\varepsilon} v_{y}\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \\
& \leq C E_{z}
\end{aligned}
$$

A similar argument yields

$$
\begin{aligned}
\left\|_{y_{y^{\prime} \in \mathcal{Y}_{\kappa}}} \vec{\chi}_{y^{\prime}} V^{\prime}\left(\nabla^{\varepsilon} v_{y^{\prime}}\right)-V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} & =\left\|\sum_{y^{\prime} \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y^{\prime}}\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y^{\prime}}\right)-V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)\right)\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \\
& \leq C\left\|\sum_{y^{\prime} \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y^{\prime}}\left(\nabla^{\varepsilon} v_{y^{\prime}}-\nabla^{\varepsilon} v_{y}\right)\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \\
& \leq C E_{z}
\end{aligned}
$$

Combining the two previous displays and summing over the vertices $z \in \mathcal{Z}_{\kappa}$, we deduce that

$$
\begin{equation*}
\|(4.31)-(i i)\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.33}
\end{equation*}
$$

Combining the inequalities (4.32) and (4.33) completes the proof of (4.30).
Step 4. Computing the value of $\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} w^{\varepsilon}\right)$ : the identity (4.34). In this step, we prove the identity

$$
\begin{equation*}
\nabla^{\varepsilon} \cdot \sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)=\sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y} \nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)+\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}\right)+\mathcal{E}+\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}_{3}, \tag{4.34}
\end{equation*}
$$

where the two error terms $\mathcal{E}$ and $\overrightarrow{\mathcal{E}_{3}}$ satisfy

$$
\begin{equation*}
\|\mathcal{E}\|_{\underline{H}_{\operatorname{par}}^{-1}\left(Q^{\varepsilon}\right)}+\left\|\overrightarrow{\mathcal{E}_{3}}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) . \tag{4.35}
\end{equation*}
$$

We introduce the following time-dependent vector field

$$
\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} D_{p} \bar{\sigma}\left(\xi_{y}\right):(t, e) \mapsto \sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}(e) D_{p} \bar{\sigma}\left(\xi_{y}(t)\right) \cdot e
$$

To prove the identity (4.34) and the upper bound (4.35), we will prove the two identities

$$
\begin{equation*}
\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}\right)=\vec{\nabla}^{\varepsilon} \cdot\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y} D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)+\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}_{3}} \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{\varepsilon} \cdot\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right)=\sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y} \nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)+\mathcal{E} \tag{4.37}
\end{equation*}
$$

together with the estimate (4.35). Each of these identities is proved in a specific substep.
Substep 4.1. Proof of the identity (4.36). In this step, we focus on the identity (4.36) and the estimate on the error term $\overrightarrow{\mathcal{E}}_{3}$. Using the definition (4.4) and the identity $\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}=1$, we may write, for any $t \in(-1,0)$ and $e=\left(x_{0}, x_{1}\right) \in \vec{E}\left(D^{\varepsilon}\right)$,

$$
\begin{aligned}
\overrightarrow{\mathcal{E}}_{3}(t, e): & :=D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}\left(t, x_{0}\right)\right) \cdot e-\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}(t, e) D_{p} \bar{\sigma}\left(\xi_{y}\right) \cdot e \\
& =\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}(t, e)\left(D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}\left(t, x_{0}\right)\right) \cdot e-D_{p} \bar{\sigma}\left(\xi_{y}\right) \cdot e\right) .
\end{aligned}
$$

For any $z=(t, y) \in \mathcal{Z}_{\kappa}$, we have

$$
\left\|\overrightarrow{\mathcal{E}}_{3}\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \leq C \sum_{y^{\prime} \sim y}\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\xi_{y^{\prime}}\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \leq C E_{z} .
$$

Summing over the vertices $z \in \mathcal{Z}_{\kappa}$, we obtain

$$
\left\|\overrightarrow{\mathcal{E}_{3}}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right)
$$

Substep 4.2. Proof of the identity (4.37). In this substep, we focus on the identity (4.37) and prove the error estimate (4.35) on the term $\mathcal{E}_{2}$. Expanding the discrete divergence, we may write

$$
\begin{align*}
\nabla^{\varepsilon} \cdot\left(\sum_{y \in \mathcal{Y}_{\kappa}} \vec{\chi}_{y}\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right)= & \sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y} \nabla^{\varepsilon} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)  \tag{4.38}\\
& +\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)
\end{align*}
$$

where we used the notation, for any $(t, x) \in(0, \infty) \times D^{\varepsilon}$,

$$
\begin{align*}
& \sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)(t, x) \\
& =\sum_{y \in \mathcal{Y}_{\kappa}} \sum_{\substack{e \in \vec{E}\left(D^{\varepsilon}\right) \\
e=\left(x, y^{\prime}\right)}} \nabla^{\varepsilon} \chi_{y}(t, e)\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}(t, e)\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right) \cdot e\right) \tag{4.39}
\end{align*}
$$

We next simplify the previous display as follows: using that the terms $D_{p} \bar{\sigma}\left(\xi_{y}\right)$ are spatially constant, we write

$$
\begin{equation*}
\nabla^{\varepsilon} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)=\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right) \tag{4.40}
\end{equation*}
$$

From (4.38) and (4.40), we obtain the following formula for the error term $\mathcal{E}$,

$$
\mathcal{E}:=\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right) .
$$

The $\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)$-norm of the error term $\mathcal{E}$ is then estimated by Proposition 4.4. The proofs of the identity (4.37) and the inequality (4.35) are complete.

Step 5. Estimating the norm of the difference $v:=u^{\varepsilon}-w^{\varepsilon}$. We next combine the three identities (4.26), (4.29) and (4.34) and use the definition (4.6) of the map $\bar{u}^{\varepsilon}$ and the one of the Langevin dynamic (1.8). We obtain the identity (4.23) with the error term

$$
\overrightarrow{\mathcal{E}}:=\overrightarrow{\mathcal{E}}_{2}+\overrightarrow{\mathcal{E}}_{3} .
$$

The upper bounds (4.30) and (4.35) ensure that the error terms $\mathcal{E}$ and $\overrightarrow{\mathcal{E}}$ satisfy the estimate (4.24). We then take the difference between the equations (1.8) and (4.23) and obtain that the map $v:=u^{\varepsilon}-w^{\varepsilon}$ solves the linear parabolic equation

$$
\left\{\begin{align*}
\partial_{t}\left(v-\mathcal{E}^{\text {mean }}\right)-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v & =\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}+\mathcal{E} & & \text { in } Q^{\varepsilon}  \tag{4.41}\\
v & =\phi^{\varepsilon} & & \text { in } \partial_{\mathrm{par}} Q^{\varepsilon} .
\end{align*}\right.
$$

where the environment $\mathbf{a}$ is given by the formula

$$
\mathbf{a}(t, e):=\int_{0}^{1} V^{\prime \prime}\left(s \nabla^{\varepsilon} \bar{u}^{\varepsilon}(t, e)+(1-s) \nabla^{\varepsilon} w^{\varepsilon}(t, e)\right) d s
$$

Using the linearity of the equation (4.41), we may decompose the map $v$ according to the formula $v=v_{0}+v_{1}+v_{2}$, where the functions $v_{0}, v_{1}$ and $v_{2}$ are the solutions of the parabolic equations

$$
\left\{\begin{align*}
\partial_{t} v_{0}-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{0} & =0  \tag{4.42}\\
v_{0} & =\phi^{\varepsilon}
\end{align*} \quad \text { in } Q^{\varepsilon}, \partial_{\mathrm{par}} Q^{\varepsilon}, ~ l\right.
$$

and

$$
\left\{\begin{align*}
\partial_{t} v_{1}-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{1} & =\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}+\mathcal{E} & & \text { in } Q^{\varepsilon}  \tag{4.43}\\
v_{1} & =0 & & \text { in } \partial_{\mathrm{par}} Q^{\varepsilon}
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
\partial_{t}\left(v_{2}-\mathcal{E}^{\text {mean }}\right)-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{2} & =0 & & \text { in } Q^{\varepsilon}  \tag{4.44}\\
v_{2} & =0 & & \text { in } \partial_{\mathrm{par}} Q^{\varepsilon} .
\end{align*}\right.
$$

We then estimate the $L^{2}$-norm of the gradients of the three maps $v_{0}, v_{1}$ and $v_{2}$ in three separate substeps.

Substep 5.1. Estimating the term $v_{0}$. Regarding the term $v_{0}$, we will prove the estimate

$$
\begin{equation*}
\left\|\nabla v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.45}
\end{equation*}
$$

The discrete version of Stokes' theorem (suitably scaled to take into account the parameter $\varepsilon$ ) gives

$$
\begin{aligned}
\sum_{x \in D^{\varepsilon}}\left(-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{0}(t, x)\right) & v_{0}(t, x) \\
& =\sum_{e \in E\left(D^{\varepsilon}\right)} \mathbf{a}(t, e)\left(\nabla^{\varepsilon} v_{0}(t, x)\right)^{2}+\frac{1}{\varepsilon} \sum_{x \in \partial D^{\varepsilon}} \phi^{\varepsilon}(t, x) \mathbf{n} \cdot \mathbf{a} \nabla^{\varepsilon} v_{0}(t, x)
\end{aligned}
$$

where the notation $\mathbf{n} \cdot \mathbf{a} \nabla^{\varepsilon} v_{0}$ refers to the discrete version of the normal component of the vector field $\mathbf{a} \nabla^{\varepsilon} v_{0}$, formally defined by, for $t \in(-1,0)$ and $x \in \partial D^{\varepsilon}$,

$$
\mathbf{n} \cdot \mathbf{a} \nabla^{\varepsilon} v_{0}(t, x):=\sum_{\substack{e=(y, x) \in \vec{E}\left(\mathbb{Z}^{d}\right) \\ y \in D^{\varepsilon}}} \mathbf{a}(t, e) \nabla^{\varepsilon} v_{0}(t, e) .
$$

Multiplying the equation (4.42) by $v_{0}$, integrating over the parabolic cylinder $Q^{\varepsilon}$ and applying the Cauchy-Schwarz inequality, we obtain (after multiplication by the volume factor $\varepsilon^{d}$ to normalize the $L^{2}\left(Q^{\varepsilon}\right)$-norms)

$$
\begin{align*}
& \frac{1}{2}\left\|v_{0}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2}-\frac{1}{2}\left\|\phi^{\varepsilon}(-1, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2}+\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2}  \tag{4.46}\\
& \leq C \varepsilon^{-1}\left(\varepsilon^{d} \int_{I} \sum_{x \in \partial D^{\varepsilon}}\left|\phi^{\varepsilon}(t, x)\right|^{2} d t\right)^{\frac{1}{2}}\left(\varepsilon^{d} \int_{\substack{I}} \sum_{\substack{e(x, y) \in E\left(D^{\varepsilon}\right) \\
x \in D^{\varepsilon}, y \notin D^{\varepsilon}}}\left|\nabla^{\varepsilon} v_{0}(t, e)\right|^{2} d t\right)^{\frac{1}{2}}
\end{align*}
$$

We next use the inequality

$$
\varepsilon^{d} \int_{I} \sum_{\substack{e=(x, y) \in E\left(\mathbb{Z}^{d}\right) \\ x \in D^{\varepsilon}, y \notin D^{\varepsilon}}}\left|\nabla^{\varepsilon} v_{0}(t, e)\right|^{2} d t \leq \varepsilon^{d} \int_{I} \sum_{e \in E\left(D^{\varepsilon}\right)}\left|\nabla^{\varepsilon} v_{0}(t, e)\right|^{2} d t=\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2}
$$

Combining the two previous displays and using that the first term in the right-hand side of (4.46) is nonnegative, we obtain the upper bound

$$
\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \leq C \varepsilon^{-1}\left(\varepsilon^{d} \int_{I} \sum_{x \in \partial D^{\varepsilon}}\left|\phi^{\varepsilon}(t, x)\right|^{2} d t\right)^{\frac{1}{2}}\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}+\frac{1}{2}\left\|\phi^{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2}
$$

which implies

$$
\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \leq C \varepsilon^{d-2} \int_{I} \sum_{x \in \partial D^{\varepsilon}}\left|\phi^{\varepsilon}(t, x)\right|^{2} d t+C\left\|\phi^{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2}
$$

Using the pointwise bound on the corrector stated in Proposition 3.3, the fact that the cardinality of the boundary $\partial D^{\varepsilon}$ is of order $\varepsilon^{1-d}$ (since $D$ is assumed to be Lipschitz) and the property (2.11) of the $\mathcal{O}$-notation, we obtain

$$
\begin{equation*}
\varepsilon^{d-2} \int_{I} \sum_{x \in \partial D^{\varepsilon}}\left|\phi^{\varepsilon}(t, x)\right|^{2} d t \leq \mathcal{O}_{1}\left(C \varepsilon\left(1+|\log \varepsilon| \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.47}
\end{equation*}
$$

and, by a similar argument,

$$
\left\|\phi^{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \leq \mathcal{O}_{1}\left(C \varepsilon^{2}\left(1+|\log \varepsilon| \mathbf{1}_{\{d=2\}}\right)\right)
$$

A combination of the previous displays gives

$$
\begin{equation*}
\left\|\nabla^{\varepsilon} v_{0}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.48}
\end{equation*}
$$

Substep 5.2. Estimating the term $v_{1}$. In this substep, we estimate the term $\underline{L}^{2}\left(Q^{\varepsilon}\right)$ norm of the map $v_{1}$. Applying Lemma 2.12 together with a rescaling argument, we obtain the existence of a pair of functions $\left(w, w^{*}\right) \in L^{2}\left(I ; H_{0}^{1}\left(D^{\varepsilon}\right)\right) \times L^{2}\left(I ; H^{-1}\left(D^{\varepsilon}\right)\right)$ such that

$$
\begin{equation*}
\mathcal{E}=\partial_{t} w+w^{*} \tag{4.49}
\end{equation*}
$$

and $t \mapsto w(t, x)$ is continuous, $w(-1, x)=w(0, x)=0$, and

$$
\|w\|_{\underline{L}^{2}\left(I ; \underline{H}^{1}\left(D^{\varepsilon}\right)\right)}+\left\|w^{*}\right\|_{\underline{L}^{2}\left(I ; \underline{H}^{-1}\left(D^{\varepsilon}\right)\right)} \leq C\|\mathcal{E}\|_{\underline{H}_{\operatorname{par}}^{-1}\left(Q^{\varepsilon}\right)} .
$$

Combining the equations (4.43) and (4.49), we deduce that

$$
\partial_{t}\left(v_{1}-w\right)=\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{1}+\nabla^{\varepsilon} \cdot \overrightarrow{\mathcal{E}}+w^{*} \text { in } Q^{\varepsilon} .
$$

Multiplying the equation by $\left(v_{1}-w\right)$, integrating over the parabolic cylinder $Q^{\varepsilon}$, and using that $w$ is equal to 0 on the boundary of the time interval, we obtain the estimate

$$
\begin{aligned}
\frac{1}{2}\left\|v_{1}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2}+\left\|\nabla^{\varepsilon} v_{1}\right\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} & \leq C\|w\|_{\underline{L}^{2}\left(I ; \underline{H}^{1}\left(D^{\varepsilon}\right)\right)}^{2}+C\left\|w^{*}\right\|_{\underline{L}^{2}\left(I ; \underline{H}^{-1}\left(D^{\varepsilon}\right)\right)}^{2}+C\|\overrightarrow{\mathcal{E}}\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \\
& \leq C\|\overrightarrow{\mathcal{E}}\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2}+C\|\mathcal{E}\|_{\underline{H}_{\operatorname{par}}^{-1}\left(Q^{\varepsilon}\right)}^{2}
\end{aligned}
$$

We deduce that

$$
\begin{equation*}
\left\|\nabla^{\varepsilon} v_{1}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\log \varepsilon|^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right)\right) \tag{4.50}
\end{equation*}
$$

Substep 5.3. Estimating the term $v_{2}$. We first let $Y$ be the solution of the stochastic differential equation

$$
\left\{\begin{array}{lr}
d Y_{t}(x)=-\frac{1}{\kappa^{2}} Y_{t}(x) d t+d \mathcal{E}^{\text {mean }}(t, x) & \text { for }(t, x) \in(-1,0) \times D^{\varepsilon} \\
Y_{-1}(x)=0 & \text { for } x \in D^{\varepsilon}
\end{array}\right.
$$

Since the term $\mathcal{E}^{\text {mean }}$ is Gaussian (as a sum of independent Brownian motions), the process $Y$ is Gaussian. Moreover, it can be written as the stochastic integral

$$
Y_{t}(x)=\int_{-1}^{t} e^{-\frac{(t-s)}{\kappa^{2}}} d \mathcal{E}^{\text {mean }}(s, x)
$$

Combining the previous identity with the definition of $\mathcal{E}_{\text {mean }}$ stated in (4.25), we see that the process $Y$ satisfies the following properties: for each $t, s \in(-1,0)$, and each $x, y \in D^{\varepsilon}$,

$$
\left\{\begin{align*}
\operatorname{var}\left[Y_{t}(x)\right] & \leq C \varepsilon^{d} \kappa^{2-d}, & &  \tag{4.51}\\
\operatorname{cov}\left[Y_{t}(x), Y_{s}(y)\right] & \leq C \varepsilon^{d} \kappa^{2-d} e^{-\frac{|t-s|}{\kappa^{2}}}, & & \\
\operatorname{cov}\left[Y_{t}(x), Y_{s}(y)\right] & =0 & & \text { if }|x-y| \geq 4 \kappa
\end{align*}\right.
$$

Combining these properties with the multiscale Poincaré inequality (after suitable rescaling and omitting some of the technical details), yields the bound on the $\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)$ norm of the process $Y$,

$$
\begin{equation*}
\|Y\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)} \leq C \kappa \times \varepsilon^{\frac{d}{2}} \kappa^{1-\frac{d}{2}} \tag{4.52}
\end{equation*}
$$

Intuitively, the estimate (4.52) is the product of two terms: the first one corresponds to the scale above which the process $Y$ behaves like an uncorrelated, space-time, white noise and the second one corresponds to the typical size of $Y$ (as obtained in the first line of (4.51)). Using the process $Y$, we may rewrite the definition of the map $v_{2}$ as follows

$$
\left\{\begin{aligned}
\partial_{t}\left(v_{2}-Y\right)-\nabla^{\varepsilon} \cdot \mathbf{a} \nabla^{\varepsilon} v_{2} & =\frac{1}{\kappa^{2}} Y & & \text { in } Q^{\varepsilon} \\
v_{2} & =0 & & \text { in } \partial_{\mathrm{par}} Q^{\varepsilon} .
\end{aligned}\right.
$$

In this form, the $L^{2}\left(Q^{\varepsilon}\right)$-norm of the gradient of the map $v_{2}$ using energy estimates, the bounds (4.51) and (4.52), and the identification of the space $\underline{H}_{\mathrm{par}}^{-1}\left(Q^{\varepsilon}\right)$ similar to the one used to estimate the function $v_{1}$. We obtain (skipping the technical details as the
techniques are essentially the same as the ones used to estimate the $L^{2}$-norms of the gradient of the functions $v_{0}$ and $v_{1}$ above)

$$
\begin{equation*}
\left\|\nabla^{\varepsilon} v_{2}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(\frac{C \varepsilon}{\kappa}+C \kappa\right) \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\ln \varepsilon|^{\frac{1}{2}}\right)\right) \tag{4.53}
\end{equation*}
$$

Step 6. The conclusion. Combining (4.48), (4.50) and (4.53), we obtain

$$
\left\|\nabla^{\varepsilon} u^{\varepsilon}-\nabla^{\varepsilon} w^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\ln \varepsilon|^{\frac{1}{2}}\right)\right)
$$

which completes the proof of the estimate stated in Remark 1.2. Combining the previous inequality with the bound (4.47) and the Poincaré inequality (with a trace term) gives the upper bound

$$
\left\|u^{\varepsilon}-w^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon^{\frac{1}{2}}\left(1+|\ln \varepsilon|^{\frac{1}{2}}\right)\right)
$$

Using the definition of the two-scale expansion $w^{\varepsilon}$ (stated in (4.11)) and Proposition 3.3, we obtain the estimate

$$
\left\|\bar{u}-w^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq \mathcal{O}_{2}\left(C \varepsilon\left(1+|\ln \varepsilon|^{\frac{1}{2}}\right)\right)
$$

A combination of the two previous displays together with the triangle inequality completes the proof of Theorem 1.1.

## $5 \quad C^{2}$-regularity of the surface tension

This section is devoted to the proof of the $C^{2}$-regularity of the surface tension $\bar{\sigma}$ following the outline presented in Section 1.5.3. The section is mostly independent of Sections 3 and 4 (except that the bound (3.5) of Proposition 3.3 is used), and is structured as follows. In Section 5.1, we prove a general property of stochastic processes. In Section 5.2, we establish a linearization estimate for the Langevin dynamic, following the argument of [9, Lemma 2.4] in the case of nonlinear elliptic equation. Finally in Section 5.3, we introduce a finite-volume approximation $\left(\tau_{L}\right)_{L \geq 1}$ of the surface tension and establish, building upon the results of the Sections 5.1 and 5.2 , that its gradient is equicontinuous. Taking the limit $L \rightarrow \infty$ then implies that the second derivative of the surface tension is continuous by the Arzelà-Ascoli Theorem.

In the rest of this section, and contrary to the two previous sections, we only consider Langevin dynamics with slopes which are constant in time. For $z \in \mathbb{R} \times \mathbb{Z}^{d}$, we denote by $\phi_{z, L}(\cdot ; p)$ (resp. $\phi_{L}(\cdot ; p)$ ) the solution of the dynamic introduced in Definition 3.1 in the parabolic cylinder $z+Q_{L}$ (resp. $Q_{L}$ ) with a constant slope $p \in \mathbb{R}^{d}$.

### 5.1 A general property for the solutions of stochastic differential equations

In this section, we prove the following general property for solutions of stochastic differential equations of the form $d X_{t}=h_{t} d t+d B_{t}$.
Proposition 5.1. Fix a constant $K>0$ and a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Let $\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion for the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and let $\left(h_{t}\right)_{t \geq 0}$ square-integrable process adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Assume that $\left(h_{t}\right)_{t \geq 0}$ satisfies the integrability estimate

$$
\begin{equation*}
\|h\|_{L^{2}((0,1))} \leq \mathcal{O}_{2}(K) \tag{5.1}
\end{equation*}
$$

Let $X_{t}$ be a solution of the stochastic differential equation

$$
\begin{equation*}
d X_{t}=h_{t} d t+d B_{t} \quad \text { in } \quad(0,1) \tag{5.2}
\end{equation*}
$$

Then there exists a constant $C:=C(K)<\infty$ such that, for any $\varepsilon>0$,

$$
\int_{0}^{1} \mathbf{1}_{\left\{\left|X_{t}\right| \leq \varepsilon\right\}} d t \leq \mathcal{O}_{2}(C \varepsilon)
$$

Proof. Fix $\varepsilon>0$, and let $f_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ be defined by the formula

$$
f_{\varepsilon}(x):=\max \left(2-\varepsilon^{-1}|x|, 0\right) .
$$

We note that this function is continuous, compactly supported in the interval $[-2 \varepsilon, 2 \varepsilon]$ and satisfies $f_{\varepsilon} \geq \mathbf{1}_{[-\varepsilon, \varepsilon]}$. We next denote by $F_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ the function satisfying

$$
\left(F_{\varepsilon}\right)^{\prime \prime}=f_{\varepsilon} \quad \text { and } \quad F_{\varepsilon}=0 \text { on }(-\infty,-2 \varepsilon)
$$

The explicit formula of $F_{\varepsilon}$ could be easily obtained but is not relevant for our purposes; instead we record four of its elementary properties: the map $F_{\varepsilon}$ is twice continuously differentiable, is nonnegative, satisfies $F_{\varepsilon}(x) \leq 2 \varepsilon \max (x+2 \varepsilon, 0)$ and $F_{\varepsilon}^{\prime}(x) \leq 2 \varepsilon \mathbf{1}_{[-2 \varepsilon, \infty)}$. Applying Itô's formula to the process $\left(F_{\varepsilon}\left(X_{t}\right)\right)_{t \geq 0}$ yields

$$
\begin{aligned}
F_{\varepsilon}\left(X_{1}\right) & =F_{\varepsilon}\left(X_{0}\right)+\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{t}\right) d X_{t}+\frac{1}{2} \int_{0}^{1} F_{\varepsilon}^{\prime \prime}\left(X_{t}\right) d t \\
& =F_{\varepsilon}\left(X_{0}\right)+\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{t}\right) d B_{t}+\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{t}\right) h_{t} d t+\frac{1}{2} \int_{0}^{1} F_{\varepsilon}^{\prime \prime}\left(X_{t}\right) d t
\end{aligned}
$$

Using the properties of the function $F_{\varepsilon}$, we deduce that

$$
\begin{align*}
\int_{0}^{1} \mathbf{1}_{\left\{\left|X_{t}\right| \leq \varepsilon\right\}} d t & \leq \int_{0}^{1} F_{\varepsilon}^{\prime \prime}\left(X_{t}\right) d t  \tag{5.3}\\
& \leq 2\left|F_{\varepsilon}\left(X_{1}\right)-F_{\varepsilon}\left(X_{0}\right)\right|+2\left|\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{t}\right) d B_{t}\right|+4 \varepsilon \int_{0}^{1}\left|h_{t}\right| d t
\end{align*}
$$

We then estimate the three terms in the right-hand side. For the first one, we use that the map $F_{\varepsilon}^{\prime}$ is $(2 \varepsilon)$-Lipschitz together with the definition (5.2) of the stochastic process $X_{t}$. We obtain

$$
\left|F_{\varepsilon}\left(X_{1}\right)-F_{\varepsilon}\left(X_{0}\right)\right| \leq 2 \varepsilon\left|X_{1}-X_{0}\right| \leq 2 \varepsilon\left|B_{1}+\int_{0}^{1} h_{t} d t\right| \leq 2 \varepsilon\left|B_{1}\right|+2 \varepsilon\|h\|_{L^{2}(0,1)}
$$

Using that the law of $B_{1}$ is a centered normal distribution of variance 1 together with the assumption (5.1), we deduce that

$$
\begin{equation*}
\left|F_{\varepsilon}\left(X_{1}\right)-F_{\varepsilon}\left(X_{0}\right)\right| \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.4}
\end{equation*}
$$

To estimate the second term, we use that $t \mapsto \int_{0}^{t} F_{\varepsilon}^{\prime}\left(X_{s}\right) d B_{s}$ is a martingale whose quadratic variation is the function $t \mapsto \int_{0}^{t} F_{\varepsilon}^{\prime}\left(X_{s}\right)^{2} d s$. By the Dubins-Schwarz theorem (extending the function $s \mapsto F_{\varepsilon}^{\prime}\left(X_{s}\right)$ by 1 for $s \geq 1$ if necessary), there exists a Brownian motion $\left(\beta_{t}\right)_{t \geq 0}$ such that $\int_{0}^{t} F_{\varepsilon}^{\prime}\left(X_{s}\right) d B_{s}=\beta_{\int_{0}^{t} F_{\varepsilon}^{\prime}\left(X_{s}\right)^{2} d s}$. Using that the map $F_{\varepsilon}^{\prime}$ is bounded by $2 \varepsilon$ and standard estimates on the supremum of a Brownian motion, we deduce that

$$
\begin{equation*}
\left|\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{s}\right) d B_{s}\right|=\left|\beta_{\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{s}\right)^{2} d s}\right| \leq \sup _{s \in\left[0,4 \varepsilon^{2}\right]}\left|\beta_{s}\right| \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.5}
\end{equation*}
$$

Combining (5.3) with (5.4) and (5.5) and the definition of the map $F_{\varepsilon}$, we deduce the existence of a finite constant $C:=C(K)<\infty$ such that

$$
\int_{0}^{1} \mathbf{1}_{\left\{\left|X_{t}\right| \leq \varepsilon\right\}} d t \leq\left|F_{\varepsilon}\left(X_{1}\right)-F_{\varepsilon}\left(X_{0}\right)\right|+2\left|\int_{0}^{1} F_{\varepsilon}^{\prime}\left(X_{t}\right) d B_{t}\right|+4 \varepsilon\|h\|_{L^{2}(0,1)} \leq \mathcal{O}_{2}(C \varepsilon)
$$

The proof of Proposition 5.1 is complete.

As a consequence of Proposition 5.1, we record the following corollary which estimates the amount of time spent by the process $X_{t}$ in a measurable set of prescribed Lebesgue measure.
Corollary 5.2. Fix a constant $K>0$ and a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Let $\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion for the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and let $\left(h_{t}\right)_{t \geq 0}$ square-integrable process adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Assume that $\left(h_{t}\right)_{t \geq 0}$ satisfies the integrability estimate

$$
\|h\|_{L^{2}(0,1)} \leq \mathcal{O}_{2}(K)
$$

Let $\left(X_{t}\right)_{t \in[0,1]}$ be a solution of the stochastic differential equation

$$
\begin{equation*}
d X_{t}=h_{t} d t+d B_{t} \quad \text { in } \quad(0,1) \tag{5.6}
\end{equation*}
$$

Then there exists a constant $C:=C(K)<\infty$ such that for any measurable set $A \in \mathcal{B}(\mathbb{R})$,

$$
\int_{0}^{1} \mathbf{1}_{\left\{X_{t} \in A\right\}} d t \leq \mathcal{O}_{2}(C|A|)
$$

Proof. We first note that, for any $a \in \mathbb{R}$, the process $X_{t}+a$ is a solution of the stochastic differential equation (5.6). Applying Proposition 5.1, we obtain that, for every $a \in \mathbb{R}$ and $\varepsilon>0$,

$$
\begin{equation*}
\int_{0}^{1} \mathbf{1}_{\left\{\left|X_{t}+a\right| \leq \varepsilon\right\}} d t \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.7}
\end{equation*}
$$

The stochastic integrability estimate (5.7) can be equivalently reformulated as follows: for any interval $I \subseteq \mathbb{R}$,

$$
\begin{equation*}
\int_{0}^{1} \mathbf{1}_{\left\{X_{t} \in I\right\}} d t \leq \mathcal{O}_{2}(C|I|) \tag{5.8}
\end{equation*}
$$

Let us consider a measurable set $A \subseteq \mathbb{R}$ satisfying $|A| \leq 1$ (otherwise the statement is trivially satisfied). Using the outer regularity of the Lebesgue measure on $\mathbb{R}$, we deduce that there exists a countable collection of disjoint intervals $\left(I_{n}\right)_{n \in \mathbb{N}}$ satisfying $A \subseteq \bigcup_{n \in \mathbb{N}} I_{n}$ and $\sum_{n \in \mathbb{N}}\left|I_{n}\right| \leq 2|A|$. We thus obtain

$$
\int_{0}^{1} \mathbf{1}_{\left\{X_{t} \in A\right\}} d t \leq \sum_{n \in \mathbb{N}} \int_{0}^{1} \mathbf{1}_{\left\{X_{t} \in I_{n}\right\}} d t
$$

Using Proposition 5.1, we deduce that

$$
\int_{0}^{1} \mathbf{1}_{\left\{X_{t} \in A\right\}} d t \leq \mathcal{O}_{2}\left(C \sum_{n \in \mathbb{N}}\left|I_{n}\right|\right) \leq \mathcal{O}_{2}(C|A|)
$$

The proof of Corollary 5.2 is complete.

### 5.2 Linearization estimate

In this section, and following [8, Lemma 2.4], we identify the first-order term in the asymptotic development of the difference $\phi_{L}(\cdot, \cdot ; q)-\phi_{L}(\cdot, \cdot ; p)$ with $p, q \in \mathbb{R}^{d}$ and $|p-q| \ll$ 1. This term is characterized to be the solution of the linearized parabolic equation and is introduced in Definition 5.3 below. In Lemma 5.4, we estimate quantitatively the $L^{2}$-norm of the map $\nabla \phi_{L}(\cdot, \cdot ; q)-\nabla \phi_{L}(\cdot, \cdot ; p)-\nabla w_{L, p, q-p}$ and obtain a rate of convergence depending on information which is intrinsic to the potential $V$ (and specifically, on how precisely the second derivative $V^{\prime \prime}$ can be approximated by Lipschitz functions).

Definition 5.3. Fix $L \in \mathbb{N}$ and $p, \xi \in \mathbb{R}^{d}$, and denote by a $:=V^{\prime \prime}\left(\nabla \phi_{L}(\cdot, \cdot ; p)\right)$. We let $w_{L, p, \xi}: Q_{L} \rightarrow \mathbb{R}$ be the solution of the parabolic equation with periodic boundary conditions

$$
\left\{\begin{align*}
\partial_{t} w_{L, p, \xi}-\nabla \cdot \mathbf{a} \nabla w_{L, p, \xi} & =\nabla \cdot \mathbf{a} \xi & & \text { in } Q_{L}  \tag{5.9}\\
w_{L, p, \xi}\left(-L^{2}, \cdot\right) & =0 & & \text { in } \Lambda_{L} \\
w_{L, p, \xi}(t, \cdot) & \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for } t \in I_{L}
\end{align*}\right.
$$

Lemma 5.4. Fix $L \in \mathbb{N}$ and $R \geq 1$. Then there exists a continuous function $\chi_{R}$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$depending on $c_{+}, c_{-}, R$ and the rate of the limit in (1.13) over all parameters $(R, \varepsilon) \in[1, \infty) \times(0,1]$, which satisfies $\chi_{R}(0)=0$, such that, for every $p, q \in B_{R}$,

$$
\begin{equation*}
\left\|\nabla \phi_{L}(\cdot, \cdot ; ; q)-\nabla \phi_{L}(\cdot, \cdot ; p)-\nabla w_{L, p, q-p}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq \mathcal{O}_{2}\left(C \chi_{R}(|p-q|)|p-q|\right) \tag{5.10}
\end{equation*}
$$

Proof. We split the proof into several steps.
Step 1. Setup and preliminary observations. Fix $L \in \mathbb{N}, R \geq 1$ and $p, q \in B_{R}$. We may assume that $|p-q| \leq 1$. We introduce the notation $v_{L}(t, x ; p):=p \cdot x+\phi_{L}(t, x ; p)$ and $v_{L}(t, x ; q):=q \cdot x+\phi_{L}(t, x ; q)$. We first observe that the difference $\widetilde{w}=\phi_{L}(\cdot, \cdot ; q)-\phi_{L}(\cdot, \cdot ; p)$ solves the parabolic equation

$$
\left\{\begin{align*}
\partial_{t} \widetilde{w}-\nabla \cdot \widetilde{\mathbf{a}} \nabla \widetilde{w} & =\nabla \cdot \widetilde{\mathbf{a}}(q-p) & & \text { in } Q_{L},  \tag{5.11}\\
\widetilde{w}\left(-L^{2}, \cdot\right) & =0 & & \text { in } \Lambda_{L}, \\
\widetilde{w}(t, \cdot) & \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for } t \in I_{L},
\end{align*}\right.
$$

where the environment $\widetilde{\mathbf{a}}$ is given by the formula

$$
\begin{equation*}
\widetilde{\mathbf{a}}(t, e):=\int_{0}^{1} V^{\prime \prime}\left(s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p)\right) d s \tag{5.12}
\end{equation*}
$$

Using the uniform ellipticity of the environment $\widetilde{\mathbf{a}}$, we have the estimate

$$
\begin{equation*}
\|\nabla \widetilde{w}\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C|p-q| . \tag{5.13}
\end{equation*}
$$

For later use, we note that the Meyers estimate (Proposition 2.2) applied to the function $\widetilde{w}$ yields the following result: there exists an exponent $\gamma_{0}:=\gamma_{0}\left(d, c_{+}, c_{-}\right)>0$ such that

$$
\begin{equation*}
\|\nabla \widetilde{w}\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L}\right)} \leq C|p-q| . \tag{5.14}
\end{equation*}
$$

Taking the difference between the equations (5.9) and (5.11), we obtain that the map $v:=\widetilde{w}-w_{L, p, q-p}$ solves the parabolic equation

$$
\left\{\begin{align*}
\partial_{t} v-\nabla \cdot \mathbf{a} \nabla v & =\nabla \cdot((\widetilde{\mathbf{a}}-\mathbf{a})(q-p+\nabla \widetilde{w})) & & \text { in } Q_{L}  \tag{5.15}\\
v\left(-L^{2}, \cdot\right) & =0 & & \text { in } \Lambda_{L} \\
v(t, \cdot) & \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for all } t \in I_{L}
\end{align*}\right.
$$

The definition (5.15) leads to the energy estimate

$$
\begin{equation*}
\|\nabla v(t, \cdot)\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C\|(\widetilde{\mathbf{a}}-\mathbf{a})(q-p+\nabla \widetilde{w})\|_{\underline{L}^{2}\left(Q_{L}\right)} \tag{5.16}
\end{equation*}
$$

We next estimate the term in the right-hand side of (5.16), and split the argument into two steps.

Step 2. Comparing the environment $\mathbf{a}$ and $\widetilde{\mathbf{a}}$. We first prove that the term $\widetilde{\mathbf{a}}-\mathbf{a}$ is small when the slopes $p, q$ are close to each other. Formally, we prove the inequality: for
any $\varepsilon>0$, there exist $\delta:=\delta(d, R, V, \varepsilon)>0$ and $C:=C(d, R, V)<\infty$ such that, for every $p, q \in B_{R}$ satisfying $|p-q| \leq \delta$,

$$
\begin{equation*}
\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.17}
\end{equation*}
$$

Here and throughout, dependence of constants on $V$ is restricted to dependence on the rate of the limit in (1.13) over all possible parameters $(R, \varepsilon) \in[1, \infty) \times(0,1]$. To establish (5.17), we fix $\varepsilon>0$ and use Proposition 3.3 to obtain the following tail estimate on the gradient of the field: we claim that there exists a constant $C:=C\left(d, c_{+}, c_{-}, R\right)<\infty$ such that for any $(t, e) \in I_{L} \times E\left(\Lambda_{L}\right)$, any slopes $p, q \in B_{R}$ with $|p-q| \leq 1$, and any $S>0$,

$$
\mathbb{P}\left[\left|\nabla v_{L}(t, e ; q)\right| \geq S\right] \leq C \exp \left(-\frac{S^{2}}{C}\right)
$$

We may thus select $S_{\varepsilon}:=C \varepsilon^{-1}>0$ for some constant $C$ depending only on $d, c_{+}, c_{-}, R$ such that, for every $q \in B_{R}$ with $|p-q| \leq 1$, and every $(t, e) \in I_{L} \times E\left(\Lambda_{L}\right)$,

$$
\begin{equation*}
\mathbf{1}_{\left\{\left|\nabla v_{L}(t, e ; q)\right| \geq S_{\varepsilon}\right\}} \leq \mathcal{O}_{2}(\varepsilon) . \tag{5.18}
\end{equation*}
$$

Using (1.13), for every $\varepsilon>0$, we may select a parameter $\kappa_{\varepsilon}>0$, depending on $d, R$ and the rate of the limit in (1.13), in addition to $\varepsilon$, such that

$$
\begin{equation*}
\left|A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right| \leq \varepsilon . \tag{5.19}
\end{equation*}
$$

We will now prove the estimate (5.17) with the value $\delta:=\kappa_{\varepsilon} \varepsilon>0$. We introduce the notation

$$
\mathbf{a}_{\kappa_{\varepsilon}}:=V_{\kappa_{\varepsilon}}^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)
$$

and

$$
\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}:=\int_{0}^{1} V_{\kappa_{\varepsilon}}^{\prime \prime}\left(s \nabla v_{L}(\cdot ; q)+(1-s) \nabla v_{L}(\cdot ; p)\right) d s
$$

By the triangle inequality, we can write

$$
\begin{equation*}
\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \underbrace{\left\|\widetilde{\mathbf{a}}-\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)}}_{(5.20)-(i)}+\underbrace{\left\|\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}-\mathbf{a}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)}}_{(5.20)-(i i)}+\underbrace{\left\|\mathbf{a}_{\kappa_{\varepsilon}}-\mathbf{a}\right\|_{\underline{L}^{1}\left(Q_{L}\right)}}_{(5.20)-(i i i)}, \tag{5.20}
\end{equation*}
$$

and estimate the three terms in the right-hand side separately.
Substep 2.1. Estimating the term (5.20)-(i). We first use the inequality: for any $x \in \mathbb{R}$,

$$
\left|V_{\kappa_{\varepsilon}}^{\prime \prime}(x)-V^{\prime \prime}(x)\right| \leq \varepsilon+C \mathbf{1}_{\left\{x \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}}+C \mathbf{1}_{\left\{|x| \geq S_{\varepsilon}\right\}}
$$

We thus obtain

$$
\begin{align*}
\left\|\widetilde{\mathbf{a}}-\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \varepsilon & +\frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d s d t  \tag{5.21}\\
& +\frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{\left|s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p)\right| \geq S_{\varepsilon}\right\}} d s d t .
\end{align*}
$$

We next estimate the two terms in the right-hand side. To treat the first term, we prove the estimate: for any $s \in[0,1]$, any time $T \in\left(-L^{2},-1\right)$, and any edge $e \in \vec{E}\left(\Lambda_{L}\right)$,

$$
\begin{equation*}
\int_{T}^{T+1} \mathbf{1}_{\left\{s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d t \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.22}
\end{equation*}
$$

The proof relies on an application of Corollary 5.2. We fix $s \in(0,1)$, a time $T \in\left(-L^{2},-1\right)$, an edge $e=(x, y) \in \vec{E}\left(\Lambda_{L}\right)$ and denote by $\left(X_{t}\right)_{t \in[0,1]}$ the stochastic process

$$
X_{t}:=s \nabla v_{L}(T+t, e ; q)+(1-s) \nabla v_{L}(T+t, e ; p) .
$$

Using the definition of the first-order correctors $v_{L}(\cdot, \cdot ; p)$ and $v_{L}(\cdot, \cdot ; q)$, we see that the process $X_{t}$ solves a stochastic differential equation of the form

$$
d X_{t}=h_{t} d t+2 d \widetilde{B}_{t}
$$

where $\widetilde{B}_{t}=\left(B_{T+t}(y)-B_{T+t}(x)\right) / \sqrt{2}$ is a Brownian motion for the filtration $\mathcal{F}_{t}:=$ $\sigma\left(\left\{B_{T+s}(w): s \leq t, w \in \mathbb{Z}^{d}\right\}\right)$, and the adapted process $h_{t}$ is defined by the formula

$$
\begin{aligned}
h_{t}:= & s \nabla \cdot V^{\prime}\left(\nabla v_{L}(\cdot ; q)\right)(T+t, y)+(1-s) \nabla \cdot V^{\prime}\left(\nabla v_{L}(\cdot ; p)\right)(T+t, y) \\
& -s \nabla \cdot V^{\prime}\left(\nabla v_{L}(\cdot ; q)\right)(T+t, x)+(1-s) \nabla \cdot V^{\prime}\left(\nabla v_{L}(\cdot ; p)\right)(T+t, x) .
\end{aligned}
$$

Using the pointwise bound on the gradient of the dynamic stated in Proposition 3.3, we deduce that, for any $t \in(0,1)$,

$$
\left|h_{t}\right| \leq \mathcal{O}_{2}(C)
$$

Using the property (2.13) of the $\mathcal{O}$-notation, we can integrate over the times $t$ in the interval $[0,1]$ and deduce that

$$
\|h\|_{L^{2}((0,1))} \leq \mathcal{O}_{2}(C)
$$

We apply Corollary 5.2 to the process $X_{t}$ with the set $A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)$, and use the inequality (5.19) to complete the proof of the estimate (5.22). Noting that the inequality (5.22) is valid for any $s \in(0,1)$, integrating over this variable and using the property (2.13) of the $\mathcal{O}$-notation, we deduce that: for any time $T \in\left(-L^{2},-1\right)$, and any edge $e \in E\left(\Lambda_{L}\right)$,

$$
\int_{0}^{1} \int_{T}^{T+1} \mathbf{1}_{\left\{\left|s \nabla v_{L}(t, e ; p)+(1-s) \nabla v_{L}(t, e ; q)\right| \geq S_{\varepsilon}\right\}} d t d s \leq \mathcal{O}_{2}(C \varepsilon)
$$

We next sum over the times $T \in\left\{-L^{2}, \ldots,-1\right\}$, over the edges of the box $\Lambda_{L}$, and use the property (2.11) of the $\mathcal{O}$-notation. We obtain

$$
\begin{align*}
& \frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d s d t  \tag{5.23}\\
& =\frac{C}{L^{d+2}} \sum_{T \in\left\{-L^{2}, \ldots,-1\right\}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \int_{T}^{T+1} \mathbf{1}_{\left\{s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d s d t \\
& \leq \mathcal{O}_{2}(C \varepsilon) .
\end{align*}
$$

We next estimate the third term in the right-hand side of (5.21). Using the estimate (5.18), we see that, for any $s \in(0,1)$, any time $t \in\left(-L^{2}, 0\right)$, and any edge $e \in E\left(\Lambda_{L}\right)$,

$$
\mathbf{1}_{\left\{\left|s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p)\right| \geq S_{\varepsilon}\right\}} \leq \mathbf{1}_{\left\{\left|\nabla v_{L}(t, e ; q)\right| \geq S_{\varepsilon}\right\}}+\mathbf{1}_{\left\{\left|\nabla v_{L}(t, e ; p)\right| \geq S_{\varepsilon}\right\}} \leq \mathcal{O}_{2}(C \varepsilon) .
$$

Integrating over $s$ in the interval $(0,1)$, over the times $t \in\left(-L^{2}, 0\right)$, summing over the edges $e \in E\left(\Lambda_{L}\right)$, and using the property (2.11) of the $\mathcal{O}$-notation, we deduce that

$$
\begin{equation*}
\frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{\left|s \nabla v_{L}(t, e ; q)+(1-s) \nabla v_{L}(t, e ; p)\right| \geq S_{\varepsilon}\right\}} d s d t \leq \mathcal{O}_{2}(C \varepsilon) \tag{5.24}
\end{equation*}
$$

Combining the estimates (5.21), (5.23) and (5.24), we deduce that

$$
\left\|\widetilde{\mathbf{a}}-\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \mathcal{O}_{2}(C \varepsilon) .
$$

Substep 2.2. Estimating the term (5.20)-(ii). We use the inequality (1.11) and obtain, for any $(t, e) \in I_{L} \times E\left(\Lambda_{L}\right)$,

$$
\left|\widetilde{\mathbf{a}}_{\kappa_{\varepsilon}}(t, e)-\mathbf{a}_{\kappa_{\varepsilon}}(t, e)\right| \leq \frac{C}{\kappa_{\varepsilon}}|\nabla \widetilde{w}(t, e)|
$$

Taking the $L^{1}$-norm over the parabolic cylinder $Q_{L}$, using Jensen's inequality and the bound (5.13), we deduce that

$$
\begin{equation*}
\left\|\widetilde{\mathbf{a}}-\mathbf{a}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \frac{C}{\kappa_{\varepsilon}}\|\nabla \widetilde{w}\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \frac{C}{\kappa_{\varepsilon}}\|\nabla \widetilde{w}\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq \frac{C|p-q|}{\kappa_{\varepsilon}} \leq C \varepsilon . \tag{5.25}
\end{equation*}
$$

Substep 2.3. Estimating the term (5.20)-(iii). We use the same technique as the one used to estimate the term (5.20)-(i). We first note that the following bound holds

$$
\begin{aligned}
\left\|\mathbf{a}-\mathbf{a}_{\kappa_{\varepsilon}}\right\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \varepsilon & +\frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{\nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d s d t \\
& +\frac{C}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \int_{0}^{1} \mathbf{1}_{\left\{\left|\nabla v_{L}(t, e ; p)\right| \geq S_{\varepsilon}\right\}} d s d t .
\end{aligned}
$$

We apply the estimate (5.22) with $s=1$ and obtain: for any time $T \in\left(-L^{2},-1\right)$ and any edge $e \in \vec{E}\left(\Lambda_{L}\right)$,

$$
\int_{T}^{T+1} \mathbf{1}_{\left\{\nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} d t \leq \mathcal{O}_{2}(C \varepsilon)
$$

Summing over the times $T \in\left\{-L^{2}, \ldots,-1\right\}$ and over the edges of the box $\Lambda_{L}$, we obtain

$$
\frac{1}{L^{d+2}} \int_{I_{L}} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)} \mathbf{1}_{\left\{\nabla v_{L}(t, e ; p) \in A_{S_{\varepsilon}, \kappa_{\varepsilon}}(\varepsilon)\right\}} \leq \mathcal{O}_{2}(C \varepsilon)
$$

A combination of the previous estimates with (5.18) yields

$$
\left\|\mathbf{a}_{\kappa_{\varepsilon}}-\mathbf{a}\right\|_{\underline{L}^{1}\left(Q_{L}\right)} \leq \mathcal{O}_{2}(C \varepsilon) .
$$

Combining the results of the Substeps 1.1, 1.2 and 1.3 completes the proof of the estimate (5.17).

Step 3. Estimating the right-hand side of (5.16). We now complete the proof of Lemma 5.4 using the estimate (5.17). By Hölder's inequality, the upper bound (5.14), and denoting by $p_{0}:=\left(2+\gamma_{0}\right) / \gamma_{0}$, we may rewrite (5.16) as

$$
\begin{align*}
\|\nabla v(t, \cdot)\|_{\underline{L}^{2}\left(Q_{L}\right)} & \leq C\|(\widetilde{\mathbf{a}}-\mathbf{a})(q-p+\nabla \widetilde{w})\|_{\underline{L}^{2}\left(Q_{L}\right)}  \tag{5.26}\\
& \leq C\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{p_{0}}\left(Q_{L}\right)}\|q-p+\nabla \widetilde{w}\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L}\right)} \\
& \leq C\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{p_{0}}\left(Q_{L}\right)}|p-q| .
\end{align*}
$$

Using that the maps $\widetilde{\mathbf{a}}$ and a are bounded by the constant $c_{+}$, and interpolating the space $L^{p_{0}}\left(Q_{L}\right)$ between the spaces $L^{1}\left(Q_{L}\right)$ and $L^{\infty}\left(Q_{L}\right)$, we deduce that

$$
\begin{equation*}
\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{p_{0}}\left(Q_{L}\right)} \leq\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)}^{1 / p_{0}}\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{L^{\infty}\left(Q_{L}\right)}^{\left(p_{0}-1\right) / p_{0}} \leq C\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)}^{1 / p_{0}} . \tag{5.27}
\end{equation*}
$$

A combination of (5.26) and (5.27) shows

$$
\|\nabla v(t, \cdot)\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)}^{1 / p_{0}}|p-q| .
$$

We then set

$$
\begin{equation*}
\chi_{R}(r):=\inf \left\{\varepsilon>0: \forall p, q \in B_{R} \text { with }|p-q| \leq r,\|\widetilde{\mathbf{a}}-\mathbf{a}\|_{\underline{L}^{1}\left(Q_{L}\right)}^{1 / p_{0}} \leq \mathcal{O}_{2}(\varepsilon)\right\} \tag{5.28}
\end{equation*}
$$

so that we have the inequality

$$
\|\nabla v(t, \cdot)\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq \mathcal{O}_{2}\left(C \chi_{R}(|p-q|)|p-q|\right)
$$

The inequality (5.17) ensures that $\chi_{R}(r) \rightarrow 0$ as $r \rightarrow 0$ which yields the lemma.
Remark 5.5. We record the following generalization of Lemma 5.4 whose proof can be deduced from the same argument. For every $L \in \mathbb{N}, p, q \in \mathbb{R}^{d}$ and $\xi \in \mathbb{R}^{d}$, we denote by $\widetilde{w}_{L, p, q, \xi}: Q_{L} \rightarrow \mathbb{R}$ the solution of the parabolic equation

$$
\left\{\begin{aligned}
\partial_{t} \widetilde{w}_{L, p, q, \xi}-\nabla \cdot \widetilde{\mathbf{a}} \nabla \widetilde{w}_{L, p, q, \xi} & =\nabla \cdot \widetilde{\mathbf{a}} \xi & & \text { in } Q_{L}, \\
\widetilde{w}_{L, p, q, \xi}\left(-L^{2}, \cdot\right) & =0 & & \text { in } \Lambda_{L}, \\
\widetilde{w}_{L, p, q, \xi}(t, \cdot) & \in \Omega_{\Lambda_{L}, \text { per }} & & \text { for } t \in I_{L},
\end{aligned}\right.
$$

where $\widetilde{\mathbf{a}}$ is the environment defined in (5.12), then we have the inequality

$$
\begin{equation*}
\left\|\nabla w_{p, \xi}-\nabla \widetilde{w}_{p, q, \xi}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq \mathcal{O}_{2}\left(C \chi_{R}(|p-q|)|\xi|\right) \tag{5.29}
\end{equation*}
$$

Remark 5.6. An investigation of the proof shows that if the second derivative $V^{\prime \prime}$ is $C^{0, \alpha}$ then $\chi_{R}$ is a Hölder modulus (with a regularity exponent $\beta \ll \alpha$ ).

## $5.3 C^{2}$-regularity of the surface tension

This section is devoted to the proof of Theorem 1.3, building upon the result of Lemma 5.4.

Proof of Theorem 1.3. Let us recall the notation $v_{L}(t, x ; p):=p \cdot x+\phi_{L}(t, x ; p)$. We first set, for $p \in \mathbb{R}^{d}$,

$$
\tau_{L}(p):=\mathbb{E}\left[\left(V^{\prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\right)_{Q_{L / 2}}\right] .
$$

Using Proposition 3.11 (where $q$ is chosen to be the constant slope equal to $p$ ), we have that

$$
\begin{equation*}
\left|\tau_{L}(p)-D_{p} \bar{\sigma}(p)\right| \leq C L^{-1}\left(1+(\log L)^{\frac{1}{2}} \mathbf{1}_{\{d=2\}}\right) \tag{5.30}
\end{equation*}
$$

Using the result of Lemma 5.4, we will prove the following two properties:
(i) The map $\tau_{L}$ is differentiable and its gradient is given by

$$
\begin{equation*}
\partial_{i} \tau_{L}(p)=\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)\right)_{Q_{L / 2}}\right], \quad p \in \mathbb{R}^{d}, i \in\{1, \ldots, d\} \tag{5.31}
\end{equation*}
$$

(ii) The partial derivatives of $\tau_{L}$ are continuous and their moduli of continuity satisfy

$$
\begin{equation*}
\left|\partial_{i} \tau_{L}(p)-\partial_{i} \tau_{L}(q)\right| \leq C \chi_{R}(|p-q|), \quad p, q \in B_{R} \tag{5.32}
\end{equation*}
$$

where the moduli $\left\{\chi_{R}\right\}_{R \geq 1}$ are given in Lemma 5.4. In particular, the family $\left\{\partial_{i} \tau_{L}\right\}_{L \geq 0}$ is locally equicontinuous on $\mathbb{R}^{d}$.

Since the $\operatorname{map} \xi \mapsto w_{L, p, \xi}$ is linear, the differentiability of $\tau_{L}$ and the identity (5.31) are equivalent to the statement that

$$
\begin{equation*}
\tau_{L}(p+\xi)=\tau_{L}(p)+\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(\xi+\nabla w_{L, p, \xi}\right)\right)_{Q_{L / 2}}\right]+o(|\xi|) \quad \text { as }|\xi| \rightarrow 0 \tag{5.33}
\end{equation*}
$$

We now prove (5.33). Taking the expectation in the inequality (5.10) of Lemma 5.4, we obtain, for every $|\xi| \leq 1$,

$$
\mathbb{E}\left[\left\|\nabla \phi_{L}(\cdot, \cdot ; p+\xi)-\nabla \phi_{L}(\cdot, \cdot ; p)-\nabla w_{L, p, \xi}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] \leq C \chi_{|p|+1}(|\xi|)|\xi|
$$

Using that the map $V^{\prime}$ is Lipschitz together with Lemma 5.4 and Jensen's inequality, we obtain

$$
\left|\tau_{L}(p+\xi)-\mathbb{E}\left[\left(V^{\prime}\left(\nabla v_{L}(\cdot, \cdot ; p)+\xi+\nabla w_{L, p, \xi}\right)\right)_{Q_{L / 2}}\right]\right| \leq C \chi_{|p|+1}(|\xi|)|\xi|
$$

Consequently, (5.33) is equivalent to

$$
\begin{align*}
& \mathbb{E}\left[\left(V^{\prime}\left(\nabla v_{L}(\cdot ; p)+\xi+\nabla w_{L, p, \xi}\right)\right)_{Q_{L / 2}}\right] \\
& =\tau_{L}(p)+\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot ; p)\right)\left(\xi+\nabla w_{L, p, \xi}\right)\right)_{Q_{L} / 2}\right]+o(\xi) \quad \text { as }|\xi| \rightarrow 0 \tag{5.34}
\end{align*}
$$

Since the map $V^{\prime}$ is Lipschitz, it is differentiable almost everywhere. We denote by $\operatorname{Diff}_{V^{\prime}} \subseteq \mathbb{R}$ the set where it is differentiable. We thus have, for any $(t, e) \in I_{L} \times E\left(\Lambda_{L}\right)$ such that $\nabla v_{L}(t, e ; p) \in \operatorname{Diff}_{V^{\prime}}$,

$$
\begin{equation*}
V^{\prime}\left(\nabla v_{L}(t, e ; p)+\xi+\nabla w_{L, p, \xi}\right)=V^{\prime}\left(\nabla v_{L}(t, e ; p)\right)+V^{\prime \prime}\left(\nabla v_{L}(t, e ; p)\right)\left(\xi+\nabla w_{L, p, \xi}\right)+o(\xi) \tag{5.35}
\end{equation*}
$$

Additionally, since the map $V^{\prime}$ is Lipschitz and $V^{\prime \prime}$ is bounded, and since the map $\xi \mapsto \nabla w_{L, p, \xi}$ is linear, we have the following upper bound: for any $|\xi| \leq 1$,

$$
\begin{align*}
&|\xi|^{-1} \mid V^{\prime}\left(\nabla v_{L}(\cdot, \cdot ; p)+\xi+\nabla w_{L, p, \xi}\right)-V^{\prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)-V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(\xi+\nabla w_{L, p, \xi}\right) \mid \\
& \leq C\left(1+\left|\nabla w_{L, p, \xi /|\xi|}\right|\right) \leq C+C \sum_{i=1}^{d}\left|\nabla w_{L, p, e_{i}}\right| \tag{5.36}
\end{align*}
$$

Using the definition of $w_{L, p, \xi}$ stated in (5.9), we have, for every $i \in\{1, \ldots, d\}$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|\nabla w_{L, p, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] \leq C \tag{5.37}
\end{equation*}
$$

Finally, since the set Diff $V_{V^{\prime}}$ has full Lebesgue measure, we can apply (5.4) to obtain

$$
\begin{equation*}
\mathbb{E}\left[\int_{I_{L}} \sum_{e \in E\left(\Lambda_{L}\right)} \mathbf{1}_{\left\{\nabla v_{L}(t, e ; p) \notin \mathrm{Diff}_{V^{\prime}}\right\}} d t\right]=0 . \tag{5.38}
\end{equation*}
$$

Combining (5.35), (5.36), (5.37) and (5.38) with the dominated convergence theorem completes the proof of (5.34). The proof of (5.33), and thus of (5.31), is complete.

We now prove the continuity estimate (5.32). Pick $R \geq 1$ and $p, q \in B_{R}$. Using the identity (5.31) and the triangle inequality, we first write

$$
\begin{align*}
& \left|\partial_{i} \tau_{L}(q)-\partial_{i} \tau_{L}(p)\right|  \tag{5.39}\\
& =\left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)\right)_{Q_{L / 2}}-\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| \\
& \leq\left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot \cdot \cdot ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)\right)_{Q_{L / 2}}-\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| \\
& +\left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}-\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| .
\end{align*}
$$

We next estimate the two terms in the right-hand side. For the first one, we use that $V^{\prime \prime}$ is bounded together with Jensen's inequality to obtain

$$
\begin{aligned}
& \mid \mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)_{Q_{L / 2}}\right]-\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right] \mid\right. \\
& \leq \mathbb{E}\left[\left\|\nabla w_{L, p, e_{i}}-\nabla w_{L, q, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] .
\end{aligned}
$$

We estimate the term in the right-hand side using the triangle inequality and the upper bound (5.29) stated in Remark 5.5 with $\xi=e_{i}$. We obtain

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\nabla w_{L, p, e_{i}}-\nabla w_{L, q, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] \\
& \leq \mathbb{E}\left[\left\|\nabla w_{L, p, e_{i}}-\nabla \widetilde{w}_{L, p, q, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right]+\mathbb{E}\left[\left\|\nabla \widetilde{w}_{L, p, q, e_{i}}-\nabla w_{L, q, e_{i}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}\right] \\
& \leq C \chi_{R}(|p-q|) .
\end{aligned}
$$

A combination of the two previous displays yields

$$
\begin{array}{r}
\left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)\right)_{Q_{L / 2}}\right]-\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| \\
\leq C \chi_{R}(|p-q|) \tag{5.40}
\end{array}
$$

To estimate the second term in the right-hand side of (5.39), we first note that, by the Cauchy-Schwarz inequality,

$$
\begin{align*}
& \left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}-\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| \\
& \leq C \mathbb{E}\left[\left\|V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; ; p)\right)-V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\right\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2} \mathbb{E}\left[\left\|e_{i}+\nabla w_{L, q, e_{i}}\right\|_{L^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2} \\
& \leq C \mathbb{E}\left[\left\|V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; ; p)\right)-V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\right\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2} . \tag{5.41}
\end{align*}
$$

Recalling the definition of the coefficient $\widetilde{\mathbf{a}}$ stated in (5.12), and the definition of the modulus of continuity (5.28), we deduce that

$$
\begin{align*}
& \mathbb{E}\left[\left\|V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)-V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q)\right)\right\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2} \\
& \leq \mathbb{E}\left[\left\|V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)-\widetilde{\mathbf{a}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2}+\mathbb{E}\left[\| \widetilde{\mathbf{a}}-V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; q) \|_{\underline{L}^{2}\left(Q_{L}\right)}^{2}\right]^{1 / 2}\right.  \tag{5.42}\\
& \leq C \chi_{R}(|p-q|) .
\end{align*}
$$

A combination of (5.41) and (5.42) yields the upper bound

$$
\begin{align*}
\left|\mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}-\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot, \cdot ; p)\right)\left(e_{i}+\nabla w_{L, q, e_{i}}\right)\right)_{Q_{L / 2}}\right]\right| \\
\leq C \chi_{R}(|p-q|) . \tag{5.43}
\end{align*}
$$

A combination of the three inequalities (5.39), (5.40) and (5.43) completes the proof of the inequality (5.32).

To conclude, we observe (5.32) that the family $\left\{p \mapsto D_{p} \tau_{L}(p): L \in \mathbb{N}\right\}$ is locally bounded and equicontinuous on $\mathbb{R}^{d}$. We may therefore extract a subsequence converging locally uniformly to a continuous function. Since the map $\tau_{L}$ converges locally uniformly as $L \rightarrow \infty$ to $D_{p} \bar{\sigma}(p)$ by (5.30), we deduce that the function $D_{p} \bar{\sigma}$ belongs the space $C^{1}\left(\mathbb{R}^{d}\right)$ and the whole sequence $D_{p} \tau_{L}$ converges locally uniformly to $D_{p}^{2} \bar{\sigma}$ as $L \rightarrow \infty$. In particular, $\bar{\sigma} \in C^{2}$ and its second derivative $D_{p}^{2} \bar{\sigma}$ satisfies, in view of (5.32),

$$
\left|D_{p}^{2} \bar{\sigma}(p)-D_{p}^{2} \bar{\sigma}(q)\right| \leq C \chi_{R}(|p-q|), \quad p, q \in B_{R}
$$

The proof of Theorem 1.3 is complete.

Remark 5.7. In view of (5.31), the proof of Theorem 1.3 yields the following formula for $D^{2} \bar{\sigma}$ :

$$
\begin{equation*}
\partial_{i} D_{p} \bar{\sigma}(p)=\lim _{L \rightarrow \infty} \mathbb{E}\left[\left(V^{\prime \prime}\left(\nabla v_{L}(\cdot ; p)\right)\left(e_{i}+\nabla w_{L, p, e_{i}}\right)\right)_{Q_{L / 2}}\right], \quad p \in \mathbb{R}^{d}, i \in\{1, \ldots, d\} . \tag{5.44}
\end{equation*}
$$

## 6 Quantitative hydrodynamic limit with optimized stochastic error

This section and Section 7 are devoted to the proof of Theorem 1.5. As mentioned in Section 1.5.4, we first prove in Proposition 6.1 a version of Theorem 1.1 more adapted to our purposes. The (technical) reason is twofold:

- The statement of Theorem 1.1 requires that the boundary conditions belongs to the Sobolev space $H^{2}(Q)$. This assumption is used in order to optimize the rate of convergence in Theorem 1.1 but is too strong for Theorem 1.5.
- Using the result of Theorem 1.1 directly yields a suboptimal stochastic integrability for the minimal scale.

In order to overcome these two difficulties, we establish Proposition 6.1, which exhibits the following features:

- The boundary condition is required to belong to the Sobolev space $W_{\text {par }}^{1,2+\gamma_{0}}(Q)$, where $\gamma_{0}$ is the exponent appearing in the Meyers estimate (Proposition 2.3). Additionally, we prove a result which is uniform over the boundary conditions whose $W_{\text {par }}^{1,2+\gamma_{0}}(Q)$-norm are bounded by a constant $M$.
- We decompose the error term into two parts: a deterministic error of the form $\varepsilon^{\beta}$ for some small exponent $\beta>0$, and a random error of the form $\mathcal{O}_{2}\left(\varepsilon^{s}\right)$ for a fixed exponent $s \in(0, d / 2)$ (see (6.3)). This way of writing the error optimizes the stochastic term at the cost of a deterministic error term.

Proposition 6.1 (Quantitative hydrodynamic limit with optimized stochastic error). Fix $s \in(0, d / 2), \varepsilon \in(0,1)$ and let $Q:=[-1,0] \times[-1,1]^{d}$. Let $\gamma_{0}>0$ be the exponent of Proposition 2.3. For $f \in W_{\text {par }}^{1,2+\gamma_{0}}(Q)$, let $u_{f}^{\varepsilon}: Q^{\varepsilon} \rightarrow \mathbb{R}$ be the solution of the system of stochastic differential equations

$$
\left\{\begin{align*}
d u_{f}^{\varepsilon}(t, x) & =\nabla^{\varepsilon} \cdot V^{\prime}\left(\nabla^{\varepsilon} u_{f}^{\varepsilon}\right)(t, x) d t+\sqrt{2} \varepsilon d B_{\frac{t}{\varepsilon^{2}}}\left(\frac{x}{\varepsilon}\right) & & \text { for }(t, x) \in Q^{\varepsilon},  \tag{6.1}\\
u_{f}^{\varepsilon} & =\widetilde{f}_{\varepsilon} & & \text { on } \partial_{\mathrm{par}} Q^{\varepsilon}
\end{align*}\right.
$$

and let $\bar{u}: Q \rightarrow \mathbb{R}$ be the solution of the parabolic equation

$$
\left\{\begin{align*}
\partial_{t} \bar{u}_{f}-\nabla \cdot D_{p} \bar{\sigma}\left(\nabla \bar{u}_{f}\right)=0 & \text { in } Q,  \tag{6.2}\\
\bar{u}_{f}=f & \text { on } \partial_{\mathrm{par}} Q .
\end{align*}\right.
$$

Then, there exists an exponent $\beta_{s}>0$ and constant $C<\infty$ depending on $d, s, c_{+}, c_{-}$such that, for any $M>0$,

$$
\begin{equation*}
\sup _{f:\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}}(Q) \leq M}\left\|u_{f}-\bar{u}_{f}\right\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq C(M+1) \varepsilon^{\beta_{s}}+\mathcal{O}_{2}\left(C \varepsilon^{s}\right) \tag{6.3}
\end{equation*}
$$

The proof of Proposition 6.1 follows a strategy which is similar to the one used to establish Theorem 1.1 and is closely related to the argument of [12, Section 11.4]. It is decomposed into different sections and is structured as follows. In Section 6.1, we
obtain some suitable bounds on the finite-volume corrector and its flux. These estimates will be optimized with respect to the stochastic term at the cost of a suboptimal, but algebraically small deterministic term. The proof can be found in Section 6.1.2 and makes use of a comparison with the Langevin dynamic for the Gaussian free field which is introduced in Section 6.1.1. Section 6.2 contains the proof of Proposition 6.1 and is decomposed into two subsections. In Section 6.2.1, we record the regularity properties on the solution of the limiting equation (6.2) which are used in the proof. Section 6.2.2 contains the proof of Proposition 6.1. As in the proof of Theorem 1.1, it is based on a two-scale expansion with three main differences: we choose the mesoscopic scale $\kappa$ to be almost as large as the macroscopic scale, add a (large) boundary layer where the finite-volume corrector is assigned the constant slope equal to 0 , and use the estimates on the $\underline{L}^{2}$-norm of the corrector and the $\underline{H}_{\mathrm{par}}^{-1}$-norm of its flux established in Section 6.1.

### 6.1 Concentration inequalities for the corrector and its flux

In this subsection, we establish some estimates for the finite-volume corrector and its flux.

### 6.1.1 The dynamic of the Gaussian free field

In this section, we introduce the Langevin dynamics of the Gaussian free field and record some of its properties. We denote by $I:=\left[s_{-}, s_{+}\right] \subseteq \mathbb{R}$, and let $\Lambda \subseteq \mathbb{Z}^{d}$ be a box of sidelength $L$.

Definition 6.2 (Dynamic of the Gaussian free field). Let $\psi$ be a Gaussian free field in the box $\Lambda$ with average value equal to 0 (i.e., a random surface distributed according to the Gibbs measure (3.35) with $V(x)=x^{2} / 2$ and $p=0$ ) and independent of the Brownian motions $\left(B_{t}(x)\right)_{t \in \mathbb{R}, x \in \mathbb{Z}^{d}}$. We denote by $\psi_{I \times \Lambda}: I \times \Lambda \rightarrow \mathbb{R}$ be the solution of the system of stochastic differential equations

$$
\left\{\begin{aligned}
& d \psi_{I \times \Lambda}(t, x)=\Delta \psi_{I \times \Lambda}(t, x) d t+\sqrt{2} d B_{t}(x)-\frac{\sqrt{2}}{|\Lambda|} \sum_{y \in \Lambda} d B_{t}(y) \\
& \text { for }(t, x) \in I \times \Lambda, \\
& \psi_{Q}\left(s_{-}, \cdot\right)=\psi \\
& \psi_{I \times \Lambda}(t, \cdot) \in \Omega_{\Lambda, \text { per }} \\
& \text { for } x \in \Lambda, \\
& \text { for } t \in I .
\end{aligned}\right.
$$

Since the dynamic is stationary with respect to the Gaussian free field, we have that, for any time $t \in I$, the random surface $\psi_{I \times \Lambda}(t, \cdot)$ is distributed according to a Gaussian free field with average value 0 in the box $\Lambda$. We record below three properties of the dynamic $\psi_{I \times \Lambda}$. The proof of these results can be obtained by explicit computations, essentially diagonalizing the Laplacian on a discrete box to reduce the problem to concentration estimates for a sum of independent random variables. A detailed sketch of the argument is given below.
Proposition 6.3 (Concentration for the dynamic of the free field). There exists a constant $C:=C(d)<\infty$ such that, for any $z \in I \times \Lambda$, and any $\ell \in \mathbb{N}$ such that $z+Q_{\ell} \subset I \times \Lambda$,

$$
\begin{equation*}
\left|\left(\nabla \psi_{I \times \Lambda}\right)_{z+Q_{\ell}}\right| \leq \mathcal{O}_{2}\left(C \ell^{-\frac{d}{2}}\right) \quad \text { and } \quad\left\|\nabla \psi_{I \times \Lambda}\right\|_{\underline{L}^{2}(Q)} \leq C+\mathcal{O}_{2}\left(C L^{-\frac{d}{2}}\right) \tag{6.4}
\end{equation*}
$$

and

$$
\left\|\psi_{I \times \Lambda}\right\|_{\underline{L}^{2}(Q)} \leq \begin{cases}C \ln L+\mathcal{O}_{2}(C) & \text { if } d=2  \tag{6.5}\\ C+\mathcal{O}_{2}\left(C L^{1-\frac{d}{2}}\right) & \text { if } d \geq 3\end{cases}
$$

Proof. Without loss of generality, we may assume that $z=0$ and denote by $L$ the sidelength of the box $\Lambda$.

We now prove first inequality in (6.4). We first fix a time $t \in I$ and integer $i \in$ $\{1, \ldots, d\}$, and note that the random variable $\left(\nabla \psi_{I \times \Lambda}(t, \cdot)\right)_{\Lambda_{\ell}, i}$ is Gaussian and that its variance is given by

$$
\operatorname{Var}\left[\left(\nabla \psi_{I \times \Lambda}(t, \cdot)\right)_{\Lambda_{\ell}, i}\right]=\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \nabla_{i} u(x)
$$

where $u$ is the periodic solution to the equation $-\Delta u=-\nabla \cdot\left(\mathbf{1}_{\Lambda_{\ell}} e_{i}\right)$ in the box $\Lambda_{L}$. In particular, the map $u$ satisfies the identity

$$
\sum_{e \in \vec{E}\left(\Lambda_{L}\right)}(\nabla u(e))^{2}=\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \nabla_{i} u(x)
$$

Additionally, the Cauchy-Schwarz inequality implies that

$$
\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \nabla_{i} u(x) \leq\left(\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{x \in \Lambda_{\ell}}\left(\nabla_{i} u(x)\right)^{2}\right)^{\frac{1}{2}} \leq\left(\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{e \in \vec{E}\left(\Lambda_{L}\right)}(\nabla u(e))^{2}\right)^{\frac{1}{2}}
$$

A combination of the two previous displays implies that

$$
\frac{1}{\left|\Lambda_{\ell}\right|} \sum_{x \in \Lambda_{\ell}} \nabla_{i} u(x) \leq \frac{1}{\left|\Lambda_{\ell}\right|} \leq \frac{C}{\ell^{d}}
$$

As the previous estimates are valid for any $i \in\{1, \ldots, d\}$ and the random variable $\left(\nabla \psi_{I \times \Lambda}(t, \cdot)\right)_{\Lambda_{\ell}}$ is Gaussian, we obtain the upper bound

$$
\left|\left(\nabla \psi_{I \times \Lambda}(t, \cdot)\right)_{\Lambda_{\ell}}\right| \leq \mathcal{O}_{2}\left(C \ell^{-\frac{d}{2}}\right) .
$$

We then integrate over time and use the property (2.13) to complete the proof of (6.4).
We next prove the remaining estimates by diagonalizing the Laplacian. For any $k \in\{-L, \ldots, L\}^{d}$, we denote by

$$
\begin{equation*}
e_{\mathbf{k}}(x):=\frac{1}{(2 L+1)^{d / 2}} \exp \left(\frac{2 i \pi \mathbf{k} \cdot x}{2 L+1}\right) \tag{6.6}
\end{equation*}
$$

This collection of function is a complex orthonormal basis of $\Omega_{\Lambda, \text { per }}$, i.e.,

$$
\sum_{x \in \Lambda} e_{\mathbf{k}}(x) \overline{e_{\mathbf{k}^{\prime}}(x)}=\mathbf{1}_{\left\{\mathbf{k}=\mathbf{k}^{\prime}\right\}},
$$

and that it diagonalizes the Laplacian,

$$
-\Delta e_{\mathbf{k}}=\lambda_{\mathbf{k}} e_{\mathbf{k}} \text { with } \lambda_{\mathbf{k}}=\sum_{i=1}^{d}\left(2-2 \cos \left(\frac{2 \pi \mathbf{k}_{i}}{2 L+1}\right)\right)
$$

Since for any time $t$, the law of $\psi_{I \times \Lambda}(t, \cdot)$, i.e., a Gaussian multivariate distribution whose covariance matrix is given by the Green's function, we have the identity in law

$$
\psi_{I \times \Lambda}(t, \cdot) \stackrel{(\text { law })}{=} \sum_{\mathbf{k} \in\{-L, \ldots, L\}^{d} \backslash\{0\}} \frac{X_{\mathbf{k}} e_{\mathbf{k}}}{\sqrt{\lambda_{\mathbf{k}}}}
$$

where $\left(X_{\mathbf{k}}\right)_{\mathbf{k}}$ is a collection of standard complex Gaussian random variables satisfying the following two conditions: (i) $X_{\mathbf{k}}=\bar{X}_{-\mathbf{k}}$ and (ii) $X_{\mathbf{k}}$ and $X_{\mathbf{k}^{\prime}}$ are independent if $\mathbf{k}^{\prime} \notin\{\mathbf{k},-\mathbf{k}\}$.

Using that the family of functions $\left(e_{\mathbf{k}}\right)_{k \in\{-L, \ldots, L\}^{d}}$ is orthonormal and diagonalizes the Laplacian, we may compute the law of the $L^{2}$-norm of the map $\psi_{I \times \Lambda}(t, \cdot)$ and its gradient as follows

$$
\begin{equation*}
\left\|\psi_{I \times \Lambda}(t, \cdot)\right\|_{\underline{L}^{2}(\Lambda)} \stackrel{\text { (law) }}{=}\left(\frac{1}{|\Lambda|} \sum_{\mathbf{k} \in\{-L, \ldots, L\}^{d} \backslash\{0\}} \frac{\left|X_{\mathbf{k}}\right|^{2}}{\lambda_{\mathbf{k}}}\right)^{1 / 2} \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla \psi_{I \times \Lambda}(t, \cdot)\right\|_{\underline{L}^{2}(\Lambda)} \stackrel{\text { (law) }}{=}\left(\frac{1}{|\Lambda|} \sum_{\mathbf{k} \in\{-L, \ldots, L\}^{d} \backslash\{0\}}\left|X_{\mathbf{k}}\right|^{2}\right)^{1 / 2} . \tag{6.8}
\end{equation*}
$$

To treat the (easier) term (6.8), we note that the map, defined on $\mathbb{C}^{(2 L+1)^{d}-1}$ and valued in $\mathbb{R}$,

$$
\left(x_{\mathbf{k}}\right) \mapsto\left(\frac{1}{|\Lambda|} \sum_{\mathbf{k} \in\{-L, \ldots, L\}^{d} \backslash\{0\}}\left|x_{\mathbf{k}}\right|^{2}\right)^{1 / 2}
$$

is $\sqrt{1 /|\Lambda|}$-Lipschitz (where we used the Euclidean metric as in Proposition 2.9). We may thus apply the Gaussian concentration inequality (or to be precise a slight modification of it to take into account that the Gaussian random variables $X_{\mathbf{k}}$ are complex and are not exactly i.i.d.), and note that the expectation of any sides of (6.8) is bounded uniformly in $L$, to obtain that

$$
\left\|\nabla \psi_{I \times \Lambda}(t, \cdot)\right\|_{\underline{L}^{2}(\Lambda)} \leq C+O_{2}\left(C L^{-d / 2}\right) .
$$

After (suitable) integration with respect to the time variable (making use of the properties listed in Section 2.3), we obtain the second estimate of (6.4).

We next treat the term (6.7). To this end, we note that the non-zero eigenvalues $\lambda_{\mathbf{k}}$ are always larger than $c / L^{2}$. We deduce that the right-hand side of (6.7) is a $C L / \sqrt{|\Lambda|}$ Lipschitz function of Gaussian random variables. The Gaussian concentration inequality implies this time that

$$
\left\|\psi_{I \times \Lambda}(t, \cdot)\right\|_{\underline{L}^{2}(\Lambda)} \leq \mathbb{E}\left[\left\|\psi_{I \times \Lambda}(t, \cdot)\right\|_{\underline{L}^{2}(\Lambda)}\right]+O_{2}\left(C L^{1-d / 2}\right) .
$$

The expectation in the right-hand side is of order $C\left(1+\sqrt{\ln L} \mathbf{1}_{d=2}\right)$. The proof of (6.5) is complete.

### 6.1.2 Concentration inequalities for the finite-volume corrector and its flux

In this subsection, we prove concentration estimates for the $\underline{L}^{2}$-norm of the finite-volume corrector $\psi_{I \times \Lambda}$, introduced in Definition 3.1, as well as the $\underline{H}_{\text {par }}^{-1}$-norm of its flux. In the following statement, we assume that the length of the time interval $I$ is close to $L^{2}$ (the sidelength of the box $\Lambda$ ). This assumption simplifies the proof and will be satisfied when we apply the two-scale expansion in Section 6.2.2.
Proposition 6.4 (Concentration inequality for the corrector and its flux). For any exponent $s \in(0, d / 2)$, there exist a constant $C:=C\left(s, d, c_{+}, c_{-}\right)<\infty$ and two exponents $\delta_{s}:=\delta_{s}(d, s)>0$ and $\zeta_{s}:=\zeta_{s}(d, s)>0$ such that, if $L^{2} \leq|I| \leq L^{2+\zeta_{s}}$, then for any time-dependent slope $q: I \rightarrow \mathbb{R}^{d}$, and any $z \in I \times \Lambda$ satisfying $z+Q_{L} \subseteq I \times \Lambda$,

$$
\begin{equation*}
\left\|\phi_{I \times \Lambda}(\cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \leq C L^{1-\delta_{s}}+\mathcal{O}_{2}\left(C L^{1-s}\right) \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|V^{\prime}\left(p+\nabla \phi_{I \times \Lambda}(\cdot ; q)\right)-\mathbb{E}\left[V^{\prime}\left(p+\nabla \phi_{I \times \Lambda}(\cdot ; q)\right)\right]\right\|_{\underline{H}_{\operatorname{par}}^{-1}\left(z+Q_{L}\right)} \leq C L^{1-\delta_{s}}+\mathcal{O}_{2}\left(C L^{1-s}\right) \tag{6.10}
\end{equation*}
$$

Remark 6.5. The proof below gives the explicit values $\delta_{s}=\frac{1}{2}\left(1-\frac{2 s}{d}\right), \zeta_{s}:=\left(1-\frac{2 s}{d}\right)$ (though they are not used in the rest of the argument).

Proof. We assume, without loss of generality, that $\Lambda:=\Lambda_{L}$ (i.e., the center of the box is the vertex 0 ), that $z=0$ and $q=0$. We first prove the concentration inequality on the $\underline{L}^{2}\left(I \times \Lambda_{L}\right)$-norm of the gradient of the map $\phi_{I \times \Lambda_{L}}$ : there exists a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that

$$
\begin{equation*}
\left\|\nabla \phi_{I \times \Lambda_{L}}\right\|_{\underline{L}^{2}\left(I \times \Lambda_{L}\right)} \leq C+\mathcal{O}_{2}\left(C L^{-d / 2}\right) . \tag{6.11}
\end{equation*}
$$

Let $\psi_{I \times \Lambda_{L}}$ be the solution of the stationary dynamic introduced in Definition 6.2. The map $w:=\phi_{I \times \Lambda_{L}}-\psi_{I \times \Lambda_{L}}$ solves the equation

$$
\begin{equation*}
\partial_{t} w=\nabla \cdot\left(V^{\prime}\left(\nabla w+\nabla \psi_{I \times \Lambda_{L}}\right)-\nabla \psi_{I \times \Lambda_{L}}\right) \quad \text { in } \quad I \times \Lambda_{L} . \tag{6.12}
\end{equation*}
$$

An energy estimate then yields the inequality

$$
\begin{equation*}
\|\nabla w\|_{\underline{L}^{2}\left(I \times \Lambda_{L}\right)}^{2} \leq C\left\|\nabla \psi_{I \times \Lambda_{L}}\right\|_{\underline{L}^{2}\left(I \times \Lambda_{L}\right)}^{2}+\frac{C}{|I|}\left\|\psi_{I \times \Lambda_{L}}\left(s_{-}, \cdot\right)\right\|_{\underline{L}^{2}\left(\Lambda_{L}\right)}^{2} \tag{6.13}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\left\|\nabla \phi_{I \times \Lambda_{L}}\right\|_{\underline{L}^{2}\left(I \times \Lambda_{L}\right)}^{2} \leq C\left\|\nabla \psi_{I \times \Lambda_{L}}\right\|_{\underline{L}^{2}\left(I \times \Lambda_{L}\right)}^{2}+\frac{C}{L^{2}}\left\|\psi_{I \times \Lambda_{L}}\left(s_{-}, \cdot\right)\right\|_{\underline{L}^{2}\left(\Lambda_{L}\right)}^{2} . \tag{6.14}
\end{equation*}
$$

The inequality (6.11) is then a consequence of (6.14) and the properties (6.5) and (6.4) of the map $\psi_{I \times \Lambda}$. We then deduce that

$$
\begin{aligned}
\left\|\nabla \phi_{I \times \Lambda}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}^{2} \leq \frac{|Q|}{\left|Q_{L}\right|}\left\|\nabla \phi_{I \times \Lambda}\right\|_{\underline{L}^{2}(Q)}^{2} & \leq \frac{|I|}{L^{2}}\left(C+\mathcal{O}_{1}\left(C L^{-d}\right)\right) \\
& \leq C L^{\zeta_{s}}\left(1+\mathcal{O}_{1}\left(L^{-d}\right)\right) .
\end{aligned}
$$

We next prove the inequality (6.10). To ease the presentation of the argument, we assume that $L=3^{m}$ for some integer $m \in \mathbb{N}$. We next set $\delta_{s}=\frac{1}{2}\left(1-\frac{2 s}{d}\right), \zeta_{s}:=\left(1-\frac{2 s}{d}\right)$ and $m_{s}=\lfloor 2 s m / d\rfloor$. By the multiscale Poincaré inequality (Proposition 2.10), it is sufficient to show that

$$
\begin{align*}
\sum_{k=0}^{m} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|\left(V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]\right)_{z+Q_{3^{k}}}\right|^{2}\right)^{1 / 2} \\
\leq C 3^{m\left(1-\delta_{s}\right)}+\mathcal{O}_{2}\left(C 3^{m-d m_{s} / 2}\right) \tag{6.15}
\end{align*}
$$

To prove (6.15), we truncate the sum in the left-hand side at the value $m_{s}$ as follows

$$
\begin{align*}
& \sum_{k=0}^{m} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|\left(V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]\right)_{z+Q_{3^{k}}}\right|^{2}\right)^{1 / 2} \\
&= \underbrace{\sum_{k=0}^{m_{s}} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|\left(V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]\right)_{z+Q_{3^{k}}}\right|^{2}\right)^{1 / 2}}_{(6.16)-(i)} . \\
& \underbrace{\sum_{k=m_{s}}^{m} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|\left(V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]\right)_{z+Q_{3^{k}}}\right|^{2}\right)^{1 / 2}}_{(6.16)-(i i)} . \tag{6.16}
\end{align*}
$$

We then estimate the two terms separately by writing

$$
\begin{aligned}
((6.16)-(i)) \leq C 3^{m_{s}}\left(\left\|\nabla \phi_{I \times \Lambda_{L}}\right\|_{\underline{L}\left(Q_{3} m\right)}+1\right) & \leq C 3^{m_{s}+\zeta_{s} m / 2}\left(1+\mathcal{O}_{2}\left(3^{-d m / 2}\right)\right) \\
& \leq C 3^{m\left(1-\delta_{s}\right)}\left(1+\mathcal{O}_{2}\left(3^{-d m / 2}\right)\right)
\end{aligned}
$$

and

$$
((6.16)-(i i)) \leq C \sum_{k=m_{s}}^{m} 3^{k} \mathcal{O}_{2}\left(3^{-d k / 2}\right) \leq \mathcal{O}_{2}\left(C 3^{m-d m_{s} / 2}\right)
$$

Combining the two previous displays completes the proof of (6.15).
We next prove the inequality (6.9). The proof follows a similar outline. We consider the map $w=\phi_{I \times \Lambda_{L}}-\psi_{I \times \Lambda_{L}}$ and note that the equation (6.12) can be rewritten as follows (using that the divergence of a spatially constant term is equal to 0 )

$$
\partial_{t} w=\nabla \cdot\left(V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]-\nabla \psi_{I \times \Lambda_{L}}\right) \quad \text { in } \quad I \times \Lambda_{L} .
$$

Defining $\mathrm{g}:=V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]-\nabla \psi_{I \times \Lambda_{L}}$, we can use Proposition 2.11 and write

$$
\begin{equation*}
\|w\|_{\underline{L}^{2}\left(Q_{3} m\right)} \leq\|\nabla w\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3} m\right)}+\|\mathbf{g}\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3^{m}}\right)} . \tag{6.17}
\end{equation*}
$$

We next estimate the two terms in the right-hand side using the multiscale Poincaré inequality. We first write

$$
\|\nabla w\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3} m\right)} \leq C\|\nabla w\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)}+C \sum_{k=0}^{m} 3^{k}\left(\frac{1}{\left|\mathcal{Z}_{k, m}\right|} \sum_{z \in \mathcal{Z}_{k, m}}\left|(\nabla w)_{z+Q_{3^{k}}}\right|^{2}\right)^{1 / 2}
$$

Using the same argument as in the proof of (6.15), and making use of (3.14) instead of (3.13), we obtain

$$
\|\nabla w\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{\left.3^{m}\right)}\right.} \leq C 3^{\left(1-\delta_{s}\right) m}+\mathcal{O}_{2}\left(C 3^{(1-s) m}\right)
$$

There only remains to estimate the second term in the right-hand side of (6.17). To this end, we first write

$$
\|\mathbf{g}\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3^{m}}\right)} \leq\left\|V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)-\mathbb{E}\left[V^{\prime}\left(\nabla \phi_{I \times \Lambda_{L}}\right)\right]\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{\left.3^{m}\right)}\right)}+\left\|\nabla \psi_{I \times \Lambda_{L}}\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{3^{m}}\right)} .
$$

The first term in the right-hand side is estimated by the inequality (6.10). The second term is estimated by applying the multiscale Poincaré and is identical to the proof of (6.10). We obtain

$$
\begin{equation*}
\|w\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)} \leq C 3^{\left(1-\delta_{s}\right) m}+\mathcal{O}_{2}\left(C 3^{(1-s) m}\right) \tag{6.18}
\end{equation*}
$$

To complete the proof, we write

$$
\left\|\phi_{I \times \Lambda_{L}}\right\|_{\underline{L}^{2}\left(Q_{3} m\right)} \leq\|w\|_{\underline{L}^{2}\left(Q_{3^{m}}\right)}+\left\|\psi_{I \times \Lambda_{L}}\right\|_{\underline{\underline{L}}^{2}\left(Q_{3} m\right.}
$$

and use the inequalities (6.5) and (6.18).
We next establish a technical refinement of Proposition 6.4 which will be used in the proof of Proposition 6.1. Specifically, we prove an estimate which is uniform over the time-dependent slopes $q: I \rightarrow \mathbb{R}^{d}$ satisfying the two following criteria:
(i) They are constant on the time intervals of the form $\left[-(n+1) L^{2}, n L^{2}\right]$ for $n \in \mathbb{N}$;
(ii) They are bounded by a constant $M$.

We will denote this set by $\mathcal{S}_{I, M}$, i.e.,
$\mathcal{S}_{I, M}:=\left\{q: I \rightarrow \mathbb{R}^{d}: q\right.$ is constant on $\left[-(n+1) L^{2}, n L^{2}\right]$ for $n \in \mathbb{N}$ and $\left.\|q\|_{L^{\infty}(I)} \leq M\right\}$.
Proposition 6.6. Let $s \in(0, d / 2)$. There exist $C:=C\left(s, d, c_{+}, c_{-}\right)<\infty$ and two exponents $\delta_{s}, \zeta_{s}>0$ depending on $d, s$, such that, if $L^{2} \leq|I| \leq L^{2+\zeta_{s}}$, then for every $M \in[1, \infty)$ and every $z \in I \times \Lambda$ such that $z+Q_{L} \subseteq I \times \Lambda$,

$$
\sup _{q \in \mathcal{S}_{I, M}}\left\|\phi_{I \times \Lambda}(\cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \leq C(M+1) L^{1-\delta_{s}}+\mathcal{O}_{2}\left(C L^{1-s}\right)
$$

and

$$
\begin{aligned}
& \sup _{q \in \mathcal{S}_{I, M}}\left\|V^{\prime}\left(p+\nabla \phi_{I \times \Lambda}(\cdot ; q)\right)-\mathbb{E}\left[V^{\prime}\left(p+\nabla \phi_{I \times \Lambda}(\cdot ; q)\right)\right]\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(z+Q_{L}\right)} \\
& \leq C(M+1) L^{1-\delta_{s}}+\mathcal{O}_{2}\left(C L^{1-s}\right) .
\end{aligned}
$$

Proof. The proof relies on a combination of Proposition 6.4 and a union bound. We first set $s_{0}:=(s+d) / 2$ so that $s<s_{0}<d$. By choosing the exponent $\zeta_{s}>0$ small enough we may:
(i) Apply the result of Proposition 6.4 with the exponent $s_{0}$ (instead of $s$ );
(ii) Find a finite collection of slopes $\mathcal{Q} \subseteq \mathcal{S}_{I, M}$ satisfying the following properties:

$$
\begin{equation*}
\forall q \in \mathcal{S}_{I, M}, \exists q_{0} \in \mathcal{Q}, \quad\left\|q-q_{0}\right\|_{\underline{L}^{2}(I)} \leq M L^{-1} \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathcal{Q}| \leq \exp \left(L^{\left(s_{0}-s\right) / 2}\right) \tag{6.21}
\end{equation*}
$$

Indeed, each slope of the set $\mathcal{S}_{I, M}$ can only take $L^{\zeta_{s}}$-different values, all of them belonging to the interval $[-M, M]$, we may thus consider a mesh of size $M / L^{2}$ for each of these intervals, and obtain an upper bound on the cardinality of $\mathcal{Q}$ of the form $\left(L^{2}\right)^{L^{\zeta_{s}}}$. We can then select the parameter $\zeta_{s}$ sufficiently small so as to have the upper bound (6.21).

Applying the property (2.14) of the $\mathcal{O}$-notation, we have that

$$
\begin{align*}
\sup _{q_{0} \in \mathcal{Q}}\left\|\phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} & \leq C L^{1-\delta_{s_{0}}}+\mathcal{O}_{2}\left(C L^{1-s_{0}}(\log |\mathcal{Q}|)^{\frac{1}{2}}\right)  \tag{6.22}\\
& \leq C L^{1-\delta_{s_{0}}}+\mathcal{O}_{2}\left(C L^{1-s}\right)
\end{align*}
$$

We then fix $q \in \mathcal{S}_{I, M}$ and $q_{0} \in \mathcal{Q}$ such that (6.20) is verified. We note that the difference $\phi_{I \times \Lambda}(\cdot ; q)-\phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)$ solves a parabolic equation with uniformly elliptic coefficient in the cylinder $I \times \Lambda$. An energy estimate thus gives the upper bound

$$
\left\|\nabla \phi_{I \times \Lambda}(\cdot ; q)-\nabla \phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)\right\|_{\underline{L}^{2}(I \times \Lambda)} \leq C\left\|q-q_{0}\right\|_{\underline{L}^{2}(I)} \leq \frac{C M}{L}
$$

Consequently, by the Poincaré inequality for functions with spatial average equal to 0 in the box $\Lambda$,

$$
\begin{align*}
\left\|\phi_{I \times \Lambda}(\cdot ; q)-\phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} & \leq L\left\|\nabla \phi_{I \times \Lambda}(\cdot ; q)-\nabla \phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)}  \tag{6.23}\\
& \leq L^{1+\zeta_{s}}\left\|\nabla \phi_{I \times \Lambda}(\cdot ; q)-\nabla \phi_{I \times \Lambda}\left(\cdot ; q_{0}\right)\right\|_{\underline{L}^{2}(I \times \Lambda)} \\
& \leq C M L^{\zeta_{s}} .
\end{align*}
$$

Combining (6.22) and (6.23) (and assuming that $\zeta_{s}$ is small), we obtain

$$
\begin{aligned}
\sup _{q \in \mathcal{S}_{I, M}}\left\|\phi_{I \times \Lambda}(\cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} & \leq C L^{1-\delta_{s_{0}}}+\mathcal{O}_{2}\left(C L^{1-s}\right)+C M L^{\zeta_{s}} \\
& \leq C(M+1) L^{1-\delta_{s_{0}}}+\mathcal{O}_{2}\left(C L^{1-s}\right)
\end{aligned}
$$

The proof of Proposition 6.6 is complete.

### 6.2 Proof of Proposition 6.1

This section is devoted to the proof of Proposition 6.1. In Section 6.2.1, we recall some standard regularity estimates for solutions of nonlinear parabolic equations, and, in Section 6.2.2, we implement the two-scale expansion using the results of Proposition 6.6.

### 6.2.1 Regularity for the solutions of the homogenized equation and discretization scheme

We recall the following notation: for each $r>0$, we denote by $Q(r)$ the parabolic cylinder $Q=[-1,0] \times[-1,1]^{d}$ to which a boundary layer of size $r$ has been removed, i.e,

$$
\begin{equation*}
Q(r):=\left\{(t, x) \in Q: t \geq-1+r^{2} \text { and } \operatorname{dist}\left(x, \partial[-1,1]^{d}\right) \geq r\right\} \text { and } Q^{\varepsilon}(r):=Q(r) \cap Q^{\varepsilon} \tag{6.24}
\end{equation*}
$$

We then collect some regularity properties satisfied by the solution of $\bar{u}_{f}$ of the equation (6.2): the global Meyers estimate and the interior regularity. The proof of the global Meyers estimate essentially follows from [6, Appendix B] (written in the linear setting), or from the one of [76] (written for more general, nonlinear and degenerate parabolic equations but with different assumptions regarding the regularity of the boundary conditions). The interior regularity is obtained by noting that the functions $v:=\nabla \bar{u}_{f}$ and $w=\partial_{t} \bar{u}_{f}$ are solutions of linear parabolic equations with uniformly elliptic coefficient field and by applying either the Caccioppoli inequality (Proposition 2.1), or the regularity estimates of Proposition 2.4.
Proposition 6.7 (Meyers estimate and interior regularity for the homogenized equation). There exist an exponent $\gamma_{0}:=\gamma_{0}\left(d, c_{+}, c_{-}\right)>0$ and a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ such that

$$
\left\|\nabla \bar{u}_{f}\right\|_{L^{\left(2+\gamma_{0}\right)}(Q)} \leq C\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right)
$$

and, for any $r \in(0,1)$,

$$
r^{(2+d) / 2}\left\|\nabla \bar{u}_{f}\right\|_{L^{\infty}(Q(r))}+r\left\|\nabla^{2} \bar{u}_{f}\right\|_{L^{2}(Q(r))}+r^{2}\left\|\partial_{t} \nabla \bar{u}_{f}\right\|_{L^{2}(Q(r))} \leq C\left(\|f\|_{H_{\mathrm{par}}^{1}(Q)}+1\right)
$$

We additionally record the quantitative estimate on the discretization scheme that we will use in the proof. We note that the right-hand side depends on the $W_{\text {par }}^{1,2+\gamma_{0}}(Q)$-norm of the boundary conditions instead of its $H^{2}(Q)$-norm. This causes a deterioration of the rate of convergence, but is more suitable for our purposes.
Proposition 6.8 (Discretization scheme with $W_{\text {par }}^{1,2+\gamma_{0}}$ boundary conditions). Let $\bar{u}_{f}^{\varepsilon}$ be the solution of the discretized equation (4.6). There exist a constant $C:=C\left(d, c_{+}, c_{-}\right)<\infty$ and an exponent $\beta:=\beta\left(d, c_{+}, c_{-}\right)>0$ such that, for any $\varepsilon>0$,

$$
\left\|\bar{u}_{f}^{\varepsilon}-\bar{u}_{f}\right\|_{L^{2}(Q)}+\left\|\vec{\nabla}^{\varepsilon} \bar{u}_{f}^{\varepsilon}-\nabla \bar{u}_{f}\right\|_{L^{2}(Q)} \leq C \varepsilon^{\beta}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right)
$$

The proof of this proposition can be found in Appendix A.

### 6.2.2 Two-scale expansion and proof of Proposition 6.1

In this section, we implement the two-scale expansion to prove Proposition 6.1, the argument is similar to the proof of Theorem 1.1 and to the argument of [12, Section 11.4 ] (it can in fact be seen as a combination of these two proofs), we thus only provide a detailed sketch of the argument, making use of the notation introduced in Section 4.

Proof of Proposition 6.1. By Proposition 6.8, it is sufficient to prove the result with the solution $\bar{u}^{\varepsilon}$ of the discretized equation (4.6) instead of the function $\bar{u}$. We first choose a boundary layer $r$ and a mesoscopic scale $\kappa$ of the form $r=\varepsilon^{\theta_{0}}$ and $\kappa=\varepsilon^{\theta_{1}}$ for some
small exponents $0<\theta_{0} \ll \theta_{1} \ll 1$ to be selected later in the argument, and define $L:=\kappa / \varepsilon=\varepsilon^{\theta_{1}-1}$. We then introduce the notation

$$
\mathcal{Y}_{\kappa}:=\kappa \mathbb{Z}^{d} \cap[-1,1]^{d} \quad \text { and } \quad \mathcal{Z}_{\kappa}:=\left(\kappa^{2} \mathbb{N}_{*} \times \kappa \mathbb{Z}^{d}\right) \cap Q .
$$

For $f \in W_{\text {par }}^{1,2+\gamma_{0}}(Q)$ and $z \in \mathcal{Z}_{\kappa}$, we denote by

$$
\xi_{z}:= \begin{cases}\left(\nabla^{\varepsilon} \bar{u}_{f}^{\varepsilon}\right)_{z+Q_{2 \kappa}^{\varepsilon}} & \text { if } z \in Q(r), \\ 0 & \text { if } z \notin Q(r) .\end{cases}
$$

We note that, by Proposition 6.7, one has the upper bound

$$
\sup _{z \in \mathcal{Z}_{\kappa}}\left|\xi_{z}\right| \leq r^{-(2+d) / 2}(M+1)
$$

As in Section 4 (and specifically (4.9)), we define the map $\xi_{y}:[-1,0] \rightarrow \mathbb{R}^{d}$ according to the formula

$$
\xi_{y}(t):=\sum_{z \in \mathcal{Z}_{\kappa}} \xi_{z} \mathbf{1}_{\left\{(t, y) \in z+Q_{\kappa}^{\varepsilon}\right\}}
$$

We next introduce the set

$$
\begin{aligned}
& \mathcal{S}_{\varepsilon}:=\left\{q:[-1,0] \rightarrow \mathbb{R}^{d}: q \text { is constant on }\left[-(n+1) \kappa^{2}, n \kappa^{2}\right] \text { for } n \in \mathbb{N}\right. \\
&\text { and } \left.\|q\|_{L^{\infty}([-1,0])} \leq r^{-(2+d) / 2}(M+1)\right\} .
\end{aligned}
$$

This set is a suitably rescaled version of the sets $\mathcal{S}_{I, M}$ introduced in (6.19); it is defined so that $\xi_{y} \in \mathcal{S}_{\varepsilon}$. We then introduce the function

$$
\phi^{\varepsilon}(t, x):=\varepsilon \sum_{y \in \mathcal{Y}_{\kappa}} \chi_{y}(x) \phi_{Q_{y}}\left(\frac{t}{\varepsilon^{2}}, \frac{x}{\varepsilon} ; \xi_{y}(t)\right)
$$

as well as the two-scale expansion

$$
w^{\varepsilon}:=\bar{u}_{f}^{\varepsilon}+\phi^{\varepsilon} .
$$

In the present setting, the error terms $\left(E_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ take the following form, distinguishing whether the point $z$ belongs to the interior of the cylinder or lies in the boundary layer:

- For any $z=(t, y) \in Q(r)$, we let

$$
\begin{aligned}
& E_{z}:=\sum_{z^{\prime} \sim z}\left\|\vec{\nabla}^{\varepsilon} \bar{u}_{f}^{\varepsilon}-\xi_{z}\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)} \\
& \quad+\sum_{z^{\prime} \sim z}\left|\xi_{z}-\xi_{z^{\prime}}\right|+\varepsilon \kappa^{-1} \sum_{y^{\prime} \sim y}\left\|\phi_{Q_{y^{\prime}}}\left(\cdot, \cdot ; \xi_{y^{\prime}}\right)\right\|_{\underline{L}^{2}\left(z / \varepsilon+Q_{L}\right)}
\end{aligned}
$$

- For any $z=(t, y) \in Q \backslash Q(r)$, we let

$$
E_{z}:=\left\|\nabla^{\varepsilon} \bar{u}_{f}^{\varepsilon}\right\|_{\underline{L}^{2}\left(z+Q_{2 \kappa}^{\varepsilon}\right)}+\sum_{y^{\prime} \sim y}\left\|\nabla \phi_{Q_{y^{\prime}}}(\cdot, \cdot ; 0)\right\|_{\underline{L}^{2}\left(z / \varepsilon+Q_{L}\right)} .
$$

Using Proposition 6.7 and Proposition 6.8 (and a computation similar to the one of (4.13)), we deduce that

$$
\begin{aligned}
& \frac{1}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa} \cap Q(r)} \sum_{z^{\prime} \sim z}\left(\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\xi_{z}\right\|_{\underline{L}^{2}\left(z+Q_{\kappa}^{\varepsilon}\right)}^{2}+\left|\xi_{z}-\xi_{z^{\prime}}\right|^{2}\right) \\
& \leq C\left\|\vec{\nabla}^{\varepsilon} \bar{u}^{\varepsilon}-\nabla \bar{u}\right\|_{L^{2}(Q)}^{2}+C \kappa\left\|\nabla^{2} \bar{u}\right\|_{L^{2}(Q(r))}^{2}+C \kappa^{2}\left\|\partial_{t} \nabla \bar{u}\right\|_{L^{2}(Q(r))}^{2} \\
& \leq C\left(\varepsilon^{2 \beta}+\kappa^{2} r^{-2}+\kappa^{4} r^{-4}\right)\left(\|f\|_{W_{\operatorname{par}}^{1,2+}(Q)}^{2}+1\right) \\
& \leq C\left(\varepsilon^{2 \beta}+\varepsilon^{2 \theta_{1}-2 \theta_{0}}\right)\left(\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}(Q)}^{2}+1\right) .
\end{aligned}
$$

If the exponent $\theta_{0}$ defining the size of the mesoscopic scale is chosen small enough, then one can apply (the suitably rescaled version of) Proposition 6.6 with the exponent $s_{0}:=(s+d) / 2$ and obtain, for any $z=(t, y) \in \mathcal{Z}_{\kappa}$,

$$
\sup _{q \in \mathcal{S}_{\varepsilon}}\left\|\phi_{Q_{y}}(\cdot, \cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \leq C(M+1) r^{-(2+d) / 2} L^{1-\delta_{s_{0}}}+\mathcal{O}_{2}\left(C L^{1-s_{0}}\right)
$$

Using the identity $L:=\lfloor\kappa / \varepsilon\rfloor$, we deduce that

$$
\sup _{q \in \mathcal{S}_{\varepsilon}} \varepsilon \kappa^{-1}\left\|\phi_{Q_{y}}(\cdot, \cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \leq C(M+1) r^{-(2+d) / 2}\left(\frac{\varepsilon}{\kappa}\right)^{\delta_{s_{0}}}+\mathcal{O}_{2}\left(C\left(\frac{\varepsilon}{\kappa}\right)^{s_{0}}\right)
$$

Using that $s_{0}>s$, choosing the exponents $\theta_{0}$ and $\theta_{1}$ small enough, we deduce that there exists $\beta_{s}:=\beta_{s}(d, s)>0$ such that

$$
\sup _{q \in \mathcal{S}_{\varepsilon}} \varepsilon \kappa^{-1}\left\|\phi_{Q_{y}}(\cdot ; q)\right\|_{\underline{L}^{2}\left(z+Q_{L}\right)} \leq C(M+1) \varepsilon^{\beta_{s}}+\mathcal{O}_{2}\left(C \varepsilon^{s}\right)
$$

Summing over the points $z \in \mathcal{Z}_{\kappa} \cap Q(r)$ and using that, for any map $f \in W_{\text {par }}^{1,2+\gamma_{0}}(Q)$ satisfying $\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}(Q)} \leq M$, the slope $\xi_{y}$ belongs to the set $q \in \mathcal{S}_{\varepsilon}$, we deduce that there exists an exponent $\beta_{s}:=\beta_{s}(d, s)>0$ such that the error terms $\left(E_{z}\right)_{z \in \mathcal{Z}_{\kappa}}$ satisfy:

$$
\begin{equation*}
\sup _{f:\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}}(Q) \leq M} \frac{1}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa} \cap Q(r)} E_{z}^{2} \leq C(M+1) \varepsilon^{2 \beta_{s}}+\mathcal{O}_{1}\left(C \varepsilon^{2 s}\right) \tag{6.25}
\end{equation*}
$$

We next estimate the sum of error terms in the boundary layer. By Proposition 6.7 and Hölder's inequality, we have

$$
\begin{aligned}
\left\|\nabla \bar{u}_{f}\right\|_{L^{2}(Q \backslash Q(r))} & \leq(|Q \backslash Q(r)|)^{\frac{\left(2+\gamma_{0}\right)}{2-\left(2+\gamma_{0}\right)}}\left\|\nabla \bar{u}_{f}\right\|_{L^{\left(2+\gamma_{0}\right)}(Q \backslash Q(r))} \\
& \leq(|Q \backslash Q(r)|)^{\frac{\left(2+\gamma_{0}\right)}{2-\left(2+\gamma_{0}\right)}}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) \\
& \leq r^{\frac{\left(2+\gamma_{0}\right)}{2-\left(2+\gamma_{0}\right)}}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) .
\end{aligned}
$$

By Proposition 6.8 and using the definition $r=\varepsilon^{\theta_{0}}$, we deduce that

$$
\begin{aligned}
\left\|\nabla^{\varepsilon} \bar{u}_{f}^{\varepsilon}\right\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(r)\right)} & \leq\left\|\vec{\nabla}^{\varepsilon} \bar{u}_{f}^{\varepsilon}-\nabla \bar{u}_{f}\right\|_{L^{2}(Q \backslash Q(r))}+\left\|\nabla \bar{u}_{f}\right\|_{L^{2}(Q \backslash Q(r))} \\
& \leq\left\|\vec{\nabla}^{\varepsilon} \bar{u}_{f}^{\varepsilon}-\nabla \bar{u}_{f}\right\|_{L^{2}(Q)}+\left\|\nabla \bar{u}_{f}\right\|_{L^{2}(Q \backslash Q(r))} \\
& \leq C\left(\varepsilon^{\beta}+\varepsilon^{\theta_{0} \frac{\left(2+\gamma_{0}\right)}{2-\left(2+\gamma_{0}\right)}}\right)\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) .
\end{aligned}
$$

Combining the previous display with the bound (6.11) and choosing the exponents $\theta_{0}$ and $\theta_{1}$ small enough (depending on $d, s, c_{+}, c_{-}$), we obtain that there exists an exponent $\beta_{s}>0$ such that

$$
\begin{equation*}
\sup _{f:\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}}(Q) \leq M} \frac{1}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa} \cap(Q \backslash Q(r))} E_{z}^{2} \leq C(M+1) \varepsilon^{2 \beta_{s}}+\mathcal{O}_{1}\left(C \varepsilon^{2 s}\right) \tag{6.26}
\end{equation*}
$$

Combining (6.25) and (6.26) yields

$$
\begin{equation*}
\sup _{f:\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}}(Q) \leq M} \frac{1}{\left|\mathcal{Z}_{\kappa}\right|} \sum_{z \in \mathcal{Z}_{\kappa}} E_{z}^{2} \leq C(M+1) \varepsilon^{2 \beta_{s}}+\mathcal{O}_{1}\left(C \varepsilon^{2 s}\right) \tag{6.27}
\end{equation*}
$$

Equipped with the estimate (6.27), one can essentially rewrite the two-scale expansion of Section 1.1 once the term arising from the flux (Proposition 4.4) has been estimated
(by optimizing the stochastic term). To this end, we may combine the definition of the $\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)$-norm with the properties (4.7) and (4.8) of the cutoff functions $\chi_{y}$. We obtain

$$
\begin{aligned}
& \left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)} \\
& \leq \sum_{y \in \mathcal{Y}_{\kappa}}\left\|\nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)} \\
& \leq C \kappa^{-2} \sum_{\substack{z \in \mathcal{Z}_{\kappa} \\
z=(t, y)}}\left\|V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(z+Q_{2 \kappa}^{\varepsilon}\right)} .
\end{aligned}
$$

The term in the right-hand side can then be decomposed as follows

$$
\begin{aligned}
& \left\|V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(z+Q_{2 \kappa}^{\varepsilon}\right)} \\
& \leq\left\|V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)-\mathbb{E}\left[V^{\prime}\left(\xi_{y}+\nabla \phi_{Q_{y}}\left(\cdot, \cdot ; \xi_{y}\right)\right)\right]\right\|_{\underline{H}_{\text {par }}^{-1}\left(z / \varepsilon+Q_{2 L}\right)} \\
& \quad+\left\|\mathbb{E}\left[V^{\prime}\left(\nabla v_{y}\right)\right]-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right\|_{\underline{H}_{\text {par }}^{-1}\left(z+Q_{2 \kappa}^{\varepsilon}\right)} .
\end{aligned}
$$

The first term in the right-hand side is estimated thanks to the concentration inequality stated in Proposition 6.6. The second term in the right-hand side is estimated thanks to Proposition 3.11. We obtain the upper bound

$$
\begin{equation*}
\sup _{f:\|f\|_{W_{\text {par }}^{1,2+\gamma_{0}}}(Q) \leq M}\left\|\sum_{y \in \mathcal{Y}_{\kappa}} \nabla^{\varepsilon} \chi_{y} \cdot\left(V^{\prime}\left(\nabla^{\varepsilon} v_{y}\right)-D_{p} \bar{\sigma}\left(\xi_{y}\right)\right)\right\|_{\underline{H_{\text {par }}^{-1}\left(Q^{\varepsilon}\right)}} \leq C(M+1) \varepsilon^{\beta_{s}}+\mathcal{O}_{2}\left(C \varepsilon^{s}\right) . \tag{6.28}
\end{equation*}
$$

One can then rewrite the proof of Theorem 1.1 of Section 1.1, using the estimates (6.25) and (6.28) instead of (4.13) and (4.15) to complete the proof of Proposition 6.1.

## 7 Large-scale regularity for the Langevin dynamic

This section is devoted to the proof of the large-scale regularity stated in Theorem 1.5. The strategy of the argument follows the one initially introduced in [13] in the context of stochastic homogenization, and his reminiscent of the Schauder regularity theory: using the quantitative homogenization theorem (or rather Proposition 6.1 which optimizes the stochastic term), we are able to iterate the homogenization estimate over different scales, use the $C^{1, \alpha}$ regularity of the solution of the homogenized equation (see Proposition 7.1) and transfer it to the Langevin dynamic.

The proof is decomposed in three subsections and is structured as follows. In Section 7.1, we record, mostly without proof, some standard regularity estimates for the solutions of the homogenized equation. Sections 7.2 and 7.3 constitute the core of the proof of Theorem 1.5. In Section 7.2, we use the results of the previous sections to establish that any solution of the Langevin dynamic is well-approximated, over large scales, by a solution of the homogenized equation. In Section 7.3, we iterate the previous results down the scales and make use of the regularity of the homogenized equation to complete the proof of Theorem 1.5.

## $7.1 C^{1, \alpha}$-regularity for the hydrodynamic limit

In this section, we collect some regularity properties of the solution of the equation (7.1). We recall the definition of the Hölder seminorms stated in Section 2.1.4. Before stating the result, we introduce the set $\mathcal{P}_{1}$ of affine functions in $\mathbb{R}^{d}$,

$$
\mathcal{P}_{1}:=\left\{\ell: \mathbb{R}^{d} \rightarrow \mathbb{R}: \exists p \in \mathbb{R}^{d}, c \in \mathbb{R}, \ell(x)=p \cdot x+c\right\} .
$$

In the following statement, we will denote by $\bar{Q}_{L}$ the continuous cylinder $\left[-L^{2}, 0\right] \times$ $[-L, L]^{d} \subseteq \mathbb{R} \times \mathbb{R}^{d}$; the $\underline{L}^{2}\left(Q_{L}\right)$ and Hölder norms are considered in the discrete setting (but similar statements hold in the continuous setting). They can essentially be obtained by differentiating the equation and applying the De Giorgi-Nash-Moser regularity.
Proposition 7.1 (Interior $C^{1, \alpha}$-regularity for solutions of the homogenized equation). Fix $L>0$, and let $\bar{u}: \bar{Q}_{L} \rightarrow \mathbb{R}$ be a solution of the nonlinear parabolic equation

$$
\begin{equation*}
\partial_{t} \bar{u}-\nabla \cdot D_{p} \bar{\sigma}(\nabla \bar{u})=0 \text { in } \bar{Q}_{L} \tag{7.1}
\end{equation*}
$$

then one has the regularity estimate: there exists an exponent $\alpha>0$ and a constant $C_{\alpha}<\infty$ depending on $d, c_{+}, c_{-}$such that, for any $L \geq 0$,

$$
[\bar{u}]_{C^{1, \alpha}\left(Q_{L / 2}\right)} \leq \frac{C_{\alpha}}{L^{1+\alpha}}\left\|\bar{u}-(\bar{u})_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}
$$

Consequently, for any $l \in(0, L)$,

$$
\begin{equation*}
\inf _{\ell \in \mathcal{P}_{1}}\|\bar{u}-\ell\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq C_{\alpha}\left(\frac{l}{L}\right)^{1+\alpha} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{L}\right)} \tag{7.2}
\end{equation*}
$$

### 7.2 Approximation by solutions of the homogenized equation

In this section, we prove that every solution $u: Q_{L} \rightarrow \mathbb{R}$ of the Langevin dynamic (1.16) is well-approximated on sufficiently large scales by a solution of the nonlinear parabolic equation (7.1).
Proposition 7.2. Fix $s \in(0, d)$ and $M \in[1, \infty)$. There exist two constants $C_{\text {hom }}:=$ $C_{\mathrm{hom}}\left(s, M, d, c_{+}, c_{-}\right)<\infty, C:=C\left(s, d, c_{+}, c_{-}\right)<\infty$, an exponent $\beta:=\beta\left(s, d, c_{+}, c_{-}\right)>0$, and a nonnegative random variable $\mathcal{M}_{\mathrm{hom}}^{s}$ satisfying

$$
\begin{equation*}
\mathcal{M}_{\mathrm{hom}}^{s} \leq \mathcal{O}_{s}\left(C_{\mathrm{hom}}\right), \tag{7.3}
\end{equation*}
$$

such that the following statement holds. For any $L \geq \mathcal{M}_{\mathrm{hom}}^{s}$ and any solution $u: Q_{L} \rightarrow \mathbb{R}$ of the Langevin dynamic

$$
\left\{\begin{array}{l}
d u(t, x)=\nabla \cdot V^{\prime}(\nabla u)(t, x) d t+\sqrt{2} d B_{t}(x) \quad \text { for }(t, x) \in Q_{L} \\
\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq M
\end{array}\right.
$$

there exists a function $\bar{u}: Q_{L / 2} \rightarrow \mathbb{R}$ solution of the equation

$$
\begin{equation*}
\partial_{t} \bar{u}-\nabla \cdot D_{p} \bar{\sigma}(\nabla \bar{u})=0 \quad \text { in } \bar{Q}_{L / 2} \tag{7.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|u-\bar{u}\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{-\beta}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+C L^{1-\beta} \tag{7.5}
\end{equation*}
$$

Proof. The strategy of the proof relies on the observation that the map $u$ solves the system of stochastic differential equations

$$
\left\{\begin{align*}
d u(t, x) & =\nabla \cdot V^{\prime}(\nabla u)(t, x) d t+\sqrt{2} d B_{t}(x) & & \text { for }(t, x) \in Q_{L / 2}  \tag{7.6}\\
u & =u & & \text { on } \partial_{\mathrm{par}} Q_{L / 2}
\end{align*}\right.
$$

and apply (the suitably rescaled version of) Proposition 6.1 to the system (7.6). A technical problem is caused by the fact that the boundary condition $u$ does not belong to the Sobolev space $W_{\text {par }}^{1,2+\gamma_{0}}$ (essentially due to the roughness in the time variable caused by the Brownian motions). We correct this lack of regularity by using a (simpler) solution of the Langevin dynamic denoted by $\varphi_{y}$ below together with a partition of unity.

Step 1. Declaration of exponents, mesoscopic scales and partition of unity. We fix a small exponent $0<\nu \ll 1$ whose value will be selected later in the proof. We define a (large) mesoscopic scale by setting $\ell=L^{1-\nu}$. We then introduce the sets

$$
\mathcal{Y}:=\ell \mathbb{Z}^{d} \cap \Lambda_{L / 2} \quad \text { and } \quad \partial \mathcal{Y}:=\left\{y \in \mathcal{Y}: \operatorname{dist}\left(y, \partial \Lambda_{L / 2}\right) \leq \ell\right\}
$$

For each $y \in \partial \mathcal{Y}$, we denote by $Q_{y}$ the parabolic cylinder $I_{L / 2} \times\left(y+\Lambda_{2 \ell}\right)$, and let $\varphi_{y}$ be the solution of the Langevin dynamic introduced in (3.1) of Definition 3.1 in the cylinder $Q_{y}$ with slope $q=0$. In particular, we emphasize that the dynamic $\varphi$ is not assumed to have spatial average equal to 0 in this proof. We then introduce a partition of unity $\left(\chi_{y}\right)_{y \in \partial \mathcal{Y}}$ satisfying

$$
\begin{equation*}
0 \leq \chi_{y} \leq \mathbf{1}_{\left\{y+\Lambda_{2 \ell}\right\}}, \quad \sum_{y \in \partial \mathcal{Y}} \chi_{y}=1 \quad \text { on } \partial \Lambda_{L / 2}, \text { and }\left\|\nabla \chi_{y}\right\|_{L^{\infty}\left(\Lambda_{L / 2}\right)} \leq \frac{C}{\ell} \tag{7.7}
\end{equation*}
$$

We denote by

$$
\varphi:=\sum_{y \in \partial \mathcal{Y}} \chi_{y} \varphi_{y}
$$

and note that $\varphi$ is supported in a boundary layer of size $\ell$ around the set $I_{L / 2} \times \partial \Lambda_{L / 2}$.
As we will have to regularize the function $\varphi$ with respect to the time variable, we let $\eta: \mathbb{R} \rightarrow[0,1]$ be a smooth nonnegative cutoff function supported in the interval $[-1,1]$ and satisfying $\int_{\mathbb{R}} \eta=1$. We then denote by $\widetilde{\varphi}_{y}$ the time convolution of $\varphi_{y}$ and $\eta$,

$$
\begin{equation*}
\widetilde{\varphi}_{y}(t, x)=\varphi \star \eta(t, x)=\int_{\mathbb{R}} \varphi_{y}(s, x) \eta(t-s) d s \tag{7.8}
\end{equation*}
$$

and by

$$
\widetilde{\varphi}=\sum_{y \in \partial \mathcal{Y}} \chi_{y} \widetilde{\varphi}_{y}
$$

We let $\gamma_{0}>0$ be the exponent which appears in the Meyers estimate (Proposition 2.2) and set $s_{0}:=(s+d) / 2$. We then let $2 \beta_{0}$ be the minimum of the exponent $\beta_{s_{0}, 2+\gamma_{0}}$ appearing in Proposition 6.1, the exponent $\delta_{s_{0}}$ appearing in the right-hand side of Proposition 6.4 and the exponent $\left(s_{0}-s\right) / 4$. We additionally let $C_{0} / 4$ be the maximum of the constants which appear in the right-hand sides of Proposition 6.4, the inequality (6.11), the Meyers estimate (Proposition 2.2), the multiscale Poincaré inequality (Proposition 2.10) and Proposition 6.1 (with the parameter $s:=s_{0} / 2$ ).

Step 2. Definition of the minimal scales. Equipped with these constants and exponents, we define three minimal scales $\mathcal{M}_{0}, \mathcal{M}_{1}$ and $\mathcal{M}_{2}$ as follows. The first one provides a minimal scale above which homogenization (in the form of Proposition 6.1) occurs uniformly over the boundary condition:

$$
\mathcal{M}_{0}:=\sup \left\{L \in \mathbb{N}: \sup _{\substack{f: Q_{L} \rightarrow \mathbb{R} \\ K_{f} \leq C L^{\beta_{0}}(M+1)}} \frac{\left\|u_{f}-\bar{u}_{f}\right\|_{L^{2}\left(Q_{L / 2}\right)}}{K_{f}+1} \geq C_{0} L^{1-\beta_{0}}\right\},
$$

where the constant $C$ in the supremum is the one which appears in (7.16) and where we set

$$
K_{f}:=\|f\|_{\underline{W}_{\mathrm{par}}^{1,2+\gamma_{0}}\left(Q_{L / 2}\right)} .
$$

The variable $\mathcal{M}_{1}$ provides a minimal scale above which the $L^{2}$-norms of the corrector $\varphi_{y}$ are smaller than $C_{0} \ell^{1-\beta_{0}}$ and the $L^{2}$-norm of its gradient is bounded:

$$
\mathcal{M}_{1}:=\sup \left\{L \in \mathbb{N}: \sup _{y \in \partial \mathcal{Y}}\left\|\varphi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)} \geq C_{0} \ell^{1-\beta_{0}} \text { or } \sup _{y \in \partial \mathcal{Y}}\left\|\nabla \varphi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)} \geq C_{0}\right\}
$$

Finally, the minimal scale $\mathcal{M}_{2}$ is defined only in terms of the Brownian motions, and will be used to estimate two technical terms (specifically (7.28) and (7.30) below). It is defined as follows: we let $\theta: \mathbb{R} \rightarrow \mathbb{R}$ be the compactly supported (in the interval $(-1,1)$ ) function defined by the formula $\theta(t)=\int_{-\infty}^{t} \eta(s) d s-\mathbf{1}_{\{t \geq 0\}}$, and define the stochastic integrals

$$
(\eta \cdot B)(t, x):=\int_{t-1}^{t+1} \eta(s) d B_{s}(x) \text { and }(\theta \cdot B)(t, x):=\int_{t-1}^{t+1} \theta(s) d B_{s}(x)
$$

We then set

$$
\begin{aligned}
& \mathcal{M}_{2}:=\sup \left\{L \in \mathbb{N}: \frac{1}{L}\|\theta \cdot B\|_{\underline{L}^{2}\left(I_{L / 2} \times \partial \Lambda_{L / 2}\right)}^{2} \geq C_{0} L^{-\nu}\right. \\
& \left.\quad \text { and }\left\|\left(\sum_{y \in \partial \mathcal{Y}} \chi_{y}\right)(\eta \cdot B)\right\|_{\underline{H}_{\text {par }}^{-1}\left(Q_{L / 2}\right)}^{2} \geq C_{0} L^{-\nu}\right\} .
\end{aligned}
$$

We define the minimal scale $\mathcal{M}_{\mathrm{hom}}^{s}$ as follows

$$
\begin{equation*}
\mathcal{M}_{\mathrm{hom}}^{s}:=\mathcal{M}_{0} \vee \mathcal{M}_{1} \vee \mathcal{M}_{2} . \tag{7.9}
\end{equation*}
$$

Step 3. Quantifying the stochastic integrability of the minimal scale $\mathcal{M}_{\mathrm{hom}}^{s}$. We first verify that the minimal scale $\mathcal{M}_{\mathrm{hom}}^{s}$ satisfies the stochastic integrability estimate (7.3). By Proposition 6.1 and the definitions of the constant $C_{0}$ and the exponent $\beta_{0}$, we have the estimate

$$
\begin{align*}
\mathbb{P}\left(\sup _{\substack{f: Q_{L} \rightarrow \mathbb{R} \\
K_{f} \leq C L^{\beta_{0}}(M+1)}} \frac{\left\|u_{f}-\bar{u}_{f}\right\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}}{K_{f}+1} \geq C_{0} L^{1-\beta_{0}}\right) & \leq \exp \left(-\frac{L^{s_{0}-2 \beta_{0}}}{C}\right)  \tag{7.10}\\
& \leq \exp \left(-\frac{L^{s}}{C}\right)
\end{align*}
$$

A similar argument, using Proposition 6.4, the identity $\ell=L^{1-\nu}$ and a concentration estimate on the averaged sum of Brownian motions, yields the upper bound

$$
\mathbb{P}\left(\left\|\varphi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)} \geq C_{0} L^{1-\beta_{0}}\right) \leq \exp \left(-\frac{L^{(1-\nu)\left(s_{0}-2 \beta_{0}\right)}}{C}\right)
$$

Using that the cardinality of the set $\partial \mathcal{Y}$ is smaller than $C L^{(d-1) \nu}$, a union bound, and choosing the exponent $\nu$ small enough, we deduce that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{y \in \partial \mathcal{Y}}\left\|\varphi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)} \geq C_{0} L^{1-\beta_{0}}\right) \leq C L^{(d-1) \nu} \exp \left(-\frac{L^{(1-\nu)\left(s_{0}-2 \beta_{0}\right)}}{C}\right) \leq C \exp \left(-\frac{L^{s}}{C}\right) \tag{7.11}
\end{equation*}
$$

The same argument, using this time the inequality (6.11), yields

$$
\begin{equation*}
\mathbb{P}\left(\sup _{y \in \partial \mathcal{Y}}\left\|\nabla \varphi_{y}\right\|_{\underline{L}^{2}\left(Q_{y}\right)} \geq C_{0}\right) \leq C \exp \left(-\frac{L^{s}}{C}\right) \tag{7.12}
\end{equation*}
$$

Finally, using that the map $\theta$ is supported in the interval $[-1,1]$, we can use standard concentration estimates for sum of independent random variables to obtain that

$$
\begin{equation*}
\mathbb{P}\left[\frac{1}{L}\|\theta \cdot B\|_{\underline{L}^{2}\left(I_{L / 2} \times \partial \Lambda_{L / 2}\right)}^{2} \geq \frac{C_{0}}{L}\right] \leq C \exp \left(-\frac{L^{s}}{C}\right) \tag{7.13}
\end{equation*}
$$

and similarly, using this time the multiscale Poincaré inequality stated in Proposition 2.11,

$$
\begin{equation*}
\mathbb{P}\left[\left\|\left(\sum_{y \in \partial \mathcal{Y}} \chi_{y}\right)(\eta \cdot B)\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L / 2}\right)}^{2} \geq C_{0} L^{-\nu}\right] \leq C \exp \left(-\frac{L^{s}}{C}\right) \tag{7.14}
\end{equation*}
$$

Combining the fives estimates (7.10), (7.11), (7.12), (7.13) and (7.14) with a union bound shows, for any $L>0$,

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{M}_{\mathrm{hom}}^{s}>L\right] \leq \sum_{L^{\prime}=L}^{\infty} C \exp \left(-\frac{\left(L^{\prime}\right)^{s}}{C}\right) \leq C \exp \left(-\frac{L^{s}}{C}\right) \tag{7.15}
\end{equation*}
$$

The inequality (7.15) implies the stochastic integrability estimate (7.3).
Step 4. Proving the approximation estimate (7.5): Defining the function $\bar{u}$. We next prove the inequality (7.5). To this end, we fix a sidelength $L \geq 2 \mathcal{M}_{\text {hom }}^{s}$. For each $y \in \partial \mathcal{Y}$, we denote by $w_{y}:=u-\varphi_{y}$ and set $w:=\sum_{y} \chi_{y} w_{y}$. Let us note that $w$ is equal to $u-\varphi$ on the boundary $\partial_{\text {par }} Q_{L}$. We next note that, for each $y \in \partial \mathcal{Y}$, the map $w_{y}$ solves a linear parabolic equation with uniformly elliptic coefficients in the cylinder $Q_{y}$. We may thus apply the Meyers estimate (Proposition 2.2) and the Caccioppoli inequality (Proposition 2.1) and obtain: for any $z \in Q_{y}$ such that $z+Q_{2 \ell} \subseteq Q_{y}$,

$$
\begin{aligned}
\left\|\nabla w_{y}\right\|_{\underline{L}^{2+\gamma_{0}}\left(z+Q_{\ell}\right)} & \leq \frac{C}{\ell}\left\|w_{y}-\left(w_{y}\right)_{z+Q_{2 \ell}}\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell}\right)} \\
& \leq \frac{C}{\ell}\left\|u-(u)_{z+Q_{2 \ell}}\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell)}\right.}+\frac{C}{\ell}\left\|\varphi_{y}\right\|_{\underline{L}^{2}\left(z+Q_{2 \ell}\right)} .
\end{aligned}
$$

Covering the cylinder $Q_{L / 2}$ with cylinders of the form $z+Q_{\ell}$, we may choose the exponent $\nu$ small enough (depending on $\beta_{0}$ ) so that

$$
\sum_{y \in \partial \mathcal{Y}}\left\|\chi_{y} \nabla w_{y}\right\|_{\underline{L}^{2+\gamma_{0}\left(Q_{y}\right)}} \leq C L^{\beta_{0} / 2}\left(\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+1\right)
$$

A similar (and simpler) computation, involving regularity estimates for solution of parabolic equation (for instance Proposition 2.4 provides $L^{\infty}$-regularity for solutions of parabolic equations) yields the bound

$$
\sum_{y \in \partial \mathcal{Y}}\left\|\nabla \chi_{y} w_{y}\right\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{y}\right)} \leq C L^{\beta_{0} / 2}\left(\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+1\right)
$$

A combination of the two previous displays shows

$$
\|\nabla w\|_{\underline{L}^{2+\gamma_{0}}\left(Q_{L / 2}\right)} \leq C L^{\beta_{0} / 2}\left(\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+1\right) .
$$

Since $\partial_{t} w=\sum_{y \in \partial \mathcal{Y}} \chi_{y} \nabla \cdot \mathbf{a}_{y} \nabla w_{y}$, we may use the properties of the maps $\left(\chi_{y}\right)_{y \in \mathcal{Y}_{\kappa}}$ and choose the exponent $\nu$ small enough so as to have

$$
\begin{equation*}
\|w\|_{\underline{W}_{\mathrm{Par}}^{1,2+\gamma_{0}}\left(Q_{L / 2}\right)} \leq C L^{\beta_{0} / 2}\left(\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+1\right) \tag{7.16}
\end{equation*}
$$

We then let $\psi$ be the solution of the system of stochastic equations

$$
\left\{\begin{aligned}
d \psi(t, x) & =\nabla \cdot V^{\prime}(\nabla \psi)(t, x) d t+\sqrt{2} d B_{t}(x) & & \text { for }(t, x) \in Q_{L / 2} \\
\psi & =w & & \text { on } \partial_{\mathrm{par}} Q_{L / 2}
\end{aligned}\right.
$$

Using (7.16) and applying Proposition 6.1 (after suitable rescaling), we obtain that the solution $\bar{u}$ of the equation

$$
\left\{\begin{aligned}
\partial_{t} \bar{u}-\nabla \cdot D_{p} \bar{\sigma}(\nabla \bar{u}) & =0 & & \text { in } \bar{Q}_{L / 2}, \\
\bar{u} & =w & & \text { on } \partial_{\mathrm{par}} \bar{Q}_{L / 2}
\end{aligned}\right.
$$

satisfies

$$
\begin{equation*}
\|\psi-\bar{u}\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{-\beta_{0} / 2}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)}+C L^{1-\beta_{0} / 2} . \tag{7.17}
\end{equation*}
$$

From (7.17) and the triangle inequality, we see that to prove (7.5), it is sufficient to show, for some exponent $\beta>0$,

$$
\begin{equation*}
\|\psi-u\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{1-\beta} \tag{7.18}
\end{equation*}
$$

Step 5. Proving the approximation estimate (7.5): Proof of (7.18). We note that the difference $h=u-\psi$ solves a parabolic equation of the form

$$
\left\{\begin{align*}
\partial_{t} h-\nabla \cdot \mathbf{a} \nabla h=0 & \text { in } Q_{L / 2}  \tag{7.19}\\
h=\varphi & \text { on } \partial_{\mathrm{par}} Q_{L / 2}
\end{align*}\right.
$$

where a is a uniformly elliptic coefficient field. To prove (7.18), we introduce a good test function which will then be tested in the parabolic equation: we let $h_{0}$ be the map defined by the formula

$$
h_{0}:=\widetilde{\varphi} \mathbf{1}_{Q_{L / 2}}+\varphi \mathbf{1}_{\partial_{\mathrm{par}} Q_{L / 2}}
$$

so that the map $H:=h-h_{0}$ solves the parabolic equation

$$
\left\{\begin{align*}
\partial_{t} H-\nabla \cdot \mathbf{a} \nabla H & =\partial_{t} h_{0}-\nabla \cdot \mathbf{a} \nabla h_{0} & & \text { in } Q_{L / 2}  \tag{7.20}\\
H & =0 & & \text { on } \partial_{\mathrm{par}} Q_{L / 2}
\end{align*}\right.
$$

We next prove that there exists an exponent $\gamma:=\gamma\left(d, s, c_{+}, c_{-}\right)>0$ such that

$$
\begin{equation*}
\|\nabla H\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{-\gamma} \tag{7.21}
\end{equation*}
$$

The inequality (7.21) is sufficient to conclude the proof of Proposition 7.2: indeed, using Poincaré's inequality (applied to the function $H$ ), the definition of the minimal scale $\mathcal{M}_{1}$ and the inequality $\ell \leq L$, we deduce that, if we set $\beta:=\min \left(\gamma, \beta_{0}\right)$,

$$
\|h\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L\|\nabla H\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}+\left\|h_{0}\right\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{1-\gamma}+C \ell^{1-\beta_{0}} \leq C L^{1-\beta} .
$$

We split the proof of the inequality (7.20) into two substeps: we first estimate the norm of the gradient of $h_{0}$ and then the norm of the time derivative of $h_{0}$ and prove that they are both small (in a suitable sense). Since $H$ solves the parabolic equation (7.20) this is enough to obtain (7.21) (using an energy estimate).

Substep 5.1. Estimating the norm of the gradient of $h_{0}$. To establish (7.21), we estimate the $L^{2}$-norm of the gradient of the map $h_{0}$. Specifically, we prove the estimate

$$
\begin{equation*}
\left\|\nabla h_{0}\right\|_{\underline{L}^{2}\left(Q_{L / 2}\right)} \leq C L^{-\nu} \tag{7.22}
\end{equation*}
$$

For any edge $e=(x, y)$ with $x, y \in \Lambda_{L}$, we have the identity

$$
\nabla h_{0}(t, e)=\nabla \widetilde{\varphi}(t, e)
$$

and for any edge $e=(x, y)$ with $x \in \Lambda_{L}$ and $y \notin \Lambda_{L}$, we have the identity

$$
\begin{equation*}
\nabla h_{0}(t, e)=\nabla \widetilde{\varphi}(t, e)+(\widetilde{\varphi}(t, y)-\varphi(t, y)) \tag{7.23}
\end{equation*}
$$

Consequently

$$
\begin{equation*}
\left\|\nabla h_{0}\right\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}^{2} \leq\|\nabla \widetilde{\varphi}\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}^{2}+\frac{C}{L}\|\varphi-\widetilde{\varphi}\|_{\underline{L}^{2}\left(I_{L / 2} \times \partial \Lambda_{L / 2}\right)}^{2} \tag{7.24}
\end{equation*}
$$

Using the definition of the minimal scale $\mathcal{M}_{1}$ and the fact that the map $\widetilde{\varphi}$ is supported in a boundary layer of size $L^{(1-\nu)}$ around $I_{L / 2} \times \partial \Lambda_{L / 2}$, we have the upper bound

$$
\begin{equation*}
\|\nabla \widetilde{\varphi}\|_{\underline{L}^{2}\left(Q_{L / 2}\right)}^{2} \leq C L^{-\nu} \tag{7.25}
\end{equation*}
$$

Additionally, if we let $\theta: \mathbb{R} \rightarrow \mathbb{R}$ be the map with bounded variation and compact support defined by the formula $\theta(t)=\int_{-\infty}^{t} \eta(s) d s-\mathbf{1}_{\{t \geq 0\}}$, then we have, for any $x \in \partial \Lambda_{L / 2}$,

$$
\begin{align*}
(\varphi-\widetilde{\varphi})(t, x) & =\varphi \star\left(\delta_{0}-\eta\right)(t, x)  \tag{7.26}\\
& =\underbrace{\sum_{y \in \partial \mathcal{Y}} \chi_{y}(x) \nabla \cdot\left(V^{\prime}\left(\nabla \varphi_{y}\right) \star \theta\right)(t, x)}_{(7.26)-(i)}+\underbrace{\int_{t-1}^{t+1} \theta(s) d B_{s}(x)}_{(7.26)-(i i)}
\end{align*}
$$

The term (7.26)-(i) can be estimated by ignoring the discrete divergence, using that the map $V^{\prime}$ is Lipschitz and the definition of the minimal scale $\mathcal{M}_{1}$. We obtain

$$
\begin{equation*}
\frac{1}{L}\|(7.26)-(i)\|_{\underline{L}^{2}\left(I_{L / 2} \times \partial \Lambda_{L / 2}\right)}^{2} \leq \frac{C}{L^{d+2}} \sum_{y \in \partial \mathcal{Y}}\left\|\nabla \varphi_{y}\right\|_{L^{2}\left(Q_{y}\right)}^{2} \leq C L^{-\nu} \tag{7.27}
\end{equation*}
$$

The term (7.26)-(ii) is estimated by the minimal scale $\mathcal{M}_{2}$ and we have

$$
\begin{equation*}
\frac{1}{L}\|(7.26)-(i i)\|_{\underline{L}^{2}\left(I_{L / 2} \times \partial \Lambda_{L / 2}\right)}^{2} \leq \frac{C}{L} \tag{7.28}
\end{equation*}
$$

Combining the estimates (7.23), (7.24), (7.25), (7.26), (7.27) and (7.28) completes the proof of (7.22).

Substep 5.2. Control of the time derivative $\partial_{t} h_{0}$. We have the identity

$$
\begin{equation*}
\partial_{t} h_{0}(t, x)=\underbrace{\sum_{y \in \partial \mathcal{Y}} \chi_{y}(x) \nabla \cdot\left(V^{\prime}\left(\nabla \varphi_{y}\right) \star \eta\right)(t, x)}_{(7.29)-(i)}+\underbrace{\left(\sum_{y \in \partial \mathcal{Y}} \chi_{y}(x)\right) \int_{t-1}^{t+1} \eta(s) d B_{s}(x)}_{(7.29)-(i i)} . \tag{7.29}
\end{equation*}
$$

The $\underline{L}^{2}\left(I_{L / 2}, \underline{H}^{-1}\left(\Lambda_{L / 2}\right)\right)$-norm of the term (7.29)-(i) can be estimated as follows

$$
\|(7.29)-(i)\|_{\underline{L}^{2}\left(I_{L / 2}, \underline{H}^{-1}\left(\Lambda_{L / 2}\right)\right)}^{2} \leq \frac{C}{L^{d+2}} \sum_{y \in \partial \mathcal{Y}}\left\|\nabla \varphi_{y}\right\|_{L^{2}\left(Q_{y}\right)}^{2} \leq C L^{-\nu}
$$

Using the definition of the minimal scale $\mathcal{M}_{2}$, we have the estimate

$$
\begin{equation*}
\|(7.29)-(i i)\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L / 2}\right)}^{2} \leq C L^{-\nu} \tag{7.30}
\end{equation*}
$$

Combining the three previous displays with (7.22), we have the decomposition

$$
\partial_{t} h_{0}-\nabla \cdot \mathbf{a} \nabla h_{0}=\mathcal{E}_{1}+\mathcal{E}_{2},
$$

with

$$
\mathcal{E}_{1}=\sum_{y \in \partial \mathcal{Y}} \chi_{y} \nabla \cdot\left(V^{\prime}\left(\nabla \varphi_{y}\right) \star \eta\right)-\nabla \cdot \mathbf{a} \nabla h_{0}
$$

and, for any $(t, x) \in Q_{L / 2}$,

$$
\mathcal{E}_{2}(t, x)=\left(\sum_{y \in \partial \mathcal{Y}} \chi_{y}(x)\right) \int_{t-1}^{t+1} \eta(s) d B_{s}(x)
$$

so that

$$
\left\|\mathcal{E}_{1}\right\|_{\underline{L}^{2}\left(I_{L / 2}, \underline{H}^{-1}\left(\Lambda_{L / 2}\right)\right)}^{2} \leq C L^{-\nu} \quad \text { and } \quad\left\|\mathcal{E}_{2}\right\|_{\underline{H}_{\mathrm{par}}^{-1}\left(Q_{L / 2}\right)}^{2} \leq C L^{-\nu}
$$

Substep 5.2. The conclusion. The proof of the estimate (7.21) then follows from an energy estimate, using the identification of the space $\underline{H}_{\text {par }}^{-1}$ stated in Lemma 2.12. The proof is identical to the one of the term $v_{1}$ in (4.43) of Section 4.5, we thus omit the technical details.

### 7.3 Proof of Theorem 1.5

This section is devoted to the proof of Theorem 1.5, building upon the results established in Sections 7.1 and 7.2.

Proof of Theorem 1.5. Fix $s \in(0, d), L, M<\infty$, and let $u$ be a solution of the Langevin dynamic satisfying

$$
\left\{\begin{array}{l}
d u(t, x)=\nabla \cdot V^{\prime}(\nabla u)(t, x) d t+\sqrt{2} d B_{t}(x) \quad \text { for }(t, x) \in Q_{L} \\
\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq M
\end{array}\right.
$$

We let $C_{0}:=C_{0}\left(d, s, c_{-}, c_{+}\right)<\infty$ and $L_{0}:=L_{0}\left(d, s, c_{-}, c_{+}\right)<\infty$ be large constants to be selected later in the argument (see (7.35) and (7.40). We consider the minimal scale $\mathcal{M}_{\mathrm{hom}}^{s}$ introduced in Proposition 7.2 with the constant $C_{0}(M+1)$ (instead of $M$ ). We denote by

$$
M_{u}:=\frac{1}{L}\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} .
$$

We then set $\mathcal{X}:=\mathcal{M}_{\mathrm{hom}}^{s} \vee L_{0}$, and prove the two inequalities: for any $L \geq \mathcal{X}$,

$$
\begin{equation*}
\sup _{l \in[\mathcal{X}, L]} \frac{1}{l}\left\|u-(u)_{Q_{l}}\right\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq C_{0}\left(M_{u}+1\right) \tag{7.31}
\end{equation*}
$$

and, for any $l \in[\mathcal{X}, L]$,

$$
\begin{equation*}
\inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq C\left(\frac{l}{L}\right)^{1+\alpha} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{L}\right)}+C l^{-\beta}(M+1) \tag{7.32}
\end{equation*}
$$

To prove the inequality (7.31), we first introduce a few parameters and definitions. We let $C_{\alpha}$ be the constant which appears in Proposition 7.1 and let

$$
\theta:=\left(4^{d / 2+1} C_{\alpha}\right)^{-1 /(2 \alpha)} \in(0,1)
$$

We denote by $l_{j}:=\theta^{j} L$ and let $J$ be the largest integer such that $\theta^{J} L \geq \mathcal{X}$. We introduce the excess decay $E_{1}$ by the formula, for any $l>0$,

$$
\begin{equation*}
E_{1}(l):=\frac{1}{l} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l}\right)} \tag{7.33}
\end{equation*}
$$

For $j \in\{1, \ldots, J\}$, denote by $\ell_{j}: x \mapsto p_{j} \cdot x+(u)_{Q_{l j}}$ the minimizing affine function in the definition of $E_{1}\left(l_{j}\right)$. We next record two preliminary estimates pertaining to the slopes $\left(p_{j}\right)_{j \in\{0, \ldots, J\}}$. First, the slope $p_{0}$ can be bounded in terms of the constant $M_{u}$ : we have

$$
\left|p_{0}\right| \leq C E_{1}(L)+C\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C\left\|u-(u)_{Q_{L}}\right\|_{\underline{L}^{2}\left(Q_{L}\right)} \leq C M_{u}
$$

Second, the variation of the slope between two scales can be measured in terms of the excess decay: we have, for any $j \in\{0, \ldots, J-1\}$,

$$
\begin{aligned}
\left|p_{j+1}-p_{j}\right| & \leq C\left(\frac{1}{l_{j+1}}\left\|u-\ell_{j+1}\right\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)}+\frac{1}{l_{j+1}}\left\|u-\ell_{j}\right\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)}\right) \\
& \leq C\left(E_{1}\left(l_{j+1}\right)+\theta^{-d / 2-2} E_{1}\left(l_{j}\right)\right) .
\end{aligned}
$$

Using the definition of the excess decay $E_{1}$, we additionally have

$$
\left.E_{1}\left(l_{j+1}\right)=\frac{1}{l_{j+1}} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right.}\right) \leq \frac{\theta^{-d / 2-2}}{l_{j}} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l_{j}}\right)} \leq \theta^{-d / 2-2} E_{1}\left(l_{j}\right)
$$

As a consequence of the two previous displays, we obtain the inequality

$$
\left|p_{j+1}-p_{j}\right| \leq C \theta^{-d / 2-2} E_{1}\left(l_{j}\right)
$$

We thus have, for any $j \in\{0, \ldots, J-1\}$,

$$
\begin{align*}
\frac{1}{l_{j}}\left\|u-(u)_{Q_{l_{j}}}\right\|_{\underline{L}^{2}\left(Q_{l_{j}}\right)} \leq E_{1}\left(l_{j}\right)+C\left|p_{j}\right| & \leq E_{1}\left(l_{j}\right)+C\left|p_{0}\right|+C \sum_{k=0}^{j-1}\left|p_{k-1}-p_{k}\right|  \tag{7.34}\\
& \leq C \theta^{-d / 2-2} \sum_{k=0}^{j-1} E_{1}\left(l_{k}\right)+C M_{u}
\end{align*}
$$

We next let $\beta$ be the exponent which appears in Proposition 7.2 and define the constant $C_{0}$ according to the formula

$$
\begin{equation*}
C_{0}:=C \theta^{-d-2}\left(\sum_{j=0}^{\infty} \theta^{\alpha j / 2}+\frac{\sum_{j=0}^{\infty} \theta^{\beta j}}{1-\theta^{\beta}}\right)+C=C\left(\frac{\theta^{-d-2}}{1-\theta^{\alpha / 2}}+\frac{\theta^{-d-2}}{\left(1-\theta^{\beta}\right)^{2}}+1\right) \tag{7.35}
\end{equation*}
$$

where $C$ is the constant which appears in the right-hand side of (7.34). The constant $C_{0}$ only depends on the parameters $d, s, c_{+}, c_{-}$.

We next prove, by an inductive argument, the following upper bound on the excess decay $E_{1}$ : for each $j \in\{0, \ldots, J\}$,

$$
\begin{equation*}
E_{1}\left(l_{j}\right) \leq \theta^{\alpha j / 2} E_{1}(L)+\frac{\theta^{\beta(J-j+1)}}{1-\theta^{\beta}}\left(M_{u}+1\right) \tag{7.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{l_{j}}\left\|u-(u)_{Q_{l_{j}}}\right\|_{\underline{L}^{2}\left(Q_{l_{j}}\right)} \leq \theta^{d / 2+2} C_{0}\left(M_{u}+1\right) \tag{7.37}
\end{equation*}
$$

Initialization: In the case $j=0$, the inequalities (7.36) and (7.37) are clearly satisfied.
Induction: We assume that the inequalities (7.36) and (7.37) are valid for the integers between 0 and $j$, and prove that they hold with the integer $j+1$. The strategy is to apply Proposition 7.2 combined with the $C^{1, \alpha}$-regularity for the solutions of the homogenized equation stated in Proposition 7.1. By (7.37) and the inequality $\theta<1$, we have the upper bound

$$
\begin{equation*}
\frac{1}{l_{j}}\left\|u-(u)_{Q_{l_{j}}}\right\|_{\underline{L}^{2}\left(Q_{l_{j}}\right)} \leq C_{0}\left(M_{u}+1\right) . \tag{7.38}
\end{equation*}
$$

We may thus apply Proposition 7.2 and obtain that there exists a function $\bar{u}_{j}: Q_{l_{j} / 2} \rightarrow \mathbb{R}$ solution of the equation (7.4) such that

$$
\frac{1}{l_{j}}\left\|\bar{u}_{j}-u\right\|_{\underline{L}^{2}\left(Q_{l_{j / 4}}\right)} \leq C\left(M_{u}+1\right) l_{j}^{-\beta}
$$

Assuming, without loss of generality, that $\theta$ is smaller than $1 / 4$ and using the $C^{1, \alpha_{-}}$ regularity of the map $\bar{u}$, we can write

$$
\begin{align*}
l_{j+1} E_{1}\left(l_{j+1}\right) & =\inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)}  \tag{7.39}\\
& \leq \inf _{\ell \in \mathcal{P}_{1}}\left\|\bar{u}_{j}-\ell\right\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)}+\left\|\bar{u}_{j}-u\right\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)} \\
& \leq C_{\alpha} \theta^{1+\alpha} \inf _{\ell \in \mathcal{P}_{1}}\left\|\bar{u}_{j}-\ell\right\|_{\underline{L}^{2}\left(Q_{l_{j} / 4}\right)}+\theta^{-\frac{d}{2}-1} C\left(M_{u}+1\right) l_{j}^{1-\beta} \\
& \leq C_{\alpha} \theta^{1+\alpha} \inf _{\ell \in \mathcal{P}_{1}}\|u-\ell\|_{\underline{L}^{2}\left(Q_{l_{j} / 4}\right)}+C_{\alpha} \theta^{1+\alpha}\left\|\bar{u}_{j}-u\right\|_{\underline{L}^{2}\left(Q_{l_{j} / 4}\right)}+C\left(M_{u}+1\right) l_{j}^{1-\beta} \\
& \leq 4^{d / 2+1} C_{\alpha} \theta^{1+\alpha}\left(l_{j} E_{1}\left(l_{j}\right)\right)+C\left(C_{\alpha} \theta^{1+\alpha}+\theta^{-\frac{d}{2}-1}\right)\left(M_{u}+1\right) l_{j}^{1-\beta} .
\end{align*}
$$

Using the definition of $\theta$, we have that $4^{d / 2+1} C_{\alpha} \theta^{\alpha} \leq \theta^{\alpha / 2}$. We additionally recall that $l_{j} \geq \theta^{j-J} L_{0}$, and select the constant $L_{0}$ large enough so that

$$
\begin{equation*}
C\left(C_{\alpha} \theta^{\alpha}+\theta^{-\frac{d}{2}-2}\right) L_{0}^{-\beta} \leq 1 \tag{7.40}
\end{equation*}
$$

We note that the constant $L_{0}$ depends only on the parameters $d, s, c_{+}, c_{-}$. Using the identity $l_{j+1}=\theta l_{j}$, the computation (7.39) can thus be simplified and becomes

$$
E_{1}\left(l_{j+1}\right) \leq \theta^{\alpha / 2} E_{1}\left(l_{j}\right)+\theta^{\beta(J-j)}\left(M_{u}+1\right)
$$

Applying the induction hypothesis yields

$$
\begin{aligned}
E_{1}\left(l_{j+1}\right) & \leq \theta^{\alpha / 2}\left(\theta^{\alpha j / 2} E_{1}(L)+\frac{\theta^{\beta(J-j+1)}}{1-\theta^{\beta}}\left(M_{u}+1\right)\right)+\theta^{\beta(J-j)}\left(M_{u}+1\right) \\
& \leq \theta^{\alpha(j+1) / 2} E_{1}(L)+\frac{\theta^{\beta(J-j)}}{1-\theta^{\beta}}\left(M_{u}+1\right)
\end{aligned}
$$

The proof of the inequality (7.36) is complete. The inequality (7.37) can be deduced from the inequality (7.34) with the induction hypothesis (7.36), the inequality $E_{1}(L) \leq M_{u}$ and the definition of the constant $C_{0}$ stated in (7.35). We obtain

$$
\begin{aligned}
\frac{1}{l_{j+1}}\left\|u-(u)_{Q_{l_{j+1}}}\right\|_{\underline{L}^{2}\left(Q_{l_{j+1}}\right)} & \leq C \theta^{-d / 2-2} \sum_{k=0}^{j} E_{1}\left(l_{j}\right)+C M_{u} \\
& \leq C \theta^{-d / 2-2} \sum_{k=0}^{j}\left(\theta^{\alpha k / 2} M_{u}+\frac{\theta^{\beta k}}{1-\theta^{\beta}}\left(M_{u}+1\right)\right)+C M_{u} \\
& \leq \theta^{d / 2+2} C_{0}\left(M_{u}+1\right)
\end{aligned}
$$

To conclude the proof of (7.31), we note that, for any $l \in[\mathcal{X}, L]$, there exists an integer $j \in\{0, \ldots, J\}$ such that $\theta l_{j} \leq l \leq l_{j}$, and consequently

$$
\frac{1}{l}\left\|u-(u)_{Q_{l}}\right\|_{\underline{L}^{2}\left(Q_{l}\right)} \leq \theta^{-d / 2-2} \frac{1}{l_{j}}\left\|u-(u)_{Q_{l_{j}}}\right\|_{\underline{L}^{2}\left(Q_{l_{j}}\right)} \leq C_{0}\left(M_{u}+1\right)
$$

The $C^{1, \alpha}$-large scale regularity estimate stated in (7.32) can be deduced from (7.36) by a similar argument.

## A Quantitative approximation scheme

This appendix is devoted to the proofs of Proposition 4.2 and Proposition 6.8 and provides a quantitative approximation scheme for solutions of nonlinear parabolic equations.

Proof of Proposition 4.2. Fix $\varepsilon>0$, a boundary conditions $f \in H^{2}\left(\mathbb{R} \times \mathbb{R}^{d}\right)$, let $\bar{u}$ be the solution of the parabolic equation (1.9) and extend it by the value $f$ outside of the set $Q$. We recall that the map $\bar{u}$ satisfies the following estimates:

- The $H^{2}$-regularity estimate

$$
\begin{equation*}
\|\bar{u}\|_{L^{2}\left(I, H^{2}(D)\right)} \leq C\|f\|_{H^{2}(Q)} \tag{A.1}
\end{equation*}
$$

- The $H^{1}$-regularity for the time derivative

$$
\begin{equation*}
\left\|\partial_{t} \bar{u}\right\|_{L^{2}\left(I, H^{1}(D)\right)} \leq C\|f\|_{H^{2}(Q)} . \tag{A.2}
\end{equation*}
$$

For $r>0$, we denote by $D(r)$ and $D^{\varepsilon}(r)$ the sets

$$
D(r):=\{x \in D: \operatorname{dist}(x, \partial D) \geq r\}, \quad D^{\varepsilon}(r):=D^{\varepsilon} \cap D(r)
$$

In the rest of the proof, we set $r=\sqrt{\varepsilon}$. We let $\chi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a smooth nonnegative cutoff function supported in $[-1,1]^{d}$ and satisfying $\int_{\mathbb{R}^{d}} \chi(x) d x=1$. We then rescale the map $\chi$ by setting $\chi_{r}=r^{-d} \chi(\cdot / r)$ and define, for $(t, x) \in I \times D(r)$,

$$
\bar{u} \star \chi_{r}(t, x)=\int_{\mathbb{R}^{d}} \bar{u}(t, x-y) \chi_{r}(y) d y .
$$

Let $\xi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a cutoff function satisfying

$$
\mathbf{1}_{D(2 r)} \leq \xi \leq \mathbf{1}_{D(r)}, \quad|\nabla \xi| \leq C r^{-1}
$$

We then denote by

$$
\begin{equation*}
U=\xi\left(\bar{u} \star \chi_{r}\right)+(1-\xi)\left(\bar{u} \star \chi_{\varepsilon}\right), \tag{A.3}
\end{equation*}
$$

that is, we mollify the function $\bar{u}$ on a scale $r=\sqrt{\varepsilon}$ inside the cylinder $I \times D(2 r)$ and on a scale $\varepsilon$ in the boundary layer $Q \backslash(I \times D(r))$ (and use a smooth cutoff function to transition between $I \times D\left(2 r_{2}\right.$ and $Q \backslash(I \times D(r))$ ). We then note that, with this definition, we have the identity $U=\widetilde{f}_{\varepsilon}$ on $I \times \partial D^{\varepsilon}$ (as $\partial D^{\varepsilon}$ is defined to be the external vertex boundary) and, on the set $\{0\} \times D^{\varepsilon}$,

$$
\begin{equation*}
\left\|U(0, \cdot)-\widetilde{f}_{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)} \leq C r\|\nabla f(0, \cdot)\|_{L^{2}(D)} \leq C r\|f\|_{H^{2}(Q)} \tag{A.4}
\end{equation*}
$$

where the first inequality is a consequence of the definition of the function $U$ and the second one is a consequence of the existence of a trace for the gradient of a function in the Sobolev space $H^{2}(Q)$.

We will denote by $\vec{\nabla}^{\varepsilon} U$ the piecewise constant discrete gradient field defined by the formula

$$
\begin{equation*}
\vec{\nabla}^{\varepsilon} U(t, x):=\sum_{y \in \varepsilon \mathbb{Z}^{d}} \vec{\nabla}^{\varepsilon} U(t, y) \mathbf{1}_{\left\{y+[-\varepsilon, \varepsilon]^{d}\right\}}(x) . \tag{A.5}
\end{equation*}
$$

Using the $H^{2}$-regularity of the function $\bar{u}$, we have

$$
\|\bar{u}-U\|_{L^{2}(Q)}+\left\|\nabla \bar{u}-\vec{\nabla}^{\varepsilon} U\right\|_{L^{2}(Q)} \leq C r\|f\|_{H^{2}(Q)}
$$

We next compute the time derivative of the map $U$ inside the set $I \times D(r)$. Using that the map $\bar{u}$ solves the parabolic equation (1.9), we have the identity

$$
\partial_{t}\left(\bar{u} \star \chi_{r}\right)(t, x)=-\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \cdot \nabla \chi_{r}(y) d y .
$$

For each $i \in\{1, \ldots, d\}$, we let $\eta_{\varepsilon, i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the indicator function of the straight line joining the vertices 0 and $\varepsilon e_{i}$ divided by $\varepsilon$ so that we have, for any (sufficiently regular) function $v: \mathbb{R}^{d} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\nabla_{i}^{\varepsilon} v(x)=\frac{v\left(x+\varepsilon e_{i}\right)-v(x)}{\varepsilon}=\int_{0}^{\varepsilon} \frac{\nabla_{i} v\left(x+t e_{i}\right)}{\varepsilon} d t=\nabla_{i} v \star \eta_{\varepsilon, i}(x) \tag{A.6}
\end{equation*}
$$

Using that the map $D_{p} \bar{\sigma}$ is Lipschitz and the regularity estimate (A.1) on the map $\bar{u}$, we further obtain that

$$
\left\|D_{p} \bar{\sigma}(\nabla \bar{u})-D_{p} \bar{\sigma}(\nabla \bar{u}) \star \eta_{\varepsilon}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)} \leq C \varepsilon\|f\|_{H^{2}(Q)}
$$

where we used the notation

$$
D_{p} \bar{\sigma}(\nabla \bar{u}) \star \eta_{\varepsilon}=\left(D_{p} \bar{\sigma}(\nabla \bar{u})_{1} \star \eta_{\varepsilon, 1}, \ldots, D_{p} \bar{\sigma}(\nabla \bar{u})_{d} \star \eta_{\varepsilon, d}\right) .
$$

Consequently, we may write

$$
\begin{equation*}
\partial_{t}\left(\bar{u} \star \chi_{r}\right)(t, x)=-\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \star \eta_{\varepsilon} \cdot \nabla \chi_{r}(y) d y+\mathcal{E}_{0}(t, x) \tag{A.7}
\end{equation*}
$$

where, by the identity $r=\varepsilon^{1 / 2}, \mathcal{E}_{0}$ is an error term satisfying

$$
\begin{align*}
\left\|\mathcal{E}_{0}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)} \leq C r^{-1}\left\|D_{p} \bar{\sigma}(\nabla \bar{u})-D_{p} \bar{\sigma}(\nabla \bar{u}) \star \eta_{\varepsilon}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)} & \leq C \varepsilon r^{-1}\|f\|_{H^{2}(Q)}  \tag{A.8}\\
& \leq C \varepsilon^{1 / 2}\|f\|_{H^{2}(Q)}
\end{align*}
$$

The first term in the right-hand side of (A.7) can be rewritten using the properties of the $\operatorname{map} \eta_{\varepsilon}$ as follows

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \star \eta_{\varepsilon} \cdot \nabla \chi_{r}(y) d y & =\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \cdot \nabla \chi_{r}(y) \star \eta_{\varepsilon} d y \\
& =\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \cdot \vec{\nabla}^{\varepsilon} \chi_{r}(y) d y \\
& =-\vec{\nabla}^{\varepsilon} \cdot\left(D_{p} \bar{\sigma}(\nabla \bar{u}) \star \chi_{r}\right)(t, x)
\end{aligned}
$$

Using once again the regularity estimate (A.1) on the function $\bar{u}$, we have

$$
\left\|D_{p} \bar{\sigma}(\nabla \bar{u}) \star \chi_{r}-D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)} \leq C r\|f\|_{H^{2}(Q)}
$$

A combination of the two previous displays shows the identity: for any $(t, x) \in I \times D(r)$,

$$
\int_{\mathbb{R}^{d}} D_{p} \bar{\sigma}(\nabla \bar{u}(t, x-y)) \star \eta_{\varepsilon} \cdot \nabla \chi_{r}(y) d y=\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)+\vec{\nabla}^{\varepsilon} \cdot \mathcal{E}_{1}
$$

where $\mathcal{E}_{1}$ is an error term satisfying

$$
\begin{equation*}
\left\|\mathcal{E}_{1}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)} \leq C \varepsilon^{1 / 2}\|f\|_{H^{2}(Q)} \tag{A.9}
\end{equation*}
$$

We have thus proved the identity (inside the set $I \times D(r)$ )

$$
\partial_{t}\left(\bar{u} \star \chi_{r}\right)=\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)+\mathcal{E}_{0}+\vec{\nabla}^{\varepsilon} \cdot \mathcal{E}_{1}
$$

Using the definition of the map $U$ stated in (A.3), we see that it solves the discrete parabolic equation

$$
\partial_{t} U-\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)=\mathcal{E} \text { in } Q^{\varepsilon}
$$

where the error term $\mathcal{E}$ takes the following form

$$
\mathcal{E}:=\xi \mathcal{E}_{0}+\xi \vec{\nabla}^{\varepsilon} \cdot \mathcal{E}_{1}+\mathcal{E}_{2},
$$

where the terms $\mathcal{E}_{2}$ take the following form

$$
\begin{equation*}
\mathcal{E}_{2}:=(1-\xi)\left(\left(\partial_{t} \bar{u}\right) \star \chi_{\varepsilon}\right)+(1-\xi) \vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right) . \tag{A.10}
\end{equation*}
$$

Let us note that the error term $\mathcal{E}_{2}$ is supported in the boundary layer $I \times(D \backslash D(2 r))$, that, by the regularity estimates (A.1) and (A.2), its $L^{2}(I \times(D \backslash D(2 r))$ )-norm is bounded by the $H^{2}(Q)$-norm of $f$. We thus obtain

$$
\begin{equation*}
\left\|\mathcal{E}_{2}\right\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)} \leq C\|f\|_{H^{2}(Q)} \tag{A.11}
\end{equation*}
$$

We next note that the map $w=U-\bar{u}^{\varepsilon}$ solves a linear parabolic equation of the form, for some uniformly elliptic environment a

$$
\left\{\begin{aligned}
\partial_{t} w-\vec{\nabla}^{\varepsilon} \cdot \mathbf{a} \vec{\nabla}^{\varepsilon} w & =\mathcal{E} & & \text { in } Q^{\varepsilon}, \\
w & =0 & & \text { on } I \times \partial D^{\varepsilon}, \\
w & =U-\widetilde{f} & & \text { on }\{0\} \times D^{\varepsilon} .
\end{aligned}\right.
$$

Using the properties of the cutoff function $\xi$ and an energy estimate, we obtain the upper bound

$$
\begin{aligned}
\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \leq & C\left\|\mathcal{E}_{0}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)}\|w\|_{L^{2}\left(Q^{\varepsilon}\right)} \\
& +C\left\|\mathcal{E}_{1}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)}\left(\|\nabla w\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)}+r^{-1}\|w\|_{L^{2}(I \times(D \backslash D(2 r)))}\right) \\
& +C\left\|\mathcal{E}_{2}\right\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)}\|w\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)} \\
& +C\left\|U(0, \cdot)-\widetilde{f}_{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}^{2} .
\end{aligned}
$$

The Poincaré inequality applied to the map $w$ (which is equal to 0 on the boundary of the set $D^{\varepsilon}$ ) then shows

$$
\|w\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)} \leq C r\|\nabla w\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)} \text { and }\|w\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq C\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)} .
$$

A combination of the two previous displays gives

$$
\begin{gathered}
\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq C\left\|\mathcal{E}_{0}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)}+C\left\|\mathcal{E}_{1}\right\|_{L^{2}\left(I \times D^{\varepsilon}(r)\right)}+C r\left\|\mathcal{E}_{3}\right\|_{L^{2}\left(I \times\left(D^{\varepsilon} \backslash D^{\varepsilon}(2 r)\right)\right)} \\
+C\left\|U(0, \cdot)-\widetilde{f}_{\varepsilon}(0, \cdot)\right\|_{L^{2}\left(D^{\varepsilon}\right)}
\end{gathered}
$$

The first two terms can be estimated thanks to (A.4), (A.8), (A.9) and (A.11). The proof of Proposition 4.2 is complete.

The proof of Proposition 6.8 follows similar lines with the following differences: we consider a boundary layer with respect to the space and time variables, and consider a mesoscopic scale and a boundary layer of different sizes (the parameters $r$ and $\kappa$ in the proof below). We thus only provide a detailed sketch of the argument.

Proof of Proposition 6.8. Fix $\varepsilon>0$, a boundary condition $f \in W_{\text {par }}^{1,2+\gamma_{0}}(Q)$, let $\bar{u}$ be the solution of the parabolic equation (1.9) and extend it by the value $f$ outside of the set $Q$. We recall the notation $Q(r)$ introduced in (6.24). In this case, the map $\bar{u}$ satisfies the following estimates:

- The global Meyers estimate: there exists an exponent $\gamma_{0}:=\gamma_{0}\left(d, c_{+}, c_{-}\right)>0$ such that

$$
\|\nabla \bar{u}\|_{L^{2+\gamma_{0}}(Q)} \leq C\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right)
$$

- The interior regularity: for any $r \in(0,1)$,

$$
r^{(d+2) / 2}\|\nabla \bar{u}\|_{L^{\infty}(Q(r))}+r\left\|\nabla^{2} \bar{u}\right\|_{L^{2}(Q(r))}+r^{2}\left\|\partial_{t} \nabla \bar{u}\right\|_{L^{2}(Q(r))} \leq C\left(\|f\|_{H_{\mathrm{par}}^{1}(Q)}+1\right)
$$

We fix a boundary layer $r=\varepsilon^{\theta_{0}}$ and a mesoscopic scale $\kappa=\varepsilon^{\theta_{1}}$ with two exponents $\theta_{0}, \theta_{1}$ satisfying $0<\theta_{0} \ll \theta_{1} \ll 1$ whose values will be decided later in the argument. We let $\chi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a smooth nonnegative cutoff function supported in $[-1,1]^{d}$ and satisfying $\int_{\mathbb{R}^{d}} \chi=1$. We then rescale the map $\chi$ by setting $\chi_{\kappa}=\kappa^{-d} \chi(\cdot / \kappa)$ and $\chi_{\varepsilon}=\varepsilon^{-d} \chi(\cdot / \varepsilon)$ and define, for $(t, x) \in Q(r)$,

$$
\bar{u} \star \chi_{\kappa}(t, x)=\int_{\mathbb{R}^{d}} \bar{u}(t, x-y) \chi_{\kappa}(y) d y .
$$

We then let $\xi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a space-time cutoff function satisfying

$$
\mathbf{1}_{Q(2 r)} \leq \xi \leq \mathbf{1}_{Q(r)}, r|\nabla \xi|+r^{2}\left|\partial_{t} \xi\right| \leq C
$$

We denote by

$$
\begin{equation*}
U=\xi\left(\bar{u} \star \chi_{\kappa}\right)+(1-\xi)\left(\bar{u} \star \chi_{\varepsilon}\right) . \tag{A.12}
\end{equation*}
$$

Using the Meyers estimate, the interior regularity of the map $\bar{u}$ and Hölder's inequality, we obtain that there exists an exponent $\beta>0$ such that

$$
\begin{aligned}
\|\bar{u}-U\|_{L^{2}(Q)}+\left\|\nabla \bar{u}-\vec{\nabla}^{\varepsilon} U\right\|_{L^{2}(Q)} & \leq C \kappa\left\|\nabla^{2} \bar{u}\right\|_{L^{2}(Q(r))}+\|\nabla \bar{u}\|_{L^{2}(Q \backslash Q(2 r))} \\
& \leq C\left(\kappa r^{-1}+|Q \backslash Q(2 r)|^{\frac{2}{2+\gamma_{0}}}\right)\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) \\
& \leq C \varepsilon^{\beta}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right)
\end{aligned}
$$

Using the same argument as in the proof of Proposition 4.2, we obtain the identity, inside the cylinder $Q(r)$,

$$
\partial_{t}\left(\bar{u} \star \chi_{\kappa}\right)=\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)+\mathcal{E}_{0}+\vec{\nabla}^{\varepsilon} \cdot \mathcal{E}_{1},
$$

where the two error terms $\mathcal{E}_{0}$ and $\mathcal{E}_{1}$ satisfy the estimate, for some exponent $\beta>0$,

$$
\begin{equation*}
\left\|\mathcal{E}_{0}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)}+\left\|\mathcal{E}_{1}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)} \leq C \varepsilon^{\beta}\left(\|f\|_{H_{\mathrm{par}}^{1}(Q)}+1\right) \tag{A.13}
\end{equation*}
$$

Using the definition of the map $U$ stated in (A.12), we see that it solves the discrete parabolic equation

$$
\partial_{t} U-\vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right)=\mathcal{E} \text { in } Q^{\varepsilon}
$$

where the error term $\mathcal{E}$ takes the following form

$$
\mathcal{E}:=\xi \mathcal{E}_{0}+\xi \vec{\nabla}^{\varepsilon} \cdot \mathcal{E}_{1}+\mathcal{E}_{2}+\mathcal{E}_{3},
$$

with

$$
\left\{\begin{array}{l}
\mathcal{E}_{2}:=(1-\xi)\left(\left(\partial_{t} \bar{u}\right) \star \chi_{\varepsilon}\right)+(1-\xi) \vec{\nabla}^{\varepsilon} \cdot D_{p} \bar{\sigma}\left(\vec{\nabla}^{\varepsilon} U\right), \\
\mathcal{E}_{3}:=\partial_{t} \xi\left(\bar{u} \star \chi_{\kappa}-\bar{u} \star \chi_{\varepsilon}\right)
\end{array}\right.
$$

The $L^{2+\gamma_{0}}\left(I, W^{-1,2+\gamma_{0}}\left(\Lambda_{1}^{\varepsilon}\right)\right)$-norm of the term $\mathcal{E}_{2}$ can be estimated as follows (omitting some of the technical details)

$$
\begin{equation*}
\left.\left\|\mathcal{E}_{2}\right\|_{L^{2+\gamma_{0}}\left(I, W^{-1,2+\gamma_{0}\left(\Lambda_{\mathrm{1}}^{\varepsilon}\right)}\right.}\right) \leq C\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) \tag{A.14}
\end{equation*}
$$

Additionally, the $L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)$-norm of the term $\mathcal{E}_{3}$ can be estimated as follows

$$
\left\|\mathcal{E}_{3}\right\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)} \leq C r^{-2} \kappa\|\nabla \bar{u}\|_{L^{2}(Q \backslash Q(2 r))} \leq C \varepsilon^{\theta_{1}-2 \theta_{0}}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right) .
$$

We then choose the exponents $\theta_{0}$ and $\theta_{1}$ so that $2 \theta_{0}<\theta_{1}$ and deduce that

$$
\begin{equation*}
\left\|\mathcal{E}_{3}\right\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)} \leq C \varepsilon^{\beta}\left(\|f\|_{W_{\mathrm{Par}}^{1,2+\gamma_{0}}(Q)}+1\right) . \tag{A.15}
\end{equation*}
$$

Thus, the map $w=U-\bar{u}^{\varepsilon}$ solves a linear parabolic equation of the form, for some uniformly elliptic environment a,

$$
\left\{\begin{aligned}
\partial_{t} w-\vec{\nabla}^{\varepsilon} \cdot \mathbf{a} \vec{\nabla}^{\varepsilon} w=\mathcal{E} & \text { in } Q^{\varepsilon}, \\
w=0 & \text { on } \partial_{\mathrm{par}} Q^{\varepsilon} .
\end{aligned}\right.
$$

Denoting by $q_{0}:=\left(2+\gamma_{0}\right) /\left(1+\gamma_{0}\right)<2$ the conjugate exponent of $\left(2+\gamma_{0}\right)$, using the properties of the cutoff function $\xi$ and an energy estimate, we obtain the upper bound

$$
\begin{aligned}
\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)}^{2} \leq & C\left\|\mathcal{E}_{0}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)}\|w\|_{L^{2}\left(Q^{\varepsilon}\right)} \\
& +C\left\|\mathcal{E}_{1}\right\|_{L^{2}\left(Q^{\varepsilon}(r)\right)}\left(\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)}+r^{-1}\|w\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)}\right) \\
& +C\left\|\mathcal{E}_{2}\right\|_{L^{2+\gamma_{0}}\left(I, W^{\left.-1,\left(2+\gamma_{0}\right)\left(\Lambda_{1}^{\varepsilon}\right)\right)}\right.}\|\nabla w\|_{L^{q_{0}}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)} \\
& +C\left\|\mathcal{E}_{3}\right\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)}\|w\|_{L^{2}\left(Q^{\varepsilon} \backslash Q^{\varepsilon}(2 r)\right)} .
\end{aligned}
$$

Combining the inequalities (A.13), (A.14) and (A.15) (and using Hölder's inequality to estimate the third term in the right-hand side), we deduce that there exists an exponent $\beta>0$ such that

$$
\|\nabla w\|_{L^{2}\left(Q^{\varepsilon}\right)} \leq C \varepsilon^{\beta}\left(\|f\|_{W_{\mathrm{par}}^{1,2+\gamma_{0}}(Q)}+1\right)
$$
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