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Nearest-Neighbor Mixture Models for
Non-Gaussian Spatial Processes∗

Xiaotian Zheng†, Athanasios Kottas‡, and Bruno Sansó‡

Abstract. We develop a class of nearest-neighbor mixture models that provide di-
rect, computationally efficient, probabilistic modeling for non-Gaussian geospatial
data. The class is defined over a directed acyclic graph, which implies conditional
independence in representing a multivariate distribution through factorization into
a product of univariate conditionals, and is extended to a full spatial process. We
model each conditional as a mixture of spatially varying transition kernels, with
locally adaptive weights, for each one of a given number of nearest neighbors. The
modeling framework emphasizes direct spatial modeling of non-Gaussian data, in
contrast with approaches that introduce a spatial process for transformed data, or
for functionals of the data probability distribution. We study model construction
and properties analytically through specification of bivariate distributions that
define the local transition kernels. This provides a general strategy for modeling
different types of non-Gaussian data based on the bivariate distribution fam-
ily, and offers avenues to incorporate spatial association via different dependence
measures. Regarding computation, direct spatial modeling facilitates efficient, full
simulation-based inference; moreover, the framework leverages its mixture model
structure to avoid computational issues that arise from large matrix operations,
and thus has the potential to achieve scalability. We illustrate the methodology
using synthetic data examples and an analysis of Mediterranean Sea surface tem-
perature observations.

Keywords: Bayesian hierarchical models, copulas, Markov chain Monte Carlo,
spatial statistics, tail dependence.

1 Introduction
Gaussian processes have been widely used as an underlying structure in model-based
analysis of irregularly located spatial data in order to capture short range variability. The
fruitfulness of these spatial models owes to the simple characterization of the Gaussian
process by a mean and a covariance function, and the optimal prediction it provides
that justifies kriging. However, the assumption of Gaussianity is restrictive in many
fields where the data exhibits non-Gaussian features, for example, vegetation abundance
(Eskelson et al., 2011), precipitation data (Sun et al., 2015), contaminated soil (Paul and
Cressie, 2011), temperature data (North et al., 2011), and wind speed data (Bevilacqua
et al., 2020). This article aims at developing a flexible class of geostatistical models
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that is customizable to general non-Gaussian distributions, with particular focus on
continuous data.

Several approaches have been developed for non-Gaussian geostatistical modeling.
A straightforward approach consists of fitting a Gaussian process after transformation
of the original data. Possible transformations include Box-Cox (De Oliveira et al., 1997),
power (Allcroft and Glasbey, 2003), square-root (Johns et al., 2003), and Tukey g-and-h
(Xu and Genton, 2017) transforms, to name a few. A relevant approach that involves
estimating the transformation is to use transport maps with Gaussian process priors
(Katzfuss and Schäfer, 2023). Alternative to transformations, a non-Gaussian distri-
bution can be represented as a location-scale mixture of Gaussian distributions. This
yields Gaussian process extensions that are able to capture skewness and long tails
(Kim and Mallick, 2004; Palacios and Steel, 2006; Zhang and El-Shaarawi, 2010; Mah-
moudian, 2017; Morris et al., 2017; Zareifard et al., 2018; Tagle et al., 2020; Bevilacqua
et al., 2021). Beyond methods based on continuous mixtures of Gaussian distributions,
Bayesian nonparametric methods have been explored for geostatistical data modeling,
starting with the approach in Gelfand et al. (2005) which extends the Dirichlet process
(Ferguson, 1973) to a prior model for random spatial surfaces. We refer to Müller et al.
(2018) for a review. From a different perspective, a class of non-Gaussian Matérn fields
is formulated with stochastic partial differential equations driven by non-Gaussian noise
(Bolin, 2014; Wallin and Bolin, 2015; Bolin and Wallin, 2020).

An alternative popular approach involves a hierarchical model structure that as-
sumes conditionally independent non-Gaussian marginals, combined with a latent spa-
tial process that is associated with some functional or link function of the first-stage
marginals. Hereafter, we refer to these models as hierarchical first-stage non-Gaussian
models. If the latent process is linked through a function of some parameter(s) of the
first-stage marginal which belongs to the exponential dispersion family, the approach is
known as the spatial generalized linear mixed model and its extensions (Diggle et al.,
1998; Chan and Dong, 2011). Non-Gaussian spatial models that build from copulas
(Joe, 2014) can also be classified into this category. Copula models assume pre-specified
families of marginals for observations, with a multivariate distribution underlying the
copula for a vector of latent variables that are probability integral transformations of
the observations (Danaher and Smith, 2011). Spatial copula models replace the mul-
tivariate distribution with one that corresponds to a spatial process, thus introducing
spatial dependence (Bárdossy, 2006; Ghosh and Mallick, 2011; Krupskii et al., 2018;
Beck et al., 2020).

The non-Gaussian modeling framework proposed in this article is distinctly differ-
ent from the previously mentioned approaches. Our methodology builds on the class
of nearest-neighbor processes obtained by extending a joint density for a reference set
of locations to the entire spatial domain. The original joint density is factorized into a
product of conditionals with respect to a directed acyclic graph (DAG). Deriving each
conditional from a Gaussian process results in the nearest-neighbor Gaussian process
(NNGP; Datta et al. 2016a). Models defined over DAGs have received substantial at-
tention; see, e.g., Datta et al. (2016b), Finley et al. (2019), Peruzzi et al. (2020), Peruzzi
and Dunson (2022b), and Jin et al. (2023). The class of DAG-based models originates
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from the approach in Vecchia (1988) that considers nearest-neighbor approximations.
Related work that exploits sparsity to approximate an expensive Gaussian likelihood
includes Stein et al. (2004), Gramacy and Apley (2015), Sun and Stein (2016), Stroud
et al. (2017), Guinness (2018), and Schäfer et al. (2021). Katzfuss and Guinness (2021)
provide a further generalization of the Vecchia approximation framework. Consider-
ably less attention, however, has been devoted to defining models over a DAG with
non-Gaussian distributions for the conditionals of the joint density. This is in general
a difficult problem, as each conditional involves, say, a p-dimensional conditioning set,
which requires a coherent model for a (p + 1)-dimensional non-Gaussian distribution,
with p potentially large. In this article, we take on the challenging task of developing a
computationally efficient, interpretable framework that provides generality for modeling
different types of non-Gaussian data and flexibility for complex spatial dependence.

We overcome the aforementioned challenge, namely, modeling a non-Gaussian con-
ditional density with a high-dimensional conditioning set, by using a structured mixture
model. More specifically, each non-Gaussian conditional over a DAG is modeled as a
weighted combination of first-order spatially varying transition kernels, each of which
depends on an element of the original p-dimensional conditioning set. This approach
produces multivariate non-Gaussian distributions by specification of the bivariate distri-
butions that define the local transition kernels. Thus, it provides generality for modeling
different non-Gaussian behaviors, since, relative to the multivariate analogue, construct-
ing bivariate distributions is substantially easier, for instance, using bivariate copulas.
Moreover, such a model structure offers the convenience of quantifying multivariate de-
pendence through the collection of bivariate distributions. As an illustration, we study
tail dependence properties under appropriate families of bivariate distributions, and
provide results that guide modeling choices. The modeling framework achieves flexibil-
ity by letting both the weights and transition kernels be spatially dependent, inducing
sufficient local dependence to describe a wide range of spatial variability. We refer to
the resulting geospatial process as the nearest-neighbor mixture process (NNMP).

An important feature of the model structure is that it facilitates the study of con-
ditions for constructing NNMPs with pre-specified families of marginal distributions.
Such conditions are easily implemented without parameter constraints, thus resulting
in a general modeling tool to describe spatial data distributions that are skewed, heavy-
tailed, positive-valued, or have bounded support, as illustrated through several data
examples in Section 5. The NNMP framework emphasizes direct modeling by introduc-
ing spatial dependence at the data level. It avoids the use of transformations that may
distort the Gaussian process properties (Wallin and Bolin, 2015). It is fundamentally
different from the class of hierarchical first-stage non-Gaussian models that introduce
spatial dependence through functionals of the data probability distribution, such as the
transformed mean. Regarding computation, NNMP models do not require estimation of
potentially large vectors of spatially correlated latent variables, something unavoidable
with hierarchical first-stage non-Gaussian models. Approaches for such models typically
resort to approximate inference (Rue et al., 2009; Zilber and Katzfuss, 2021; Sainsbury-
Dale et al., 2021), except for certain classes of models that specify particular families of
distributions for the data and latent variables to achieve conjugacy (Bradley et al. 2018;
Bradley et al. 2020). See also Peruzzi and Dunson (2022a) for a gradient-based Markov
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chain Monte Carlo (MCMC) algorithm for sampling the latent variables. Estimation
of NNMPs is analogous to that of a finite mixture model, thus avoiding the need to
perform costly matrix operations for large data sets, and allowing for computationally
efficient, full simulation-based inference. Overall, the NNMP framework offers a flexible
class of models that is able to describe complex spatial dependence, coupled with an
efficient computational approach, leveraged from the mixture structure of the model.

The rest of the article is organized as follows. We first formulate the general NNMP
modeling framework and investigate stationarity conditions in Section 2. Then, in Sec-
tion 3, we present approaches to construct different components of an NNMP model,
and discuss implied model properties. Specific examples of NNMP models illustrate
different components of the methodology. Section 4 develops the general approach to
Bayesian estimation and prediction under NNMP models. In Section 5, we demonstrate
different NNMP models with synthetic data examples and with the analysis of Mediter-
ranean Sea surface temperature data. Finally, Section 6 concludes with a summary and
discussion of future work.

2 Nearest-Neighbor Mixture Processes for Spatial Data
2.1 Modeling Framework
Consider a univariate spatial process {Z(v) : v ∈ D}, where D ⊂ R

p. We focus on the
case with p = 2 although our results are general for p ≥ 1. In what follows, we take
v = (v1, v2) for any v ∈ D, where v1 and v2 are the x- and y-coordinate of v. The
spatial domain D is partitioned into two sets. In particular, the first set, referred to
as the reference set and denoted as S = {s1, . . . , sn}, consists of a finite collection of
locations in D. We use s and u as generic notation for locations in the partitioning sets,
that is, v ≡ s for s ∈ S and v ≡ u for u ∈ D \ S.

If we regard the locations in S as vertices of a DAG, we can factorize the joint
density of ZS into a product of univariate conditionals as

p(zS) = p(z(s1))
n∏

i=2
p(z(si) |zNe(si)), (2.1)

where zS = (z(s1), . . . , z(sn))�, and the set Ne(si) ⊂ Si = {s1, . . . , si−1} consists
of parents of si. The joint density in (2.1) corresponds to a directed graphical model
(Jordan 2004; also known as a Bayesian network), with a DAG driving the conditional
independence structure between random variables. In particular, conditional on ZNe(si),
Z(si) is independent of ZSi \Ne(si). The elements of Ne(si) are selected as the nearest
neighbors of si within Si according to geostatistical distance, and Ne(si) is referred to
as the nearest-neighbor set of si, having at most L elements with L � n. Placing the
elements of Ne(si) in ascending order with respect to distance to si, we have Ne(si) =
(s(i1), . . . , s(i,iL)), where iL = (i−1)∧L. We note that the development of the modeling
framework applies for any choice of the neighbor sets.

Constructing an NNMP model involves specification of p(z(si) |zNe(si)) in (2.1), and
extension to an arbitrary finite set in D\S. Regarding the first stage of the construction,
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we define the joint density over the reference set using a structured mixture model for
the conditional densities:

p(z(si) |zNe(si)) =
iL∑
l=1

wl(si) fsi,l(z(si) | z(s(il))). (2.2)

Here, the lth mixture component, fsi,l, corresponds to the conditional density of z(si)
given the lth nearest neighbor of si. For every si ∈ S, the weights satisfy wl(si) ≥ 0,
for all l, and

∑iL
l=1 wl(si) = 1. In a DAG, nearest neighbors in set Ne(si) are vertices

that have directed edges pointing to si. Thus, it is appealing to consider a high-order
Markov model in which temporal lags have a similar notion of direction. Our approach
to formulating (2.2) is motivated by a class of mixture transition distribution models
(Le et al., 1996), which consists of a mixture of first-order transition densities with a
vector of common weights. A key feature of the formulation in (2.2) is the decompo-
sition of a non-Gaussian conditional density, with a potentially large conditioning set,
into a weighted sum of local conditional densities. This provides flexible, parsimonious
modeling of p(z(si) |zNe(si)) through specifying bivariate distributions that define the
local conditionals fsi,l(z(si) | z(s(il))). We provide further discussion on this feature for
model construction and relevant properties in the following sections.

Spatial dependence characterized by (2.2) is twofold. First, the weights wl(si) are
spatially varying, reflecting the variability in contributions from each neighbor and
changes in neighborhood structures for different locations. Secondly, each component
fsi,l is associated with spatially varying parameters indexed at si ∈ S, defined by a
probability model or a link function. In general, probability models or link functions
for the spatially varying parameters should be considered case by case, given different
specifications on the components fsi,l. Details of the construction for the weights and
component densities are deferred to Sections 3.1 and 3.2.

We obtain the NNMP, a legitimate spatial process, by extending (2.2) to an arbitrary
set of non-reference locations U = {u1, . . . ,ur} where U ⊂ D \ S. In particular, we
define the conditional density of zU given zS as

p(zU |zS) =
r∏

i=1
p(z(ui) |zNe(ui)) =

r∏
i=1

L∑
l=1

wl(ui) fui,l(z(ui) | z(u(il))), (2.3)

where the specification on wl(ui) and fui,l, for all i and all l, is analogous to that
for (2.2), except that Ne(ui) = {u(i1), . . . ,u(iL)} are found in S, where u(il) denotes the
lth nearest-neighbor of ui in terms of geostatistical distance. Building the construction
of the neighbor sets Ne(ui) on the reference set ensures that p(zU |zS) is a proper
density.

Given (2.2) and (2.3), we can obtain the joint density p(zV) of a realization zV
over any finite set of locations V ⊂ D. When V ⊂ S, the joint density p(zV) is di-
rectly available as the appropriate marginal of p(zS). Otherwise, we have that p(zV) =∫
p(zU |zS)p(zS)

∏
{si∈S \V} dz(si), where U = V \S. If S \V is empty, p(zV) is simply

p(zU |zS)p(zS). In general, the joint density p(zV) of an NNMP is intractable. However,
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since both p(zU |zS) and p(zS) are products of mixtures, we can recognize that p(zV)
is a finite mixture, which suggests flexibility of the model to capture complex non-
Gaussian dependence over the domain D. Moreover, we show in Section 3.2 that for
some NNMPs, the joint density p(zV) has a closed-form expression. In the subsequent
development of model properties, we will use the conditional density

p(z(v) |zNe(v)) =
L∑

l=1
wl(v) fv,l(z(v) | z(v(l))), v ∈ D, (2.4)

to characterize an NNMP. If v ∈ S, (2.4) is equivalent to (2.2). Otherwise, (2.4) corre-
sponds to the conditional in (2.3).

Note that spatial locations are not naturally ordered, and thus a different ordering
on the reference set locations results in different neighbor sets. Literature that considers
nearest-neighbor models for Gaussian data generally orders locations based on sorting
coordinates. Our default choice is a random ordering, which has been shown to im-
prove model performance relative to coordinate-based orderings (Guinness, 2018). For
the NNMP models illustrated in this article, we found through simulation experiments
that there were no discernible differences between the inferences based on p(zS) given
different random orderings. A further remark is that the ordering of the reference set S
is typically reserved for observed data. Thus, the ordering effect lies in the model esti-
mation based on (2.2) with realization zS . Spatial prediction typically rests on locations
outside S using (2.3), where the ordering effect disappears.

Before closing this section, we remark on the connection and a key conceptual differ-
ence between the NNMP modeling framework and the nearest-neighbor spatial models
discussed in the Introduction. The above derivation of the NNMP follows the general
steps to obtain a nearest-neighbor process (Datta et al., 2016a), i.e., specifying a joint
distribution on S according to a DAG, and then extending the joint distribution to
D \ S. Thus, the NNMP satisfies the Kolmogorov consistency conditions. On the other
hand, in contrast to NNGP models, we do not posit a parent process. For our modeling
approach, the right-hand-side of (2.1) does not serve the role of an approximation to
the density of a Gaussian process realization. Our modeling perspective is distinctly dif-
ferent in that we directly model the joint density p(zS), utilizing the nearest-neighbor
DAG representation with the structured mixture in (2.2), which is key to constructing
general non-Gaussian spatial processes.

2.2 NNMPs with Stationary Marginal Distributions
We develop a sufficient condition to construct NNMPs with general stationary marginal
distributions. The key feature of this result is that the condition relies on the bivariate
distributions that define the first-order transition kernels in (2.4) without the need
to impose restrictions on the parameter space. The Supplementary Material includes
the proof of Proposition 1, as well as of Propositions 2, 3 and 4, and of Corollary 1,
formulated later in Sections 3.2 and 3.3.
Proposition 1. Consider an NNMP for which the component density fv,l in (2.4) is
specified by the conditional density of Uv,l given Vv,l, where the random vector (Uv,l, Vv,l)
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follows a bivariate distribution with marginal densities fUv,l
and fVv,l

, for l = 1, . . . , L.
Consider a pre-specified density fZ , and assume that: Z(s1) ∼ fZ , s1 ∈ S; and, for
every v ∈ D, fUv,l

(z) = fVv,l
(z) = fZ(z), for all z and for all l. Then, the NNMP has

stationary marginal density fZ .

This result builds from the one in Zheng et al. (2022) where mixture transition
distribution models with stationary marginal distributions were constructed. It applies
regardless of Z(v) being a continuous, discrete or mixed random variable, thus allowing
for a wide range of non-Gaussian marginal distributions and a general (linear or non-
linear) form for the expectation with respect to the conditional density p in (2.4).

As previously discussed, the mixture model formulation for the conditional density
in (2.4) induces a finite mixture for the NNMP finite-dimensional distributions. On the
other hand, due to the mixture form, an explicit expression for the covariance function
is difficult to derive. Consider NNMPs that satisfy the conditions in Proposition 1 with
a stationary marginal density fZ that has finite first and second moment. A recursive
equation can be obtained when the conditional expectation with respect to (Uv,l, Vv,l) is
linear, that is, E(Uv,l |Vv,l = z) = al(v)+bl(v) z for some al(v), bl(v) ∈ R, l = 1, . . . , L,
and for all v ∈ D. Without loss of generality, we assume the first moment of Z(v) with
respect to fZ is zero. Then the covariance over any two locations v1,v2 ∈ D is

Cov(Z(v1), Z(v2))

=

⎧⎪⎨
⎪⎩

∑L
l=1 wl(si) bl(si)E(Z(sj)Z(s(il))), v1 ≡ si ∈ S,v2 ≡ sj ∈ S,∑L
l=1 wl(v1) bl(v1)E(Z(sj)Z(v(1l))), v1 /∈ S,v2 ≡ sj ∈ S,∑L
l=1

∑L
l′=1 wll′ {all′ + bll′E(Z(v(1l))Z(v(2l′)))}, v1,v2 /∈ S,

(2.5)

where wll′ ≡ wl(v1)wl′(v2), all′ ≡ al(v1)al′(v2), bll′ ≡ bl(v1)bl′(v2), and without loss
of generality, we assume i > j. The covariance in (2.5) implies that, even though the
NNMP has a stationary marginal distribution, it is second-order non-stationary.

3 Construction of NNMP Model Components
Here, we present our methodology to construct the different components of the general
NNMP framework, in particular, the weights (Section 3.1) and the mixture component
densities (Section 3.2). In Section 3.3, we show that the NNMP construction facilitates
the study of multivariate dependence.

3.1 Spatially Varying Weights
As discussed in Section 2.1, the weights should vary in space, and be able to adjust
to different neighborhood structures. Let w(v) = (w1(v), . . . , wL(v))� be the vector of
weights for v ∈ D. We seek a model that can accommodate the following scenarios:

(i) For any v ∈ D with a set of neighbors, the weights that indicate the contribution
of each neighbor can vary as v moves in D;
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Figure 1: Illustration of the NNMP weights. Panels (a) and (b) highlight two lo-
cations s83 and s64 (blue) and their neighbors (orange), among reference locations
{si}100

i=1 ⊂ [0, 1] × [0, 1]. Panels (c) and (d) show weights {wl(s83)}4
l=1 and {wl(s64}4

l=1
that correspond to two different neighborhood structures, respectively, under a uniform
distribution Unif(0, 1) with cutoff points {rs83,l}4

l=1 and {rs64,l}4
l=1 located differently.

Panel (e) shows the weights {wl(s64)}4
l=1 for scenario (b) after adjustment by a spatially

dependent distribution Gs64 , under the same cutoff points {rs64,l}4
l=1.

(ii) For any v,v′ in D, the vectors w(v) and w(v′) can be different if their neighbor-
hood structures are different.

An example of (ii) is illustrated in Figure 1(a)-(b). In the set of reference locations
S = {si}100

i=1 ⊂ [0, 1] × [0, 1], location s83 has one close and three distant neighbors,
while all neighbors of location s64 have similar distances to s64.

We achieve the aforementioned goals with the following model for the weights. Con-
sider a collection of spatially dependent distribution functions {Gv : v ∈ D} supported
on (0, 1). For each v, the weights are defined as the increments of Gv with cutoff points
rv,0 , . . . , rv,L. More specifically,

wl(v) =
∫
1(rv,l−1, rv,l)(x) dGv(x), l = 1, . . . , L, (3.1)

where 1A denotes the indicator function for set A. The cutoff points 0 = rv,0 < rv,1 <
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· · · < rv,L = 1 are such that,

rv,l − rv,l−1 =
k′(v,v(l) | ζ)∑L
l=1 k

′(v,v(l) | ζ)
, l = 1, . . . , L, (3.2)

where k′ : D ×D → [0, 1] is a bounded kernel function with parameters ζ.

As an example, consider a simpler version of (3.1) where Gv is the uniform distri-
bution, Gv ≡ G = Unif(0, 1) for all v, and, in (3.2), k′(v,v(l) | ξ) = exp(−‖v− v(l)‖/ξ).
Then, the weights become wl(v) = exp(−‖v−v(l)‖/ξ)/

∑L
l=1 exp(−‖v−v(l)‖/ξ). When

ξ is small, the weights will be localized; see, e.g., Figure 1 (c)-(d). When ξ is large, the
model will produce similar weights for different locations regardless of their neighbor-
hood structures. To add flexibility we can take G to be spatially dependent, providing
a local adjustment to the weights. For instance, the distribution Gv in Figure 1(e)
allocates more weight to nearer neighbors than the Unif(0, 1) in Figure 1(d).

A convenient choice for Gv is the logit Gaussian distribution, denoted by
Gv(· |μ(v), κ2), such that the corresponding Gaussian distribution has mean μ(v) and
variance κ2. The spatial dependence across the weights is introduced through the mean
μ(v) = γ0 + γ1v1 + γ2v2, in order to capture large-scale spatial variability in D. Given
the cutoff points and κ2, a small value of μ(v) favors large weights for the near neigh-
bors. We notice that Cadonna et al. (2019) use a set of fixed, uniform cutoff points on
[0, 1], i.e., rv,l − rv,l−1 = 1/L, for spectral density estimation, with a collection of logit
Gaussian distributions indexed by frequency.

We remark that the modeling approach for the weights seeks to balance flexibility
and efficient inference. An alternative is to place a spatial process prior that potentially
provides full support for the distributions Gv, with fixed cutoff points. However, prac-
tical specification of such a prior poses the challenge of performing inference given a
single realization of {Z(v)}. Thus, we consider instead a parametric family for Gv, with
the combination of (3.1) and (3.2) allowing for a flexible and interpretable model. More-
over, the use of a logit Gaussian distribution facilitates implementation. As detailed in
Section 4.2, after conditioning on a vector of auxiliary variables, the full conditional
distributions of parameters γ = (γ0, γ1, γ2)� and κ2 are available in closed-form, facil-
itating the sampling in an MCMC algorithm. Finally, we point out that our model for
μ(v) is primarily illustrative for the NNMP framework. For specific data applications,
users can modify it to include spatial variability in different scales, such as using basis
function models (Cressie et al., 2022) to construct a random field for μ(v).

An NNMP model requires selection of the neighborhood size L. This can be done us-
ing standard model comparison metrics, scoring rules, or information criteria. In general,
a larger L increases computational cost. Datta et al. (2016a) conclude that a moderate
value (L ≤ 20) typically suffices for NNGPs. On the other hand, it is possible that infor-
mation from distant neighbors is also important (Stein et al., 2004). Therefore, one may
seek a larger L to include extra neighbor information for large non-Gaussian data sets
with complex dependence. Our model for the weights allows taking a relatively large
neighbor set without heavily impacting computational demand. In particular, we can
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assign small probabilities a priori to distant neighbors. Posterior inference will deter-
mine the contribution of each neighbor, with important neighbors being assigned large
weights a posteriori.

3.2 Mixture Component Densities

Proposition 1 suggests a general strategy to construct the spatially varying conditional
densities fv,l in (2.4). That is, the conditional densities fv,l ≡ fUv,l|Vv,l

correspond to
bivariate distributions indexed at v, namely, the distributions of (Uv,l, Vv,l), where Uv,l

and Vv,l associate with site v and the lth nearest neighbor v(l), respectively.

To balance model flexibility and scalability, we build spatially varying distributions
by considering the distribution of random vector (Ul, Vl), for l = 1, . . . , L, and extending
some of its parameters to be spatially varying, that is, indexed in v. To this end, we use
a probability model or a link function. We refer to the random vectors (Ul, Vl) as the set
of base random vectors. With a careful choice of the model/function for the spatially
varying parameter(s), this construction method reduces significantly the dimension of
the parameter space, while preserving the capability of the NNMP model structure to
capture spatial dependence.

As an example, for a bivariate Gaussian distribution, take ηl to denote the param-
eter for the correlation between Ul and Vl. Spatial dependence is then introduced by
extending ηl to ηl(v), that is, a spatial correlation function that computes the corre-
lation between Z(v) and Z(v(l)). However, the modeling approach is not limited to
correlation coefficients. Any measures that quantify the degree of dependence between
Ul and Vl can be considered; indeed, Example 3 in this section considers Kendall’s τ
coefficient. The equation below shows the workflow to introduce spatial dependence:

(Ul, Vl | ηl)
ηl(v)≡hl(v,v(l))−−−−−−−−−−−→ (Uv,l, Vv,l | ηl(v)) −→ fv,l ≡ fUv,l|Vv,l

with model/function hl : D ×D → Hl, where Hl is the parameter space of ηl.

We illustrate the method starting with a bivariate Gaussian distribution and its con-
tinuous mixtures for real-valued data, followed by a general strategy that uses bivariate
copulas for data with general support. In these examples, the bivariate distribution
of (Ul, Vl) is specified focusing on the associated marginals. The bivariate distribution
specification can also build from compatible conditionals as illustrated in Section 3.3.

Gaussian and Continuous Mixture of Gaussian NNMP Models

Example 1 (Gaussian NNMP). For l = 1, . . . , L, take (Ul, Vl) to be a bivariate Gaussian
random vector with mean μl12 and covariance matrix Σl = σ2

l

( 1 ρl

ρl 1
)
, where 12 is

the two-dimensional column vector of ones, resulting in a Gaussian conditional density
fUl|Vl

(ul | vl) = N(ul | (1−ρl)μl+ρlvl, σ
2
l (1−ρ2

l )). If we extend the correlation parameter
to be spatially varying, ρl(v) = kl(v,v(l)), for a correlation function kl, we obtain the
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spatially varying conditional density,

p(z(v) | zNe(v)) =
L∑

l=1

wl(v)N(z(v) | (1−ρl(v))μl+ρl(v)z(v(l)), σ2
l (1−(ρl(v))2)). (3.3)

This NNMP is referred to as the Gaussian NNMP (GNNMP). Using Proposition 1, if
we take Z(s1) ∼ N(z |μ, σ2), and set μl = μ and σ2

l = σ2, for all l, the model has
stationary marginal given by the N(μ, σ2) distribution. We refer to this model as the
stationary GNNMP. The finite-dimensional distribution of the stationary GNNMP is
characterized by the following proposition.
Proposition 2. The finite-dimensional distributions of the stationary GNNMP model
are mixtures of multivariate Gaussian distributions.

Based on the GNNMP, various NNMP models with different families for (Ul, Vl)
can be constructed by exploiting location-scale mixtures of Gaussian distributions. We
illustrate the approach with the skew-GNNMP model.
Example 2 (Skew-GNNMP). Denote by TN(μ, σ2; a, b) the Gaussian distribution with
mean μ and variance σ2, truncated at the interval (a, b). Building from the GNNMP,
we start with a conditional bivariate Gaussian distribution for (Ul, Vl), given z0 ∼
TN(0, 1; 0,∞), where μl is replaced with μl + λlz0. Marginalizing out z0 yields the
bivariate skew-Gaussian distribution (Azzalini, 2013) for (Ul, Vl). Extending again ρl
to ρl(v), for all l, we can express the conditional density p(z(v) |zNe(v)) for the skew-
GNNMP model as

L∑
l=1

wl(v)
∫ ∞

0
N(z(v) |μl(v), σ2

l (v))TN(z0(v) |μ0l(v(l)), σ2
0l; 0,∞) dz0(v), (3.4)

where we have: μl(v) = {1−ρl(v)}{μl+λlz0(v)}+ρl(v)z(v(l)); σ2
l (v) = σ2

l {1−(ρl(v))2};
μ0l(v(l)) = {z(v(l))−μl}λl/(σ2

l +λ2
l ); and σ2

0l = σ2
l /(σ2

l +λ2
l ). Setting λl = λ, μl = μ, and

σ2
l = σ2, for all l, we obtain the stationary skew-GNNMP model, with skew-Gaussian

marginal fZ(z) = 2N(z |μ, λ2 + σ2)Φ((z − μ)λ/(σ
√
λ2 + σ2)), denoted as SN(μ, λ2 +

σ2, λ/σ), where λ ∈ R controls the skewness, and σ2 > 0 is a scale parameter. An
extension of the skew-GNNMP that allows λ to vary in space is explored in Section 5.2
for the Mediterranean Sea surface temperature data analysis.

The skew-GNNMP model is an example of a location mixture of Gaussian distri-
butions. Scale mixtures can also be considered to obtain for instance the Student-t
model. In that case, we replace the covariance matrix Σl with cΣl, taking c as a ran-
dom variable with an appropriate inverse-gamma distribution. Important families that
admit a location and/or scale mixture of Gaussians representation include the skew-t,
Laplace, and asymmetric Laplace distributions. Using a similar approach to the one for
the skew-GNNMP example, we can construct the corresponding NNMP models.

Copula NNMP Models and Kendall’s τ Coefficient

A copula function C : [0, 1]p → [0, 1] is a function such that, for any multivariate
distribution function F (z1, . . . , zp), there exists a copula C for which F (z1, . . . , zp) =
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C(F1(z1), . . . , Fp(zp)), where Fj is the marginal distribution function of Zj , j = 1, . . . , p
(Sklar, 1959). If Zj is continuous for all j, C is unique, and the joint density is given
by f(z1, . . . , zp) = c(z1, . . . , zp)

∏p
j=1 fj(zj), where c = ∂pC/(∂F1 . . . ∂Fp) is the copula

density, and fj is the density of Zj . A copula enables us to separate the modeling of the
marginal distributions from the dependence. Thus, the invariant condition in Propo-
sition 1 can be attained by specifying the stationary distribution FZ as the marginal
distribution of (Ul, Vl) for all l. The copula parameter that determines the dependence of
(Ul, Vl) can be modeled as spatially varying to create a sequence of spatially dependent
bivariate vectors (Uv,l, Vv,l). Here, we focus on continuous distributions, although this
strategy can be applied for any family of distributions for FZ . We consider bivariate
copulas with a single copula parameter, and illustrate next the construction of a copula
NNMP given a stationary marginal density fZ .
Example 3 (Copula NNMP). For the bivariate distribution of each (Ul, Vl) with mar-
ginals fUl

and fVl
, we consider a copula Cl with parameter ηl, for l = 1, . . . , L. We

obtain a spatially varying copula Cv,l for (Uv,l, Vv,l) by extending ηl to ηl(v). The joint
density of (Uv,l, Vv,l) is given by cv,l(z(v), z(v(l)))fUv,l

(z(v))fVv,l
(z(v(l))), where cv,l is

the copula density of Cv,l, and fUv,l
= fUl

and fVv,l
= fVl

are the marginal densities
of Uv,l and Vv,l, respectively. Given a pre-specified stationary marginal fZ , we replace
both fUv,l

and fVv,l
with fZ , for every v and for all l. We then obtain the conditional

density

p(z(v) | zNe(v)) =
L∑

l=1

wl(v) cv,l(z(v), z(v(l))) fZ(z(v)) (3.5)

that characterizes the stationary copula NNMP.

Under the copula framework, one strategy to specify the spatially varying param-
eter is through the Kendall’s τ coefficient. The Kendall’s τ , taking values in [−1, 1],
is a bivariate concordance measure with properties useful for non-Gaussian modeling.
In particular, its existence does not require finite second moment and it is invariant
under strictly increasing transformations. If (Ul, Vl) is continuous with a copula Cl,
its Kendall’s τ is ρτ,l = 4

∫
[0,1]2 CldCl − 1. Without loss of generality, we assume Cl

carries a single parameter. Taking Al ⊂ [−1, 1] as the range of ρτ,l, we can construct
a composition function hl := gl ◦ kl for some link function gl : Al → Hl and kernel
function kl : D × D → Al, where Hl is the parameter space associated with Cl. The
kernel kl should be specified with caution; kl must satisfy axioms in the definition of a
bivariate concordance measure (Joe 2014, Section 2.12). We illustrate the strategy with
the following example.

Spatial Gumbel Copula The bivariate Gumbel copula is an asymmetric copula useful
for modeling dependence when the marginals are positive and heavy-tailed. The spatial
Gumbel copula is defined as

Cv,l = exp
(
−
[ {

− logFUv,l
(z(v))

}ηl(v) +
{
− logFVv,l

(z(v(l)))
}ηl(v)]1/ηl(v))

,

where ηl(v) ∈ [1,∞) and perfect dependence is obtained if ηl(v) → ∞. The Kendall’s
τ is ρτ,l(v) = 1 − η−1

l (v), taking values in [0, 1]. We define ρτ,l(v) := kl(‖v − v(l)‖), an
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isotropic correlation function. Let gl(x) = (1−x)−1. Then, the function hl(‖v−v(l)‖) =
gl ◦ kl(‖v − v(l)‖) = (1 − kl(‖v − v(l)‖))−1. Thus, the parameter ηl(v) ≡ ηl(‖v − v(l)‖)
is given by hl(‖v − v(l)‖), and ηl(v) → ∞ as ‖v − v(l)‖ → 0.

After we define a spatially varying copula, we obtain a family of copula NNMPs by
choosing a desired family of marginal distributions. Examples of NNMPs with different
copulas and marginals are illustrated in Section 5.1.

Copula NNMP models offer avenues to capture complex dependence using general
bivariate copulas. Traditional spatial copula models specify the finite dimensional dis-
tributions of the underlying spatial process with a multivariate copula. However, the use
of multivariate copulas requires careful consideration in a spatial setting. For example,
it is common to assume that spatial processes exhibit stronger dependence at smaller
distances. Thus, copulas such as the multivariate Archimedean copula, that induce an
exchangeable dependence structure, are inappropriate. Though spatial vine copula mod-
els (Gräler, 2014) can resolve this restriction, their model structure and computation
are substantially more complicated than copula NNMP models.

3.3 Modeling Multivariate Dependence via Mixture Components

Section 3.1 and 3.2 develop approaches to constructing NNMP weights and compo-
nent densities. The versatility of the framework for modeling non-Gaussian data is
demonstrated with the examples of Section 3.2. We have shown that particular non-
Gaussian characteristics can be modeled using appropriate sets of base random vectors
(Ul, Vl). Spatial dependence between Ul and Vl is then introduced via a chosen de-
pendence measure which is not limited to Pearson’s correlation. Combined with the
idea of conditional probability modeling via structured mixtures, such a strategy pro-
vides a general approach to model non-Gaussian processes with spatially varying de-
pendence.

In this section, we demonstrate that specific NNMP model properties are driven
by distributional properties of the base random vectors (Ul, Vl). Note that the NNMP
conditional density in (2.4) corresponds to random vector (Z(v), Z(v(1)), . . . , Z(v(L)))�.
Its multivariate dependence can be quantified through the dependence structure of the
bivariate distributions for (Ul, Vl). We illustrate this feature by obtaining lower bounds
for two measures used to assess the strength of tail dependence.

The main assumption to establish tail dependence results is that the base random
vector (Ul, Vl) has stochastically increasing positive dependence. Ul is said to be stochas-
tically increasing in Vl, if P

(
Ul > ul |Vl = vl

)
increases as vl increases. The definition

can be extended to a multivariate random vector (Z1, . . . , Zp). Z1 is said to be stochasti-
cally increasing in (Z2, . . . , Zp) if P

(
Z1 > z1 |Z2 = z2, . . . , Zp = zp

)
≤ P

(
Z1 > z1 |Z2 =

z′2, . . . , Zp = z′p
)
, for all (z2, . . . , zp) and (z′2, . . . , z′p) in the support of (Z2, . . . , Zp),

where zj ≤ z′j , for j = 2, . . . , p. The conditional density in (2.4) implies that

P
(
Z(v) > z |ZNe(v) = zNe(v)

)
=

L∑
l=1

wl(v)P
(
Z(v) > z |Z(v(l)) = z(v(l))

)
.
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Therefore, Z(v) is stochastically increasing in ZNe(v) if Z(v) is stochastically increasing
in Z(v(l)) with respect to (Uv,l, Vv,l) for all l. If the sequence (Uv,l, Vv,l) is built from
the vector (Ul, Vl), then the set of base random vectors determines the stochastically
increasing positive dependence of Z(v) given its neighbors.

For a bivariate random vector (Ul, Vl), the upper and lower tail dependence coeffi-
cients, denoted as λH,l and λL,l, respectively, are λH,l = limq→1− P

(
Ul > F−1

Ul
(q) |Vl >

F−1
Vl

(q)
)

and λL,l = limq→0+ P
(
Ul ≤ F−1

Ul
(q) |Vl ≤ F−1

Vl
(q)

)
. When λH,l > 0, we say Ul

and Vl have upper tail dependence. When λH,l = 0, Ul and Vl are said to be asymp-
totically independent in the upper tail. Lower tail dependence and asymptotically in-
dependence in the lower tail are similarly defined using λL,l. Let FZ(v) be the marginal
distribution function of Z(v). Analogously, we can define the upper and lower tail de-
pendence coefficients for Z(v) given its nearest neighbors,

λH(v) = lim
q→1−

P
(
Z(v) > F−1

Z(v)(q) | Z(v(1)) > F−1
Z(v(1))(q), . . . , Z(v(L)) > F−1

Z(v(L))(q)
)
,

λL(v) = lim
q→0+

P
(
Z(v) ≤ F−1

Z(v)(q) | Z(v(1)) ≤ F−1
Z(v(1))(q), . . . , Z(v(L)) ≤ F−1

Z(v(L))(q)
)
.

The following proposition provides lower bounds for the tail dependence coefficients.

Proposition 3. Consider an NNMP for which the component density fv,l is specified by
the conditional density of Uv,l given Vv,l, where the random vector (Uv,l, Vv,l) follows
a bivariate distribution with marginal distribution functions FUv,l

and FVv,l
, for l =

1, . . . , L. The spatial dependence of (Uv,l, Vv,l) is built from the base vector (Ul, Vl),
which has a bivariate distribution such that Ul is stochastically increasing in Vl, for
l = 1, . . . , L. Then, for every v, the lower bound for the upper tail dependence coefficient
λH(v) is

∑L
l=1 wl(v) limq→1− P

(
Z(v) > F−1

Uv,l
(q) |Z(v(l)) = F−1

Vv,l
(q)

)
, and the lower

bound for the lower tail dependence coefficient λL(v) is
∑L

l=1 wl(v) limq→0+ P
(
Z(v) ≤

F−1
Uv,l

(q) |Z(v(l)) = F−1
Vv,l

(q)
)
.

Proposition 3 establishes that the lower and upper tail dependence coefficients are
bounded below by a convex combination of, respectively, the limits of the conditional
distribution functions and the conditional survival functions. These are fully determined
by the dependence structure of the bivariate distribution for (Ul, Vl). We illustrate the
result of Proposition 3 with the following example.

Lomax NNMP Models Consider bivariate Lomax distributions (Arnold et al., 1999)
for (Ul, Vl), l = 1, . . . , L, specified through Lomax conditionals: fUl|Vl

= Lo(u | v+φl, αl)
and fVl|Ul

= Lo(v |u + φl, αl). Here, Lo(x |φ, α) = αφ−1(1 + xφ−1)−(α+1) denotes the
Lomax density, i.e., a shifted version of the Pareto Type I density. A small value of α
indicates a heavy tail. Extending αl to αl(v), we obtain a Lomax NNMP conditional
density, p(z(v) |zNe(v)) =

∑L
l=1 wl(v) Lo(z(v) | z(v(l))+φl, αl(v)). The component con-

ditional survival function of the Lomax NNMP, expressed in terms of the quantile q, is{
1 + F−1

Uv,l
(q)/

(
F−1
Vv,l

(q) + φl

)}−αl(v) which converges to 2−αl(v) as q → 1−. Therefore,
the lower bound for λH(v) is

∑L
l=1 wl(v) 2−αl(v). As αl(v) → 0 for all l, the lower bound
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for λH(v) tends to one, and hence λH(v) tends to one, since λH(v) ≤ 1. As αl(v) → ∞
for all l, the lower bound tends to zero.

The Lomax example demonstrates an alternate strategy to construct NNMP mod-
els: specify the bivariate distribution of (Ul, Vl) through compatible conditionals fUl|Vl

and fVl|Ul
, and extend fUl|Vl

to fUv,l|Vv,l
. Compatibility of conditionals refers to the

existence of a bivariate distribution that has the given conditionals (Arnold and Press,
1989). This strategy provides the means to build NNMPs directly according to de-
sired conditional dependence. For example, the Lomax model attains perfect upper
tail dependence coefficient, with respect to the conditional density in (2.4), when its
component shape parameters αl(v) → 0 for all l. In general, NNMPs built from com-
patible conditionals do not have a stationary marginal distribution. This is in con-
trast to the examples of Section 3.2 where NNMP models are specified focusing on
marginals.

Proposition 3 holds for the general framework. If the distribution of (Ul, Vl) with
FUl

= FVl
has first-order partial derivatives and exchangeable dependence, namely

(Ul, Vl) and (Vl, Ul) have the same joint distribution, the lower bounds of the tail de-
pendence coefficients depend on the component tail dependence coefficients. The result
is summarized in the following corollary.

Corollary 1. Suppose that the base random vector (Ul, Vl) in Proposition 3 is ex-
changeable, and its bivariate distribution with marginals FUl

= FVl
has first-order par-

tial derivatives, for all l. Then the upper and lower tail dependence coefficients λH(v)
and λL(v) are bounded below by

∑L
l=1 wl(v)λH,l(v)/2 and

∑L
l=1 wl(v)λL,l(v)/2, where

λH,l(v) and λL,l(v) are the tail dependence coefficients with respect to (Uv,l, Vv,l).

Under Corollary 1, if the bivariate distribution of (Ul, Vl) is symmetric, for instance,
an elliptically symmetric distribution, the upper and lower tail dependence coefficients
coincide, and can simply be denoted as λ(v). It follows that λ(v) ≥

∑L
l=1 wl(v)λl(v)/2,

where λl(v) is the tail dependence coefficient with respect to (Uv,l, Vv,l).

Tail dependence can also be quantified using the boundary of the conditional dis-
tribution function, as proposed in Hua and Joe (2014) for a bivariate random vector.
In particular, the upper tail dependence of (Ul, Vl) is said to have some strength if
FUl|Vl

(
F−1
Ul

(q) |F−1
Vl

(1)
)

is positive at q = 1. Likewise, a non-zero FUl|Vl

(
F−1
Ul

(q) |F−1
Vl

(0)
)

at q = 0 indicates some strength of dependence in the lower tails. The functions
FUl|Vl

(
· | F−1

Vl
(0)

)
and FUl|Vl

(
· | F−1

Vl
(1)

)
are referred to as the boundary conditional

distribution functions.

We use F1|2
(
· |F−1

ZNe(v)
(q)

)
for simpler notation for the conditional distribution

function of Z(v), F
(
· |Z(v(1)) = F−1

Z(v(1))(q), . . . , Z(v(L)) = F−1
Z(v(L))(q)

)
. Then F1|2

(
·

|F−1
ZNe(v)

(0)
)

and F1|2
(
· |F−1

ZNe(v)
(1)

)
are the boundary conditional distribution func-

tions for the NNMP model. The upper tail dependence is said to be i) strongest if
F1|2

(
F−1
Z(v)(q) |F

−1
ZNe(v)

(1)
)

equals 0 for 0 ≤ q < 1 and has a mass of 1 at q = 1; ii) inter-
mediate if F1|2

(
F−1
Z(v)(q) |F

−1
ZNe(v)

(1)
)

has positive but not unit mass at q = 1; iii) weakest
if F1|2

(
F−1
Z(v)(q) |F

−1
ZNe(v)

(1)
)

has no mass at q = 1. The strength of lower tail dependence
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is defined likewise using F1|2
(
F−1
Z(v)(q) |F

−1
ZNe(v)

(0)
)
. The following result provides lower

bounds for the boundary conditional distribution functions.

Proposition 4. Consider an NNMP for which the component density fv,l is speci-
fied by the conditional density of Uv,l given Vv,l. The spatial dependence of the random
vector (Uv,l, Vv,l) is built from the base vector (Ul, Vl), which has a bivariate distribu-
tion such that Ul is stochastically increasing in Vl, for l = 1, . . . , L. Let λL,l(v) and
λH,l(v) be the lower and upper tail dependence coefficients corresponding to (Uv,l, Vv,l).
If for a given v, there exists λL,l(v) > 0 for some l, then the conditional distribu-
tion function F1|2

(
F−1
Z(v)(q) |F

−1
ZNe(v)

(0)
)

has strictly positive mass p0(v) at q = 0 with
p0(v) ≥

∑L
l=1 wl(v)λL,l(v). Similarly, if for a given v, there exists λH,l(v) > 0 for

some l, then the conditional distribution function F1|2
(
F−1
Z(v)(q) |F

−1
ZNe(v)

(1)
)

has strictly
positive mass p1(v) at q = 1 with p1(v) ≥

∑L
l=1 wl(v)λH,l(v).

Proposition 4 complements Proposition 3 to assess strength of tail dependence. When
interest lies in tail dependence properties, these propositions can help guide the choice of
appropriate families of bivariate distributions for the random vectors (Ul, Vl). The results
are particularly useful for bivariate distributions build from copulas, which yield explicit
expressions for the tail dependence coefficients. For example, the spatial Gumbel copula
Cv,l in Section 3.2 has upper tail dependence coefficient 2 − 21/ηl(v) > 0 for ηl(v) > 1.
This implies that the tail dependence of a Gumbel copula NNMP model has some
strength if ηl(v) > 1 for some l. In fact, applying the result in Hua and Joe (2014), with
a Gumbel copula, F1|2

(
F−1
Z(v)(q) |F

−1
ZNe(v)

(1)
)

degenerates at q = 1, implying strongest
tail dependence. An example that implements the Gumbel copula NNMP model can be
found in Section 5.1.

4 Bayesian Hierarchical Model and Inference
4.1 Hierarchical Model Formulation

We introduce the general approach for NNMP Bayesian implementation, treating the
observed spatial responses as an NNMP realization. The inferential framework can be
easily extended to incorporate model components that may be needed in practical set-
tings, such as covariates and additional error terms. We illustrate the extensions with
the real data analysis in Section 5.2 and in the Supplementary Material, and provide
further discussion in Section 6.

Our approach for inference is based on a likelihood conditional on the first L elements
of the realization zS = (z(s1), . . . , z(sn))� over the reference set S ⊂ D. Following
a commonly used approach for mixture models fitting, we use data augmentation to
facilitate inference. For z(si), i = L+ 1, . . . , n, we introduce a configuration variable i,
taking values in {1, . . . , L}, such that P

(
i |w(si)

)
=

∑L
l=1 wl(si)δl(i), where δl(i) = 1

if i = l and 0 otherwise. Conditional on the configuration variables and the vector
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(z(s1), . . . , z(sL))�, the augmented model on z(si) is

z(si) | z(s(i,�i)), i,θ
ind.∼ fsi,�i(z(si) | z(s(i,�i)),θ),

i | w(si)
ind.∼

L∑
l=1

wl(si)δl(i),
(4.1)

where θ collects the parameters of the densities fsi,l for all l.

The full Bayesian model is completed with prior specification for parameters θ, ζ,γ,
and κ2. The priors for θ and ζ depend on the choices of the densities fsi,l and the cutoff
point kernel k′, respectively. For parameters γ and κ2, we specify N(γ |μγ ,Vγ) and
IG(κ2 |uκ2 , vκ2) priors, respectively, where IG denotes the inverse gamma distribution.

4.2 Estimation and Prediction

We implement an MCMC sampler to simulate from the posterior distribution of the
model parameters. To allow for efficient simulation of γ and κ2, we associate each y(si)
with a latent Gaussian variable ti with mean μ(si) and variance κ2. There is a one-to-
one correspondence between the configuration variables i and latent variables ti: i = l
if and only if ti ∈ (r∗si,l−1, r

∗
si,l

) where r∗si,l
= log(rsi,l/(1 − rsi,l)), for l = 1, . . . , L. The

posterior distribution of the model parameters, based on the new augmented model, is

p(θ,ζ,γ, κ2, {ti}ni=L+1 |zS) ∝ πθ(θ) × πζ(ζ) ×N(γ |μγ ,Vγ) × IG(κ2 |uκ2 , vκ2)

×N(t |Dγ, κ2In−L) ×
n∏

i=L+1

L∑
l=1

fsi,l(z(si) | z(s(il)),θ)1(r∗si,l−1,r
∗
si,l

)(ti),

where πθ and πζ are the priors for θ and ζ, respectively, In−L is an (n− L) × (n− L)
identity matrix, the vector t = (tL+1, . . . , tn)�, and the matrix D is (n − L) × 3 such
that the ith row is (1, sL+i,1, sL+i,2).

The posterior full conditional distribution of θ depends on the form of fsi,l. Details
for the models implemented in Section 5 are given in the Supplementary Material. To
update ζ, we first marginalize out the latent variables ti from the joint posterior dis-
tribution. We then update ζ using a random walk Metropolis step with target density
πζ(ζ)

∏n
i=L+1{Gsi(rsi,�i |μ(si), κ2) − Gsi(rsi,�i−1 |μ(si), κ2)}. The posterior full con-

ditional distribution of ti is
∑iL

l=1 ql(si)TN(ti |μ(si), κ2; r∗si,l−1, r
∗
si,l

), where ql(si) ∝
wl(si)fsi,l(z(si) | z(s(il)),θ) and wl(si) = Gsi(rsi,l |μ(si), κ2) − Gsi(rsi,l−1 |μ(si), κ2),
for l = 1, . . . , L. Hence, each ti can be updated by sampling from the l-th truncated
Gaussian with probability proportional to ql(si). The posterior full conditional distribu-
tion of γ is N(γ |μ∗

γ ,V
∗
γ ), where V ∗

γ = (V −1
γ + κ−2D�D)−1 and μ∗

γ = V ∗
γ (V −1

γ μγ +
κ−2D�t). The posterior full conditional distribution of κ2 is IG(κ2 |uκ2+(n−L)/2, vκ2+∑n

i=L+1(ti − μ(si))2/2).

Turning to prediction, let v0 ∈ D. We obtain posterior predictive samples of z(v0)
as follows. If v0 /∈ S, for each posterior sample of the parameters, we first compute
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the cutoff points rv0,l, such that rv0,l − rv0,l−1 = k′(v0,v(0l) | ζ)/
∑L

l=1 k
′(v0,v(0l) | ζ),

and obtain the weights wl(v0) = Gv0(rv0,l | μ(v0), κ2) − Gv0(rv0,l−1 |μ(v0), κ2), for
l = 1, . . . , L. We then predict z(v0) using (2.3). If v0 ≡ si ∈ S, we generate z(v0)
similarly, but using samples for the weights collected from the posterior simulation, and
applying (2.2) instead of (2.3) to generate z(v0).

5 Data Illustrations
5.1 Simulation Study

We have conducted several simulation experiments to study the inferential benefits of the
NNMP modeling framework. Here, we focus on illustrating the proposed methodology,
and present two synthetic data examples corresponding to data that are positive-valued
and heavy-tailed, and have bounded support. We also evaluated NNMP model inference
and prediction for different non-Gaussian characteristics, such as for data that are pro-
portions or that arise under different levels of skewness, by comparison with alternative
spatial models. The models used for comparison and other details of the simulation
study can be found in the Supplementary Material. We note that in all simulation
experiments, the underlying data generating mechanism is different from the NNMP.

In each experiment, we created a regular grid of 100 × 100 resolution on a unit
square domain, and generated data over the grid. We then randomly selected 2000
locations as the reference set with a random ordering for model fitting. For the purpose
of illustration, we chose neighborhood size L = 10 for all cases.

Results are based on posterior samples collected every 10 iterations from a Markov
chain of 30000 iterations, with the first 10000 samples being discarded. Implementation
details for all models are provided in the Supplementary Material. The MCMC algo-
rithms were implemented in the R programming language on a computer with a 2-GHz
Intel Core i5 processor and 32-GB RAM. We integrated C++ code for the update of
latent variables without particular emphasis on optimizing the code. The computing
time for the models in the following experiments was around 20 minutes.

First Simulation Experiment

We demonstrate the use of copulas to construct NNMPs for tail dependence modeling.
Our focus is on illustrating the flexibility of copula NNMP models to capture complex
dependence structures, and not specifically on extreme value modeling. To this end,
we generated data from random field y(v) = F−1(Tν(ω(v))

)
,v ∈ D; see Figure 1(a).

Here, ω(v) is a standard Student-t process with tail parameter ν and scale matrix
specified by an exponential correlation function with range parameter φw, and the
distribution functions F and Tν correspond to a gamma distribution, Ga(2, 2) with
mean 1, and a standard Student-t distribution with tail parameter ν, respectively. For a
given pair of locations in D with correlation ρ0 = exp(−d0/φw), the corresponding tail
dependence coefficient of the random field is χν = 2Tν+1

(
−
√

(1 + ν)(1 − ρ0)/(1 + ρ0)
)
.

We took φw = 1/12, and chose ν = 10 so that the synthetic data exhibits moderate tail
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Figure 2: Synthetic data analysis – first simulation experiment. Top panels are the
interpolated surface of the true field and posterior median estimates from both models.
Bottom panels are estimated marginal densities and conditional survival probabilities
from the two models. The green dashed lines correspond to the true model. The red
(blue) dashed lines and shaded regions are the posterior mean and 95% credible interval
estimates from the Gaussian (Gumbel) copula NNMP models.

dependence at close distance, and the dependence decreases rapidly as the distance d0
becomes larger. In particular, for ρ0 = 0.05, 0.5, 0.95, we obtain χ10 = 0.01, 0.08, 0.61,
respectively.

We applied two copula NNMP models. The models are of the form in (3.5) with
stationary gamma marginal Ga(a, b) with mean a/b. In the first model, the component
copula density cv,l corresponds to a bivariate Gaussian copula, which is known to be
unsuitable for tail dependence modeling. The spatially varying correlation parameter of
the copula was specified by an exponential correlation function with range parameter φ1.
In the second model, we consider a spatial Gumbel copula as in Section 3.2. The copula
spatially varying parameter is defined with the link function ηl(v) ≡ ηl(‖v − v(l)‖) =
min{(1 − exp(−‖v − v(l)‖/φ2))−1, 50}, where the upper bound 50 ensures numerical
stability. When ηl(d0) = 50, exp(−d0/φ2) = 0.98. With this link function, we assume
that given φ2, the strength of the tail dependence with respect to the lth component
of the Gumbel model, stays the same for any distance between two locations smaller
than d0. For the cutoff point kernels, we specified an exponential correlation function
with range parameters ζ1 and ζ2, respectively, for each model. The Bayesian model is
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completed with a IG(3, 1/3) prior for φ1 and φ2, a Ga(1, 1) prior for a and b, a IG(3, 0.2)
prior for ζ1 and ζ2, and N(γ | (−1.5, 0, 0)�, 2I3) and IG(κ2 | 3, 1) priors.

Figure 2 shows the random fields, marginal densities, and conditional survival prob-
abilities estimated by the two models. From Figure 2(a)–2(c), we see that, comparing
with the true field, the posterior median estimate by the Gumbel copula model seems
to recover the large values better than the Gaussian copula model. Besides, as shown
in Figure 2(d), the Gumbel copula model provides a more accurate estimate of the
marginal distribution, especially in the tails. We computed the conditional survival
probabilities at two different unobserved sites marked in Figure 2(a). In particular, sites
1 and 2 are surrounded by reference set observations with moderate and large values,
respectively. The Gumbel copula model provides much more accurate estimates of the
conditional survival probabilities, indicating that the model captures better the tail
dependence structure in the data. Overall, this example demonstrates that the Gum-
bel copula NNMP model is a useful option for modeling spatial processes with tail
dependence, as well as the flexibility of the NNMP framework for modeling complex
dependence using different bivariate copulas.

Second Simulation Experiment

Many spatial processes are measured over a compact interval. As an example, data
on proportions are common in ecological applications. In this experiment, we demon-
strate the effectiveness of the NNMP model for directly modeling bounded spatial data.
In particular, we generated data using the following model, y(v) = F−1(Φ(ω(v))

)
,

v ∈ D, where the distribution function F corresponds to a beta distribution, denoted
as Beta(a0, b0), and ω(v) is a standard Gaussian process with exponential correlation
function with range parameter 0.1. We set a0 = 3, b0 = 6.

We applied a Gaussian copula NNMP model with stationary marginal Beta(a, b),
with the same spatial Gaussian copula and prior specification used in the first simulation
experiment. Figure 3(b) shows the estimated random field which captures well the main
features of the true field in Figure 3(a). The posterior mean and pointwise 95% credible
interval of the estimated marginal density in Figure 3(c) overlay on the data histogram.
These show that the beta NNMP estimation and prediction provide good approximation
to the true field.

Finally, it is worth mentioning that implementing the beta NNMP model is simpler
than fitting existing models for data corresponding to proportions. For example, a spa-
tial Gaussian copula model, which corresponds to the data generating process of this
experiment, involves computations for large matrices. Alternatively, if a multivariate
non-Gaussian copula is used, the resulting likelihood can be intractable and require cer-
tain approximations. Another model that is commonly used in this setting is a spatial
generalized linear mixed model. The spatial element in the model is introduced through
the transformed mean of the observations. A sample-based approach to fit such model
requires sampling a large number of highly correlated latent variables. We compared
the Beta NNMP model’s predictive performance with alternative models for bounded
data generated from the two aforementioned settings. The model comparison results
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Figure 3: Synthetic data analysis – second simulation experiment. Panels (a) and (b) are
the interpolated surface of the true field and posterior median estimate from the beta
NNMP model, respectively. In Panel (c), the green dotted line corresponds to the true
marginal. The red dash line and shaded region are the posterior mean and pointwise
95% credible interval for the estimated marginal.

indicate that the beta NNMP model performs well. Interested readers are referred to
the Supplementary Material for details.

5.2 Mediterranean Sea Surface Temperature Data Analysis

The study of Ocean’s dynamics is crucial for understanding climate variability. One of
the most valuable sources of information regarding the evolution of the state of the
ocean is provided by the centuries-long record of temperature observations from the
surface of the oceans. The record of sea surface temperatures consists of data collected
over time at irregularly scattered locations. In this section, we examine the sea surface
temperature from the Mediterranean Sea area during December 2003.

It is well known that the Mediterranean Sea area produces very heterogeneous tem-
perature fields. A goal of the spatial analysis of sea surface temperature in the area is to
generate a spatially continuous field that accounts for the complexity of the surrounding
coastlines as well as the non-linear dynamics of the circulation system. An additional
source of complexity comes from the data collection process. Historically, the observa-
tions are collected from different types of devices: buckets launched from navigating
vessels, readings from the water intake of ships’ engine rooms, moored buoys, and drift-
ing buoys (Kirsner and Sansó, 2020). The source of some observations is known, but
not all the data are labelled. A thorough case study will be needed to include all this
information in order to account for possible heterogeneities due to the different measur-
ing devices. That is beyond the scope of this paper. We will focus on demonstrating the
ability of the proposed framework to model non-Gaussian spatial processes that, hope-
fully, capture the complexities of the physical process and the data collection protocol.
We notice that in the original record several sites had multiple observations. In those
cases we took the median of the observations, resulting in a total of 1966 observations.
The data are shown in Figure 4.
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Figure 4: Mediterranean Sea surface temperature data analysis: observed sea surface
temperature during December 2003.

We first examine the Gaussianity assumption for the data. We compare the GNNMP
and the NNGP models over a subset of the region where the ocean dynamics are known
to be complex and the observations are heterogeneous. The model comparison is detailed
in the Supplementary Material and the results support the GNNMP model.

In light of the evidence (Pisano et al., 2020) that sea surface temperature spatial
patterns are different over Mediterranean sub-basins, shown in Figure 5(a), which are
characterized by different dynamics and high variability of surface currents (Bouzaiene
et al., 2020), we further investigate the sea surface temperature over those sub-basins.
We fitted a non-spatial linear model to all data, including longitude and latitude as
covariates, and obtained residuals from the linear model. Figure 5(b) shows that the
histograms of the residuals are asymmetric over the sub-basins, indicating potential
skewness in the marginal distribution, with levels of skewness that vary across sub-
basins.

An Extended Skew-Gaussian NNMP Model

The exploratory data analysis suggests the need for a spatial model that can capture
skewness. We thus analyze the full data set with an extension of the skew-GNNMP
model in (3.4).

The new model has two features that extend the skew-GNNMP: (i) it incorpo-
rates a fixed effect through the location parameter of the mixture component; (ii) it
allows the skewness parameter λ to vary in space. More specifically, the spatially
varying conditional density fv,l of the model builds from a Gaussian random vec-
tor with mean

(
x(v)�β + λ(v)z0(v), x(v(l))�β + λ(v(l))z0(v)

)� and covariance matrix
σ2

(
1 ρl(v)

ρl(v) 1

)
, where x(v) = (1, v1, v2)� and z0(v) ∼ TN(0, 1; 0,∞), for all v and for

all l, and (v1, v2) are longitude and latitude.
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Figure 5: Mediterranean Sea surface temperature data analysis. Panels (a) and (b)
are partitions according to Mediterranean sub-basins and histograms of the residuals
obtained from a non-spatial linear model. Panels (c) and (d) are posterior median and
95% credible interval estimates of the sea surface temperature from the extended skew-
GNNMP model.

The conditional density p(y(v) |yNe(v)) of the extended model is

L∑
l=1

wl(v)
∫ ∞

0
N(y(v) |μl(v), σ2

l (v))TN(z0(v) |μ0l(v(l)), σ2
0l(v(l)); 0,∞)dz0(v), (5.1)

with parameters μl(v) = x(v)�β+λ(v)z0(v)+ρl(v){y(v(l))−x(v(l))�β−λ(v(l))z0(v)},
σ2
l (v) = σ2{1 − (ρl(v))2}, μ0l(v(l)) = {y(v(l)) − x(v(l))�β}λ(v(l))/{σ2 + (λ(v(l)))2},

and σ2
0l(v(l)) = σ2/{σ2 +(λ(v(l)))2}. Marginalizing out z0(v), the marginal distribution

of Y (v) is SN
(
x(v)�β, (λ(v))2 + σ2, λ(v)/σ

)
, based on the result of Proposition 1.

We model the spatially varying λ(v) via a partitioning approach. In particular, we
partition the Mediterranean Sea D according to the sub-basins, that is, D =

⋃K
k=1 Pk,

Pi∩Pj = ∅ for i �= j, where K = 5. For all v ∈ Pk, we take λ(v) = λk, for k = 1, . . . ,K.
The partitions P1, . . . , PK correspond to the sub-basins: Westernmost Mediterranean
Sea, Tyrrhenian Sea, Adriatic Sea, Ionian Sea, and Aegean-Levantine Sea, respectively.
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We applied the extended skew-GNNMP model (5.1) using the whole data set as
the reference set, with L chosen to be 10, 15 or 20. The regression parameters β =
(β0, β1, β2)� were assigned mean-zero, dispersed normal priors. For the parameters of
the skew-Gaussian marginal, each element of λ = (λ1, . . . , λ5) received a N(0, 5) prior,
and σ2 was assigned an IG(3, 1) prior. We used the same prior specification for other pa-
rameters as in the first simulation experiment. Posterior inference was based on thinned
samples retaining every 4th iteration, from a total of 30000 samples with a burn-in of
10000 samples.

Results

We focus on the estimation of the regression and marginal distribution parameters
β, λ and σ2. We report the estimates for L = 15; they were similar for L = 10 or
20. The posterior mean and 95% credible interval estimates of β0, β1, and β2 were
29.07 (24.80, 31.73), 0.12 (0.09, 0.15), and −0.34 (−0.41,−0.23), indicating that there
was an increasing trend in the sea surface temperature as longitude increased and lati-
tude decreased. The corresponding posterior estimates of (λ1, . . . , λ5) were, respectively,
−0.39 (−0.97, 0.18), −1.40 (−2.16,−0.66), −2.49 (−4.19,−1.16), −1.58 (−2.55,−0.58),
and −2.67 (−3.90,−1.73), and the posterior estimate of σ2 was 1.50 (1.17, 1.97). These
estimates suggest different levels of left skewness over the sub-basins except for the
Westernmost Mediterranean Sea.

Figure 5(c) provides the posterior median estimate of the sea surface temperature
over a dense grid of locations on the Mediterranean Sea. Compared to Figure 4, the
estimate generally resembles the observed pattern. The prediction was quite smooth
even for areas with few observations. The 95% credible interval width of the prediction
over the gridded locations, as shown in Figure 5(d), demonstrates that the model de-
scribes the uncertainty in accordance with the observed data structure; the uncertainty
is higher in areas where there are fewer observations or the observations are volatile.

6 Discussion
We have introduced a class of DAG-based mixture models for non-Gaussian processes.
Existing approaches to handle non-Gaussian spatial data commonly rely on transform-
ing the data or using latent Gaussian processes. This article adds an alternative that
provides direct spatial modeling. On the other hand, it does not preclude the possibility
of including a latent process in a hierarchical NNMP model, when the assumption of
a latent process is of interest in real data applications. In fact, this idea is illustrated
in Section 5.2 where the spatially-dependent skewness parameter is modeled using a
partitioning approach. Additionally, the NNMP allows for working with different non-
Gaussian characteristics in a unified manner, for example, skewed and heavy-tailed dis-
tributions, and distributions that are positive-valued or have bounded support. This is
achieved through specifying bivariate distributions for the mixture components with ap-
propriate marginals. We plan to develop a statistical package that implements NNMPs
given a pre-specified family of marginals. The package will provide more accessibility to
fully Bayesian inference for non-Gaussian spatial processes.
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To incorporate covariates, the NNMP can be embedded in an additive or multiplica-
tive model. The former is illustrated in the Supplementary Material with a spatially
varying regression model. Under an additive model, the posterior simulation algorithm
requires extra care as it involves sequential updating of the elements in zS . This may
induce slow convergence behavior. An alternative strategy for covariate inclusion is to
model the weights or some parameter(s) of the spatially varying conditional density as a
function of covariates. For example, in Section 5.2, we modeled the location parameter
of the skew-Gaussian marginal as a linear function of the covariates. Posterior simula-
tion under this approach is easily developed by modifying the update of the relevant
parameters discussed in Section 4.2 to that of the regression coefficients.

The NNMP model structure not only bypasses all the potential issues from large
matrix operations, but it also enhances modeling power. Kernel functions, such as wave
covariance functions, that are impractical for Gaussian process-based models due to nu-
merical instability from matrix inversion, can be used as link functions for the spatially
varying parameter of the NNMP. On the other hand, using mixtures to represent a joint
distribution may complicate study of general model properties under marginalization;
possible exceptions include models that build from the GNNMP which has closed-form
finite-dimensional distributions. The same challenge is also found in latent process mod-
eling methods for non-Gaussian spatial data, such as in the class of spatial generalized
linear mixed models. Another potential limitation due to the mixture model structure
is that the posterior simulation algorithm may experience slow convergence issues. Fur-
ther development is needed on efficient algorithms for fast computation, especially when
dealing with massive, complex data sets.

We have focused in this article on a modeling framework for continuous data. The
approach can be naturally extended to handle discrete spatial data. Combining the idea
of building NNMPs based on copulas with discrete distributions offers a new model-
ing avenue to geostatistical models for discrete data, in which a parametric family is
typically assumed for the data marginals. However, copulas linking discrete distribu-
tions hold different properties from continuous ones because of the unique structures in
discrete random variables; see, e.g., the review in Genest and Nešlehová (2007). Conse-
quently, copula modeling for discrete data typically requires careful treatment relative
to its continuous analogues, as in, e.g., the pair copula construction (Panagiotelis et al.,
2012). Regarding inference, it is well known that discrete copula models present com-
putational challenges (Smith and Khaled, 2012). Extra development of algorithms for
fast computation is needed when using the copula NNMP for discrete data. Therefore,
we introduce the extension to modeling discrete data in a separate article (Zheng et al.,
2023). Modeling options for geostatistical discrete data in the existing literature involve
either spatial generalized linear mixed models or spatial copula models (Madsen, 2009).
However, owing to their structures, both models have limitations with respect to the
distributional assumption for the spatial random effects, as well as in computational
efficiency. The extension to discrete NNMP models has the potential to provide both
inferential and computational benefits in modeling large discrete data sets.

It is also interesting to explore analysis of spatial extremes using the NNMP frame-
work. We developed guidelines in Section 3.3 to specify NNMPs focusing on strength
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of tail dependence. The results highlight the ability of the NNMP model structure to
capture local tail dependence at different levels, controlled by the mixture component
bivariate distributions, e.g., with a class of bivariate extreme-value copulas. Moreover,
using NNMPs for spatial extreme value modeling allows for efficient implementation of
inference which is typically a challenge with existing approaches (Davison et al., 2012).

Other research directions include extensions to multivariate and spatio-temporal
settings. The former extension requires families of high-dimensional multivariate distri-
butions to construct an NNMP. Effective strategies will be needed to define the spatially
varying multivariate distributions that balance flexibility and scalability. When it comes
to a joint model over time and space, there is large scope for exploring the integration
of the time component into the model, including extending the NNMP weights or the
NNMP mixture components.

Supplementary Material
Supplementary Material for “Nearest-Neighbor Mixture Models for Non-Gaussian Spa-
tial Processes” (DOI: 10.1214/23-BA1405SUPP; .pdf). The Supplementary Material
includes proofs of the propositions and corollary, additional data examples, and imple-
mentation details. The source code and data are available at github.com/xzheng42.
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