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#### Abstract

This article develops statistical methods for testing the equality of two distributions based on two independent samples generated in some separable metric space. Such methods are broadly applicable in identifying similarity or distinction of two complicated data sets (e.g., high-dimensional data or functional data) collected in a wide range of research or industry areas, including biology, bioinformatics, medicine, material science, among others. Recently a so-called maximum mean discrepancy (MMD) based approach for the above two-sample problem has been proposed, resulting in several interesting tests. However, the main theoretical and numerical results of these MMD based tests depend on the very restricted assumption that the two samples have equal sample sizes. In addition, these tests are generally implemented via permutation when the equal sample size assumption is violated. In real data analysis, this equal sample size assumption is hardly satisfied, and dropping away some of the observations often means the loss of priceless information. It is also of interest to know if an MMDbased test can be conducted generally without using permutation. In this paper, we further study this MMD based approach with the equal sample size assumption removed. We establish the asymptotic null and alternative distributions of the MMD test statistic and its root- $n$ consistency. We propose methods for approximating the null distribution, resulting in easy and quick implementation. Numerical experiments based on artificial data and two real data sets from two different areas of applications demonstrate that in terms of control of the type I error level and power, the resulting tests perform better or no worse than several existing competitors.
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## 1. Introduction

### 1.1. Two-sample problem and some applications

With the development of data collection techniques, complicated multivariate data objects (e.g., high-dimensional data or functional data) in some separable metric space are frequently encountered in various areas including biology, bioinformatics, medicine, material science, among others. For such data, we focus on the problem of comparing two samples based on their distributions. We investigate a statistical test, which compares the null hypothesis of equal distributions against the alternative hypothesis, in which distributions are not equal. This is known as the two-sample problem.

Statistical tests for this problem are applicable in many areas. One of them is an important issue of data integration, i.e., we investigate if two samples are part of the same larger dataset, or if they should be treated as originating from two different sources. For example, in bioinformatics, the two samples of microarray data based on different experimental methods and lab facilities are often of interest. Specimens obtained from these different settings need to be compared to decide whether all specimens can be analyzed together. This is reasonable since when we do not reject the null hypothesis, the two samples can be combined into one larger sample, which can be used for further and more accurate analysis. On the other hand, rejecting the equality of distributions indicates a difference in the way samples are generated, which means observations should not be integrated directly. It is also of interest to differentiate between groups of people who are healthy or ill, or who suffer from different subtypes of a particular cancer. One can also think about integrating two sets of observations for different subtypes of cancer into one joint class, or treating them as distinct sets.

For the two-sample problem, there are many solutions in the literature. The first one is probably the multivariate version of the t-test by Hotelling [14], which however is constructed based on the assumption of multivariate normality with identical and unknown covariance structure, limiting its applicability. This drawback is overcome by non-parametric test such as the Kolmogorov-Smirnov test and the Wald-Wolfowitz runs test and their multivariate extensions [3, 9]. Nevertheless, there are many modern tests with better properties. Some of them are the further extensions of these classical tests. For example, the shrinkagebased diagonal Hotelling's tests [7]. In particular, the tests using characteristic functions deserve attention. They are constructed based on an estimator of the weighted distance between characteristic functions of two random vectors with a certain weight function. Perhaps the most famous one is the so-called energy test [22], while recently, Chen et al. [5] propose a modification of this test by using a density of some random distribution as the weight function. Several tests proposed in [17] are also interesting. The other class of tests is based on the maximum mean discrepancy (MMD), which is also considered in this paper. We review known results in more detail in the next section.

### 1.2. Existing maximum mean discrepancy based tests

The MMD based two-sample test for equal distributions is introduced by Borgwardt et al. [4]. Their results are expanded by Smola et al. [21], which use a Hilbert space embedding. In these tests, the test statistic is based on the maximum deviation of the expectation of a function evaluated on each of the random variables, taken over a sufficiently rich function class. The choice of this class is crucial. Fortunately, considering a reproducing kernel Hilbert space, the MMD statistic can be easily derived (see Section 2). For a given data type, the kernel can be appropriately chosen. For this reason, the MMD test is applicable in all data types, such as vectors, strings, and graphs [4, Section 2.3].

Unfortunately, in all papers about MMD tests cited here, the main results are obtained assuming the sample sizes are equal. In real data analysis, this equal sample size assumption is hardly satisfied. In fact, among the two data sets presented in Section 5.3, the two samples of any data set have different sample sizes. In these cases, to apply the tests mentioned above, one has to remove some of the observations so that the resulting two samples have the same sample size. This, however, often means the loss of priceless information. This equal sample size assumption is a technical condition, which allows good theoretical results and easy implementation of the MMD based tests, but it is not a necessary one. In fact, to construct a test, Borgwardt et al. [4] use the asymptotic normal distribution of test statistic, which asymptotically controls the type I error level and is consistent under fixed alternatives. However, the empirical sizes of this test are equal to zero in their experiments (see Tables 1-3 in [4]). Thus, this test is extremely conservative for small and moderate sample sizes, which may result in some loss of power.

Gretton et al. [10, 11, 13] derive a more accurate asymptotic null distribution, which is a $\chi^{2}$-type mixture. Based on it, different tests are proposed in these papers, e.g., using the Gamma approximation, the null distribution estimate using the empirical Gram matrix spectrum, the Pearson curves approximation, and the resampling procedures. The two former methods are found to be less computationally intensive but perform less accurately in some cases, which was noticed in [13]. On the other hand, the reverse is true for the latter two procedures. Finally, Gretton et al. [12] derive the asymptotic null and alternative distributions allowing for different sample sizes, but the resulting null limiting distribution has a very complicated form, which motivates little applications; see Remark 3.1 for some discussion. They do not use it and consider mainly the case of equal sample sizes as well as slightly modified approximations to the null distribution from earlier papers (e.g., Gamma and Pearson's ones). One other thing is worth mentioning. In the numerical experiments of all papers cited in this paragraph, an unrealistically large sample size is usually used, which is needed for proper size control. Furthermore, these tests are generally implemented via permutation when the equal sample size assumption is violated.

### 1.3. Goals and results

As described above, the existing MMD based tests have some disadvantages. Thus, it is of interest to construct a test using MMD, which

- is available for equal as well as unequal sample sizes, which is more realistic in practice.
- maintains the type I error level and has reasonable power for all cases of a number of observations and their dimension. In particular, for highdimensional small sample size setting.
- can be implemented easily without using permutation.

Moreover, such a test could have some good theoretical properties.
In this paper, we propose a two-sample test satisfying the above conditions. Namely, we consider the use of a MMD statistic for the two-sample problem without assuming the same sample sizes. We base our test on the unbiased estimator of squared MMD. Under the null hypothesis, we prove that the asymptotic distribution of test statistic is a $\chi^{2}$-type mixture, which will be used to construct a test. Considering fixed and local alternative hypotheses, we show the consistency of new testing procedures, indicating good power behavior. Theoretical results are established under mild conditions. For implementation, we use the three-cumulant matched $\chi^{2}$-approximation; see Zhang [24]. To apply it, the asymptotic null distribution of test statistic is first considered. Although the resulting test performs very well for large sample sizes, it is generally conservative for small and moderate ones. Thus we derive the first three cumulants of the test statistic and use them in the second method, which is also accurate for small and moderate number of observations. The resulting two new tests are easy to implement with no permutation involved. The finite sample behavior of the new tests and their comparison with several existing tests are studied in numerical experiments based on artificial and real data.

The remainder of this paper is organized as follows. Section 2 presents the hypothesis testing problem and its "kernel counterpart". The construction of the test statistic is also stated there. In Section 3, the asymptotic null distribution and power of the new test statistic are proved under mild conditions. Section 4 contains the construction of two new testing procedures. The numerical experiments are presented in Section 5. Finally, Section 6 concludes the paper. The proofs of theoretical results and the detailed numerical results are presented in Appendices A and B respectively. In the Supplementary Materials, the codes to perform new methods and to conduct simulations are given.

## 2. Hypotheses and test statistic

Assume that we have the following two samples of observed random elements in $\mathcal{Y}$, a separable metric space:

$$
\begin{equation*}
y_{\alpha 1}, \ldots, y_{\alpha n_{\alpha}} \stackrel{\text { i.i.d. }}{\sim} P_{\alpha}(\alpha=1,2), \tag{1}
\end{equation*}
$$

where $P_{1}$ and $P_{2}$ are unknown Borel probability measures on $\mathcal{Y}$ as defined in Borgwardt et al. [4]. Let $n=n_{1}+n_{2}$ denote the total sample size. Of interest is to test if the two Borel probability measures are the same:

$$
\begin{equation*}
H_{0}: P_{1}=P_{2}, \text { versus } H_{1}: P_{1} \neq P_{2} \tag{2}
\end{equation*}
$$

Let $K(\cdot, \cdot): \mathcal{Y} \times \mathcal{Y} \rightarrow R$ be a characteristic reproducing kernel. Let $\mathcal{H}$ be a reproducing kernel Hilbert space (RKHS) generated by $K(\cdot, \cdot)$. For any $u, v \in \mathcal{H}$, the inner product and $L^{2}$-norm of $\mathcal{H}$ are defined as $\langle u, v\rangle$ and $\|u\|=\langle u, u\rangle^{1 / 2}$ respectively. Let $\phi(y)=K(\cdot, y): \mathcal{Y} \rightarrow \mathcal{H}$ be the canonical feature mapping. It follows that $\phi(\mathcal{Y}) \subset \mathcal{H}$. Using this feature mapping, we then have the following two induced samples of random elements in the RKHS $\mathcal{H}$ :

$$
\begin{equation*}
x_{\alpha 1}=\phi\left(y_{\alpha 1}\right), \ldots, x_{\alpha n_{\alpha}}=\phi\left(y_{\alpha n_{\alpha}}\right)(\alpha=1,2) . \tag{3}
\end{equation*}
$$

Set $\mu_{\alpha}=E\left(x_{\alpha 1}\right)(\alpha=1,2)$. According to Borgwardt et al. [4], $\operatorname{MMD}^{2}\left(P_{1}, P_{2}\right)=$ $\left\|\mu_{1}-\mu_{2}\right\|^{2}$, and hence testing (2) using the two samples (1) is equivalent to testing the following hypotheses using the two induced samples (3):

$$
\begin{equation*}
H_{0}: \mu_{1}=\mu_{2}, \text { versus } H_{1}: \mu_{1} \neq \mu_{2} \tag{4}
\end{equation*}
$$

Notice that the dimension of $\mu_{1}$ and $\mu_{2}$ can be very large. To test (4), following [ $2,6,26]$, an $L^{2}$-norm based test statistic using (3) can be constructed by

$$
\begin{equation*}
T_{n}=\frac{n_{1} n_{2}}{n}\left(S_{11}+S_{22}-2 S_{12}\right) \tag{5}
\end{equation*}
$$

where for $\alpha=1,2$,

$$
\begin{align*}
& S_{\alpha \alpha}=\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}}\left\langle x_{\alpha i}, x_{\alpha j}\right\rangle,  \tag{6}\\
& S_{12}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}}\left\langle x_{1 i}, x_{2 j}\right\rangle=\left\langle\bar{x}_{1}, \bar{x}_{2}\right\rangle
\end{align*}
$$

$\left(\bar{x}_{\alpha}=n_{\alpha}^{-1} \sum_{i=1}^{n_{\alpha}} x_{\alpha i}\right)$ are unbiased estimators for $\left\|\mu_{1}\right\|^{2},\left\|\mu_{2}\right\|^{2}$ and $\left\langle\mu_{1}, \mu_{2}\right\rangle$ respectively, so that $S_{11}+S_{22}-2 S_{12}$ estimates $\mathrm{MMD}^{2}\left(P_{1}, P_{2}\right)$ unbiasedly [4]. Notice that for (4), a linear-time statistic is proposed and studied in [15].

Notice that the two induced samples (3) are not directly computable, since the canonical feature mapping $\phi(y)$ is implicitly defined through the reproducing kernel. Fortunately, the reproducing kernel $K(\cdot, \cdot)$ and its canonical feature mapping $\phi(\cdot)$ have the useful kernel trick $K\left(y, y^{\prime}\right)=\left\langle\phi(y), \phi\left(y^{\prime}\right)\right\rangle$. Thus, using (3) and (6), we have

$$
S_{\alpha \alpha}=\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} K\left(y_{\alpha i}, y_{\alpha j}\right), S_{12}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} K\left(y_{1 i}, y_{2 j}\right)
$$

where $\alpha=1,2$. Therefore, we can compute $T_{n}$ in (5) using the original two samples (1) easily.

## 3. Asymptotic properties

### 3.1. Asymptotic null distribution

Let $\tilde{K}\left(y, y^{\prime}\right)$ denote the centered version of $K\left(y, y^{\prime}\right)$, i.e.,

$$
\begin{align*}
\tilde{K}\left(y, y^{\prime}\right) & =\left\langle\phi(y)-\mu, \phi\left(y^{\prime}\right)-\mu^{\prime}\right\rangle \\
& =K\left(y, y^{\prime}\right)-E_{z^{\prime}}\left(K\left(y, z^{\prime}\right)\right)-E_{z}\left(K\left(z, y^{\prime}\right)\right)+E_{z, z^{\prime}}\left(K\left(z, z^{\prime}\right)\right) \tag{7}
\end{align*}
$$

where $\mu=E(\phi(y)), \mu^{\prime}=E\left(\phi\left(y^{\prime}\right)\right), z$ and $z^{\prime}$ are independent and they are independent copies of $y$ and $y^{\prime}$ respectively. Then by some algebra (see Appendix A), we have

$$
\begin{align*}
S_{\alpha \alpha} & =\tilde{S}_{\alpha \alpha}+2\left\langle\bar{x}_{\alpha}-\mu_{\alpha}, \mu_{\alpha}\right\rangle+\left\|\mu_{\alpha}\right\|^{2} \\
S_{12} & =\tilde{S}_{12}+\left\langle\bar{x}_{1}-\mu_{1}, \mu_{2}\right\rangle+\left\langle\bar{x}_{2}-\mu_{2}, \mu_{1}\right\rangle+\left\langle\mu_{1}, \mu_{2}\right\rangle \tag{8}
\end{align*}
$$

where $\alpha=1,2$ and

$$
\begin{equation*}
\tilde{S}_{\alpha \alpha}=\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} \tilde{K}\left(y_{\alpha i}, y_{\alpha j}\right), \quad \tilde{S}_{12}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \tilde{K}\left(y_{1 i}, y_{2 j}\right) \tag{9}
\end{equation*}
$$

It is seen from (9) that in the expressions of $\tilde{S}_{11}, \tilde{S}_{22}$ and $\tilde{S}_{12}$, the mean embeddings of the two distributions have been subtracted. It follows that

$$
\begin{equation*}
T_{n}=\tilde{T}_{n}+2 Q_{n}+\frac{n_{1} n_{2}}{n}\left\|\mu_{1}-\mu_{2}\right\|^{2} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{T}_{n}=\frac{n_{1} n_{2}}{n}\left(\tilde{S}_{11}+\tilde{S}_{22}-2 \tilde{S}_{12}\right), Q_{n}=\frac{n_{1} n_{2}}{n}\left\langle\left(\bar{x}_{1}-\mu_{1}\right)-\left(\bar{x}_{2}-\mu_{2}\right), \mu_{1}-\mu_{2}\right\rangle \tag{11}
\end{equation*}
$$

It is seen that $\tilde{T}_{n}$ has the same distribution as that of $T_{n}$ under the null hypothesis. Thus, studying the null distribution of $T_{n}$ is equivalent to studying the distribution of $\tilde{T}_{n}$.

We impose the following assumptions:
Assumption 1. We have $y_{\alpha 1}, \ldots, y_{\alpha, n_{\alpha}} \stackrel{\text { i.i.d. }}{\sim} P(\alpha=1,2)$ where $P$ is a probability measure on $\mathcal{Y}$.
Assumption 2. As $n \rightarrow \infty$, we have $n_{1} / n \rightarrow \tau \in(0,1)$.
Assumption 3. $K\left(y, y^{\prime}\right)$ is a reproduced kernel such that $E_{y}(\tilde{K}(y, y))<\infty$.
Assumption 1 means that the null hypothesis is satisfied and the common probability measure of the two samples is $P$. Assumption 2 is a regularity condition for two-sample problems, and it requires that the group sample sizes tend to infinity proportionally. Assumption 3 ensures that $\tilde{K}\left(y, y^{\prime}\right)$ is square integrable, i.e., $E_{y, y^{\prime}}\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)<\infty$, and it has the following Mercer's expansion

$$
\begin{equation*}
\tilde{K}\left(y, y^{\prime}\right)=\sum_{r=1}^{\infty} \lambda_{r} \psi_{r}(y) \psi_{r}\left(y^{\prime}\right) \tag{12}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \ldots$ are the eigenvalues of $\tilde{K}\left(y, y^{\prime}\right)$ and $\psi_{1}(y), \psi_{2}(y), \ldots$ are the associated orthonormal eigenelements in the sense that

$$
\begin{equation*}
\int_{\mathcal{Y}} \tilde{K}\left(y, y^{\prime}\right) \psi_{r}(y) P(d y)=\lambda_{r} \psi_{r}\left(y^{\prime}\right), \int_{\mathcal{Y}} \psi_{r}(y) \psi_{s}(y) P(d y)=\delta_{r s} \tag{13}
\end{equation*}
$$

where $\delta_{r s}=1$ when $r=s$ and 0 otherwise, $r, s=1,2, \ldots$ In fact, under Assumption 3, by (12), we have

$$
\begin{align*}
E_{y}(\tilde{K}(y, y)) & =\sum_{r=1}^{\infty} \lambda_{r}<\infty \\
E_{y, y^{\prime}}\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) & =\sum_{r=1}^{\infty} \lambda_{r}^{2} \leq\left(\sum_{r=1}^{\infty} \lambda_{r}\right)^{2}<\infty \tag{14}
\end{align*}
$$

where $y, y \stackrel{\text { i.i.d. }}{\sim} P$. We have the following useful theorem, which is proved in Appendix A.

Theorem 3.1. Under Assumptions 1-3, as $n \rightarrow \infty$, we have $\tilde{T}_{n} \xrightarrow{d} \tilde{T}$, where

$$
\tilde{T} \stackrel{d}{=} \sum_{r=1}^{\infty} \lambda_{r}\left(A_{r}-1\right), A_{r} \stackrel{i . i . d .}{\sim} \chi_{1}^{2}
$$

Remark 3.1. Gretton et al. [12] used $S_{11}+S_{22}-2 S_{12}$ as their test statistic, which as mentioned earlier, estimates $\operatorname{MMD}^{2}\left(P_{1}, P_{2}\right)$ unbiasedly [4]. They obtained the asymptotic null distribution of $W_{n}=n\left(S_{11}+S_{22}-2 S_{12}\right)$ as the distribution of the following random variable [12, Theorem 12]:

$$
\begin{equation*}
\tilde{W} \stackrel{d}{=} \sum_{r=1}^{\infty} \lambda_{r}\left(\left(\frac{z_{1 r}}{\sqrt{\tau}}-\frac{z_{2 r}}{\sqrt{1-\tau}}\right)^{2}-\frac{1}{\tau(1-\tau)}\right) \tag{15}
\end{equation*}
$$

where $\tau=\lim _{n \rightarrow \infty}\left(n_{1} / n\right)$ as defined in Assumption 2 and $z_{1 r}$ 's and $z_{2 r}$ 's are i.i.d. from $\mathcal{N}(0,1)$. The random variable $\tilde{W}$ is rather complicated in form, motivating little applications. In fact, Gretton et al. [12] did not use the distribution of $\tilde{W}$ to approximate the null distribution of $W_{n}$.
Remark 3.2. Although the expressions of $\tilde{T}$ and $\tilde{W}$ are very different in form, we can show that they are equal up to a constant factor. In fact, let $z_{r}=$ $z_{1 r} / \sqrt{\tau}-z_{2 r} / \sqrt{1-\tau}, r=1,2, \ldots$ We have $z_{r} \stackrel{i . i . d .}{\sim} N(0,1 / \tau+1 /(1-\tau))$, $r=1,2, \ldots$, and hence $z_{r}^{2} \stackrel{i . i . d .}{\sim} \chi_{1}^{2} /(\tau(1-\tau))$. It follows that $\tilde{T} \stackrel{d}{=} \tau(1-\tau) \tilde{W}$ as desired.

Remark 3.3. Although the expressions of $\tilde{T}$ and $\tilde{W}$ are equal up to a constant factor, the proof of Theorem 3.1, which we present in Appendix A, is different from that of Theorem 12 of [12].

It is worthwhile to mention that the result of Theorem 3.1 can not be applied directly to conduct the proposed test $T_{n}$ since the eigenvalues $\lambda_{r}$ 's are unknown and they depend on the null probability measure $P$ as seen from (13). Nevertheless, we will use the result of Theorem 3.1 to approximate the null distribution of $T_{n}$ in Section 4 for constructing new tests.

### 3.2. Asymptotic power

In this subsection, we investigate the asymptotic power of the proposed test under the following local alternative hypothesis:

$$
\begin{equation*}
H_{1 n}: \mu_{2}=\mu_{1}+n^{-(1 / 2-\Delta)} h \tag{16}
\end{equation*}
$$

where $0<\Delta \leq 1 / 2$ and $h$ is a constant element in the RKHS $\mathcal{H}$ such that $0<\|h\|<\infty$ and

$$
\begin{equation*}
\sigma_{\alpha}^{2}=E\left(\left\langle x_{\alpha 1}-\mu_{\alpha}, h\right\rangle\right)^{2}>0(\alpha=1,2) \tag{17}
\end{equation*}
$$

Notice that when $\Delta=1 / 2$, the local alternative hypothesis (16) reduces to a fixed alternative hypothesis $H_{1}: \mu_{2}=\mu_{1}+h$ and when $0<\Delta<1 / 2,(16)$ is a strict local alternative hypothesis. A strict local alternative hypothesis will tend to the null hypothesis as the total sample size $n$ tends to infinity. A test is usually called to be root- $n$ consistent if it can detect a strict local alternative hypothesis with probability tending to 1 as the total sample size tends to infinity. A root- $n$ consistent test is often desired since the root- $n$ rate is the best rate of a local alternative hypothesis, which can be detected by a test.

Under (16) and by (10) and (11), we can write $T_{n}$ as

$$
\begin{equation*}
T_{n}=\tilde{T}_{n}+2 Q_{n}+\frac{n_{1} n_{2}\|h\|^{2}}{n^{2-2 \Delta}} \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{n}=\frac{n_{1} n_{2}}{n^{3 / 2-\Delta}}\left(\left\langle\bar{x}_{1}-\mu_{1}, h\right\rangle-\left\langle\bar{x}_{2}-\mu_{2}, h\right\rangle\right) \tag{19}
\end{equation*}
$$

Theorem 3.2. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<$ $\infty$. Then we have

$$
E\left(\tilde{T}_{n}\right)=0, \operatorname{var}\left(\tilde{T}_{n}\right) \leq 64 B_{K}^{2}
$$

and

$$
\operatorname{var}\left(Q_{n}\right)=n_{1}^{2} n_{2}^{2} n^{2 \Delta-3}\left(\sigma_{1}^{2} / n_{1}+\sigma_{2}^{2} / n_{2}\right)
$$

where $\sigma_{1}^{2}, \sigma_{2}^{2} \leq 4\|h\|^{2} B_{K}$.
Theorem 3.3. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<$ $\infty$. Then under Assumption 2 and the local alternative hypothesis (16), as $n \rightarrow$ $\infty$, we have
(a) $\tilde{T}_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{p} 0$,
(b) $Q_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{d} \mathcal{N}(0,1)$,
(c) $\left[T_{n}-n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)\right] / \sqrt{\operatorname{var}\left(T_{n}\right)} \xrightarrow{d} \mathcal{N}(0,1)$, and hence

$$
P\left(T_{n} \geq \hat{C}_{\epsilon}\right)=\Phi\left(\frac{n^{\Delta}\|h\|^{2}}{2\left(\sigma_{1}^{2} / \tau+\sigma_{2}^{2} /(1-\tau)\right)^{1 / 2}}\right)(1+o(1)) \rightarrow 1
$$

where $\hat{C}_{\epsilon}$ denotes a consistent estimator of $C_{\epsilon}$, the upper $100 \epsilon$ percentile of $\tilde{T}_{n}$ with $\epsilon$ being the given significance level, $\tau$ is defined in Assumption 2, and $\Phi(\cdot)$ denotes the cumulative distribution of $\mathcal{N}(0,1)$.

The proofs of Theorems 3.2 and 3.3 are given in Appendix A. Theorem 3.3(c) shows that the $T_{n}$ test is root- $n$ consistent, indicating the optimal power behavior under large sample sizes. In addition, Theorem 3.3(c) shows that the asymptotic power of $T_{n}$ does not depend on the value of $\hat{C}_{\epsilon}$ as long as it is consistent for $C_{\epsilon}$. In Section 4 below, we shall discuss how to obtain a consistent estimator of $C_{\epsilon}$. For a finite number of observations, this test can also successfully detect the difference in distributions of samples, which will be established in numerical experiments of Section 5.

## 4. Implementation

In this section, we consider two $T_{n}$ tests based on the three-cumulant (3-c) matched $\chi^{2}$-approximation [24, 25]. First, the asymptotic null distribution of $T_{n}$ given in Theorem 3.1 is used. Next, we propose an approximation based on the first three cumulants of $T_{n}$ under the null hypothesis.

Since (by Theorem 3.1) $\tilde{T}$ is a $\chi^{2}$-type mixture with unknown coefficients being the eigenvalues of $\tilde{K}\left(y, y^{\prime}\right), y, y^{\prime} \stackrel{\text { i.i.d. }}{\sim} P$, where $P$ is the common probability measure of the two samples under the null hypothesis, it is very reasonable to approximate its distribution using the 3-c matched $\chi^{2}$-approximation. The key idea is to approximate the distribution of $\tilde{T}$ using that of the random variable $R \stackrel{d}{=} \beta_{0}+\beta_{1} \chi_{d}^{2}$. The parameters $\beta_{0}, \beta_{1}$ and $d$ are determined via matching the first three cumulants of $\tilde{T}$ and $R$. The first three cumulants of $R$ are given by $\beta_{0}+\beta_{1} d, 2 \beta_{1}^{2} d$ and $8 \beta_{1}^{3} d$, while the first three cumulants of $\tilde{T}$ are

$$
E(\tilde{T})=0, \operatorname{var}(\tilde{T})=2 M_{2}, E\left(\tilde{T}^{3}\right)=8 M_{3}
$$

respectively, where $M_{l}=\sum_{r=1}^{\infty} \lambda_{r}^{l}(l=2,3, \ldots)$. Equating the first threecumulants of $\tilde{T}$ and $R$ then leads to

$$
\begin{equation*}
\beta_{0}=-\frac{M_{2}^{2}}{M_{3}}, \beta_{1}=\frac{M_{3}}{M_{2}}, d=\frac{M_{2}^{3}}{M_{3}^{2}} \tag{20}
\end{equation*}
$$

Since $\tilde{K}\left(y, y^{\prime}\right)$ is nonnegative definite, we have $\lambda_{r} \geq 0(r=1,2, \ldots)$ and $\lambda_{\max }=$ $\max _{r} \lambda_{r}>0$. Thus, $M_{l}>0(l=1,2, \ldots)$. It follows that $\beta_{0}<0, \beta_{1}>0$ and $d>0$. Actually, we can show that $d \geq 1$. Note that the skewness of $\tilde{T}$ can be expressed as

$$
\frac{E\left(\tilde{T}^{3}\right)}{\operatorname{var}^{3 / 2}(\tilde{T})}=\frac{8 M_{3}}{\left(2 M_{2}\right)^{3 / 2}}=(8 / d)^{1 / 2}
$$

Thus the skewness of $\tilde{T}$ will become small as $d$ increases.
Remark 4.1. The 3-c matched $\chi^{2}$-approximation to the distribution of $\tilde{T}$ is very accurate. In fact, Zhang [24] showed that the upper density approximation error bound for the 3-c matched $\chi^{2}$-approximation to the distribution of $\tilde{T}$ is $O(M)+$ $O(1 / d)$, where $M=M_{4} / M_{2}^{2}$, showing that this upper density approximation error bound will disappear as $M$ and $1 / d$ tend to 0 . The good performance of the 3-c matched $\chi^{2}$-approximation is also partially verified by the simulation results presented in Section 5.

Let $\hat{M}_{2}$ and $\hat{M}_{3}$ be the consistent estimators of $M_{2}$ and $M_{3}$. Plug them into (20), the consistent estimators of $\beta_{0}, \beta_{1}$ and $d$ are then obtained as

$$
\begin{equation*}
\hat{\beta}_{0}=-\frac{\hat{M}_{2}^{2}}{\hat{M}_{3}}, \quad \hat{\beta}_{1}=\frac{\hat{M}_{3}}{\hat{M}_{2}}, \quad \hat{d}=\frac{\hat{M}_{2}^{3}}{\hat{M}_{3}^{2}} \tag{21}
\end{equation*}
$$

Then for any nominal significance level $\epsilon>0$, let $\chi_{d}^{2}(\epsilon)$ denote the upper $100 \epsilon$ percentile of $\chi_{d}^{2}$. Then using (21), the proposed test with the 3-c matched $\chi^{2}$-approximation can then be conducted via using the approximate critical value $\hat{\beta}_{0}+\hat{\beta}_{1} \chi_{\hat{d}}^{2}(\epsilon)$ or the approximate $p$-value $P\left(\chi_{\hat{d}}^{2} \geq\left(T_{n}-\hat{\beta}_{0}\right) / \hat{\beta}_{1}\right)$.

To implement the above 3-c matched $\chi^{2}$-approximation, we need to estimate $M_{2}$ and $M_{3}$ consistently. For this purpose, we propose two methods. First, this can be done via estimating the unknown eigenvalues $\lambda_{r}(r=1,2, \ldots)$ of $\tilde{K}\left(y, y^{\prime}\right)$ consistently, where $y, y^{\prime} \stackrel{\text { i.i.d. }}{\sim} P$ with $P$ being the common Borel probability measure of the two samples when the null hypothesis holds. Gretton et al. [13] pointed out that the empirical eigenvalues of the centered Gram matrix can be used to construct the consistent estimators of $\lambda_{r}(r=1,2, \ldots)$. To this end, we pool the two samples (1) and denote it as

$$
\begin{equation*}
y_{1}, \ldots, y_{n} \tag{22}
\end{equation*}
$$

Under the null hypothesis, we have $y_{1}, \ldots, y_{n} \stackrel{\text { i.i.d. }}{\sim} P$. Let $K$ be the $n \times n$ Gram matrix whose $(i, j)$ th entry is $K\left(y_{i}, y_{j}\right)(i, j=1, \ldots, n)$. Let $1_{n}$ denote an $n \times 1$ vector of ones and $I_{n}$ denote the $n \times n$ identity matrix. Then $H_{n}=I_{n}-1_{n} 1_{n}^{\top} / n$ is an $n \times n$ projection matrix of rank $n-1$. Set $\tilde{K}^{*}=H_{n} K H_{n}$, which is usually called the centered Gram matrix whose $(i, j)$ th entry is

$$
\begin{aligned}
\tilde{K}^{*}\left(y_{i}, y_{j}\right)= & K\left(y_{i}, y_{j}\right)-n^{-1} \sum_{v=1}^{n} K\left(y_{i}, y_{v}\right) \\
& -n^{-1} \sum_{u=1}^{n} K\left(y_{u}, y_{j}\right)+n^{-2} \sum_{u=1}^{n} \sum_{v=1}^{n} K\left(y_{u}, y_{v}\right)
\end{aligned}
$$

$(i, j=1, \ldots, n)$. For any fixed $i$ and $j$, it is easily seen that as $n \rightarrow \infty$, by the law of large numbers, we have

$$
\begin{aligned}
\tilde{K}^{*}\left(y_{i}, y_{j}\right) & \stackrel{d}{\longrightarrow} \tilde{K}\left(y_{i}, y_{j}\right) \\
& =K\left(y_{i}, y_{j}\right)-E_{y^{\prime}}\left(K\left(y_{i}, y^{\prime}\right)\right)-E_{y}\left(K\left(y, y_{j}\right)\right)+E_{y, y^{\prime}}\left(K\left(y, y^{\prime}\right)\right)
\end{aligned}
$$

The following theorem gives the uniform convergence rate of $\tilde{K}^{*}\left(y_{i}, y_{j}\right)$ to $\tilde{K}\left(y_{i}\right.$, $y_{j}$ ).
Theorem 4.1. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<$ $\infty$. Then under Assumption 1, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\left|\tilde{K}^{*}\left(y_{i}, y_{j}\right)-\tilde{K}\left(y_{i}, y_{j}\right)\right|=O_{p}\left(n^{-1 / 2}\right) \quad \text { uniformly for all } y_{i}, y_{j} \tag{23}
\end{equation*}
$$

Let $\varpi_{1}, \ldots, \varpi_{q}$ be all the non-zero eigenvalues of $\tilde{K}^{*}$, which can be obtained via an eigen-decomposition of $\tilde{K}^{*}$. Then $\hat{\lambda}_{r}=\varpi_{r} / n(r=1, \ldots, q)$ are consistent estimators of $\lambda_{r}(r=1,2, \ldots)$ [20]. The consistent estimators of $M_{2}$ and $M_{3}$ are then obtained as

$$
\begin{equation*}
\hat{M}_{2}=\sum_{r=1}^{q} \hat{\lambda}_{r}^{2}, \hat{M}_{3}=\sum_{r=1}^{q} \hat{\lambda}_{r}^{3} . \tag{24}
\end{equation*}
$$

To show the consistency of $\hat{M}_{2}$ and $\hat{M}_{3}$, following Gretton et al. [13, Theorem 1], we impose the following condition:

$$
\begin{equation*}
\sum_{r=1}^{\infty} \sqrt{\lambda_{r}}<\infty \tag{25}
\end{equation*}
$$

Note that Condition (25) is stronger than Assumption 3, since we have

$$
\begin{equation*}
E[\tilde{K}(y, y)]=\sum_{r=1}^{\infty} \lambda_{r} \leq\left[\sum_{r=1}^{\infty} \sqrt{\lambda}_{r}\right]^{2}<\infty . \tag{26}
\end{equation*}
$$

Theorem 4.2. Under Assumptions 1, 2 and Condition (25), as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$ and

$$
\hat{\beta}_{0} \xrightarrow{p} \beta_{0}, \hat{\beta}_{1} \xrightarrow{p} \beta_{1}, \hat{d} \xrightarrow{p} d .
$$

Remark 4.2. The above implementation depends on the large sample property of $\tilde{T}_{n}$ as stated in Theorem 3.1. In fact, in the experiments conducted in Gretton et al. [13, Section 4], the sample sizes of the two groups equal 5000 each, which is extremely large. Thus, for small and moderate sample sizes which are realistic in real data analysis, the above implementation can be very inaccurate. The simulation studies conducted in Section 5 indicate that the above implementation results in very conservative empirical sizes and this may also affect the associate power performance.

Remark 4.2 motivates our second method of estimating $M_{2}$ and $M_{3}$. To take the moderate or small sample sizes into account, we can estimate the distribution of $\tilde{T}_{n}$ directly via approximating it using the distribution of $R$ by matching the first three cumulants of $\tilde{T}_{n}$ and $R$. To this end, we first find out the first three cumulants of $\tilde{T}_{n}$ under the null hypothesis (Assumption 1) as in the following theorem. Its proof is deferred to Appendix A.
Theorem 4.3. Under Assumption 1, the first three cumulants of $\tilde{T}_{n}$ are given by

$$
\begin{aligned}
E\left(\tilde{T}_{n}\right)= & 0, \\
\operatorname{var}\left(\tilde{T}_{n}\right)= & 2\left\{1+\left(\frac{n_{2}^{2}}{n^{2}\left(n_{1}-1\right)}+\frac{n_{1}^{2}}{n^{2}\left(n_{2}-1\right)}\right)\right\} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right), \\
E\left(\tilde{T}_{n}^{3}\right)= & 8\left\{1-\left(\frac{n_{2}^{3}}{n^{3}\left(n_{1}-1\right)^{2}}+\frac{n_{1}^{3}}{n^{3}\left(n_{2}-1\right)^{2}}\right)\right\} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right) \\
& +4\left(\frac{n_{2}^{3} n_{1}}{n^{3}\left(n_{1}-1\right)^{2}}-\frac{2 n_{1} n_{2}}{n^{3}}+\frac{n_{1}^{3} n_{2}}{n^{3}\left(n_{2}-1\right)^{2}}\right) E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right),
\end{aligned}
$$

where $y, y^{\prime}, y^{\prime \prime} \stackrel{\text { i.i.d. }}{\sim}$. Furthermore, under Assumptions $1-3$, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
\operatorname{var}\left(\tilde{T}_{n}\right) & =2 E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)(1+o(1)) \\
E\left(\tilde{T}_{n}^{3}\right) & =8 E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)(1+o(1))
\end{aligned}
$$

By Theorem 4.3, we may estimate $M_{2}$ and $M_{3}$ using the following estimators

$$
\begin{align*}
\hat{M}_{2}= & \left\{1+\left(\frac{n_{2}^{2}}{n^{2}\left(n_{1}-1\right)}+\frac{n_{1}^{2}}{n^{2}\left(n_{2}-1\right)}\right)\right\} \widehat{E}\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) \\
\hat{M}_{3}= & \left\{1-\left(\frac{n_{2}^{3}}{n^{3}\left(n_{1}-1\right)^{2}}+\frac{n_{1}^{3}}{n^{3}\left(n_{2}-1\right)^{2}}\right)\right\} \widehat{E}\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)  \tag{27}\\
& +\frac{1}{2}\left(\frac{n_{2}^{3} n_{1}}{n^{3}\left(n_{1}-1\right)^{2}}-\frac{2 n_{1} n_{2}}{n^{3}}+\frac{n_{1}^{3} n_{2}}{n^{3}\left(n_{2}-1\right)^{2}}\right) \widehat{E}\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)
\end{align*}
$$

where

$$
\begin{aligned}
\widehat{E}\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) & =\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}^{*}\left(y_{i}, y_{j}\right)\right)^{2} \\
\widehat{E}\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)= & \frac{6}{n(n-1)(n-2)} \\
& \cdot \sum_{1 \leq i<j<k \leq n} \tilde{K}^{*}\left(y_{i}, y_{j}\right) \tilde{K}^{*}\left(y_{j}, y_{k}\right) \tilde{K}^{*}\left(y_{k}, y_{i}\right), \\
\widehat{E}\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)= & \frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}^{*}\left(y_{i}, y_{j}\right)\right)^{3}
\end{aligned}
$$

Notice that the second term of $\hat{M}_{3}$ in (27) can be very small, even for a small sample size. The tests with and without this second term perform almost the same in simulations (data not shown). Thus we will throughout ignore this second term.

The following theorem shows that under some regularity conditions, $\hat{M}_{\ell}, \ell=$ 2,3 are consistent estimators of $M_{\ell}, \ell=2,3$ and hence $\hat{\beta}_{0}, \hat{\beta}_{1}$ and $\hat{d}$ are consistent estimators of $\beta_{0}, \beta_{1}$ and $d$ respectively.
Theorem 4.4. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<$ $\infty$. Then under Assumptions 1 and 2, as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$ and

$$
\hat{\beta}_{0} \xrightarrow{p} \beta_{0}, \hat{\beta}_{1} \xrightarrow{p} \beta_{1}, \hat{d} \xrightarrow{p} d .
$$

To sum up, we propose two tests using the 3-c matched $\chi^{2}$-approximation methods with the estimators (24) and (27). The resulting tests are denoted as $T_{3 c 1}$ and $T_{3 c 2}$ respectively. We check their finite sample behavior in the next section.

## 5. Numerical experiments

### 5.1. Tests considered and general set-up

In this section, we conducted intensive numerical experiments to examine the performance of the proposed $T_{3 c 1}$ and $T_{3 c 2}$ tests in terms of controlling the type I error level, powers, and computational time against

- the energy test proposed in [22], denoted as $T_{S R}$;
- the modified Cramér test with $\psi(t)=1-\exp (-t / 2)$ proposed in [17, Page 2], denoted as $T_{S G 1}$;
- the marginal-modified Cramér test with $\psi(t)=1-\exp (-t / 2)$ proposed in [17, Section 2], denoted as $T_{S G 2}$;
- the block-modified Cramér test with $\psi(t)=1-\exp (-t / 2)$ proposed in [17, Section 3], denoted as $T_{S G 3}$.

We used the energy test as a competitor since it is known to have good finite sample properties and is very popular in practice. $T_{S G 1}$ has the same test statistic as our test with the Gaussian radial basis function (RBF) kernel (see below). $T_{S G 2}$ and $T_{S G 3}$ are modifications of the Cramér test, constructed for high-dimensional settings by comparing marginal distributions. The null distributions of $T_{S R}$ and $T_{S G i}(i=1,2,3)$ are approximated by permutation. Additionally, we compare our tests with the test procedures by Gretton et al., as was suggested by the reviewer (see Section 5.4).

In the implementation of $T_{3 c 1}$ and $T_{3 c 2}$, we chose the kernel $K(\cdot, \cdot)$ to be the Gaussian RBF kernel $K\left(y, y^{\prime}\right)=\exp \left\{-\left\|y-y^{\prime}\right\|^{2} /\left(2 \sigma^{2}\right)\right\}$, where $\sigma^{2}$ is called a kernel width. It is easy to see that the above Gaussian RBF kernel is bounded above by 1 so that Assumption 3 is always satisfied and the conditions of Theorems 3.2 and 3.3 are also satisfied. Other kernels are also applicable. For an extensive list of kernels, we refer to [18]. Following [13], we may take $\sigma^{2}$ to be the squared median distance between observations in the pooled sample (22). The resulting tests are denoted as $T_{3 c 1 m}$ and $T_{3 c 2 m}$ respectively. Alternatively, following [17], we may take $\sigma^{2}$ to be the data dimension $p$ and the resulting tests are denoted as $T_{3 c 1 p}$ and $T_{3 c 2 p}$ respectively. Note that the dimension based kernel width $p$ may not be applicable for all the data (see Section 5.3).

Throughout this section, we took $\epsilon=5 \%$ to be the nominal significance level. For a test implemented by permutation, we used 1000 permutation runs for estimating the $p$-value. As usual, the empirical size and power of a test were computed as the proportion of rejections of the null hypothesis based on 1000 simulation runs. The simulation experiments were performed using the R program [23]. For $T_{S R}$, its implementation in the energy package [16] was used. The R codes for conducting the simulations are available in the Supplement Material.

### 5.2. Artificial data sets

Set-up: Let $\mu_{*}=(1, \ldots, p)^{\top} /\left(\sum_{i=1}^{p} i^{2}\right)^{1 / 2}$ and $\Sigma_{\rho}=(1-\rho) I_{p}+\rho J_{p}$, where $I_{p}$ and $J_{p}$ denote the identity matrix and the matrix of ones of size $p \times p$ and $\rho \in(0,1)$. We generated the two samples (1) as follows.

For size control, we set $y_{1 i}=\mu+\Gamma^{1 / 2} u_{1 i}\left(i=1, \ldots, n_{1}\right)$ and $y_{2 i}=\mu+\Gamma^{1 / 2} u_{2 i}$ $\left(i=1, \ldots, n_{2}\right)$, where $u_{\alpha i}=\left(u_{\alpha i 1}, \ldots, u_{\alpha i p}\right)^{\top}(\alpha=1,2)$ and the components $u_{\text {air }}$ are i.i.d. $(r=1, \ldots, p)$. As their distributions, we considered the normal distribution $\mathcal{N}(0,1)$, the Student distribution with four degrees of freedom, $t_{4}$, and the chi-square distribution with one degree of freedom, $\chi_{1}^{2}$. These three
cases of distributions were denoted as Models 1,2 and 3 respectively. We set $\mu=\mu_{*}$ and $\Gamma=\Sigma_{\rho}$ with $\rho=0.2,0.5,0.8$.

On the other hand for power comparison, we set $y_{1 i}=\mu_{1}+\Gamma_{1}^{1 / 2} u_{1 i}(i=$ $\left.1, \ldots, n_{1}\right)$ and $y_{2 i}=\mu_{2}+\Gamma_{2}^{1 / 2} u_{2 i}\left(i=1, \ldots, n_{2}\right)$, where $\mu_{1}, \mu_{2}, \Gamma_{1}, \Gamma_{2}, u_{\alpha i}=$ $\left(u_{\alpha i 1}, \ldots, u_{\alpha i p}\right)^{\top}$ were generated using the following five models $(\alpha=1,2 ; i=$ $\left.1, \ldots, n_{\alpha} ; r=1, \ldots, p\right)$ :

- Model 4 with $\mu_{1}=\mu_{*}, \mu_{2}=\mu_{*}+\delta 1_{p}, \delta=0.2,0.4,0.6,1_{p}$ is $p \times 1$ vector of ones, $\Gamma_{1}=\Gamma_{2}=\Sigma_{\rho}, \rho=0.2,0.5,0.8, u_{\alpha i r} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0,1)$;
- Model 5 with $\mu_{1}=\mu_{2}=\mu_{*}, \Gamma_{1}=\Sigma_{0.95}, \Gamma_{2}=\Sigma_{\rho}, \rho=0.3,0.5,0.7$, $u_{\alpha i r} \stackrel{\text { i.i.d. }}{\sim} t_{4}$;
- Model 6 with $\mu_{1}=\mu_{2}=\mu_{*}, \Gamma_{1}=\left(\rho^{|i-j|}\right)_{i, j=1}^{p}, \Gamma_{2}=\Sigma_{\rho}, \rho=0.2,0.5,0.8$, $u_{\alpha i r} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0,1)$ or $u_{\alpha i r} \stackrel{\text { i.i.d. }}{\sim} t_{4}$;
- Model 7 with $y_{2 i}=\mu_{2}+\Gamma_{2}^{1 / 2}\left(u_{2 i}+\delta v_{i}\right)$, where $\mu_{1}=\mu_{2}=\mu_{*}, \Gamma_{1}=\Gamma_{2}=$ $\Sigma_{\rho}, \rho=0.2,0.5,0.8, u_{\alpha i} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}_{p}\left(0, I_{p}\right), \delta=0.5,0.75,1, v_{i}=\left(v_{i 1}, \ldots, v_{i p}\right)^{\top}$ and $v_{i r} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0,1)$;
- Model 8 is Model 7 with $v i \stackrel{\text { i.i.d. }}{\sim} t_{4}$.

Under Models 4-8, the two generated samples do not have the same distribution so that the alternative hypothesis holds. Concretely speaking, under Model 4 , the two mean vectors are different. Under Models 5 and 6 , the two covariance matrices are different, but the one or two-dimensional marginal distributions are the same. On the other hand under Models 7 and 8 , the one or two-dimensional marginal distributions are not the same. It is expected that the tests may have different performances under different models. We considered $p=10,100,500$ and $\left(n_{1}, n_{2}\right) \in\{(20,30),(40,60)\}$.

Results: To save space, the empirical sizes and powers of the tests obtained under Models 1-8 are given in Tables 10-15 of Appendix B. Here Figure 1 presents the most important findings of these all results, which we describe in the following.

We first study the behavior of the tests under the null hypothesis (Models $1-3$ ). Row 1 of Figure 1 (see also Table 10 in Appendix B) shows that when the null hypothesis holds, almost all tests control the type I error well except that $T_{3 c 1 p}$ is very conservative, most of its empirical sizes being smaller than $5 \%$ and $T_{3 c 1 m}$ is also quite conservative. That is, $T_{3 c 1}$ is generally conservative regardless of which of the two kernel width choices is used. As mentioned in Remark 4.2, this is due to the fact that the sample sizes $\left(n_{1}, n_{2}\right) \in\{(20,30),(40,60)\}$ are too small for the asymptotical property of $T_{3 c 1 p}$ and $T_{3 c 1 m}$ as stated in Theorem 3.1 to take effect.

We now study the power behavior of the tests under various alternative hypotheses (Models 4-8) based on Rows 2-6 of Figure 1 (see also Tables 11-15 in Appendix B). We have several conclusions. First of all, $T_{3 c 1 p}$ and $T_{3 c 2 p}$ perform generally quite well under all the models and they are generally comparable with $T_{S G 1}$ and outperform the other tests with a good margin. Notice that







Fig 1: Box-and-whisker plots for the empirical sizes and powers obtained in Models $1-3$ and Models 4-8 respectively. Green (respectively blue) box-and-whisker plots correspond to the known tests $T_{S R}, T_{S G 1}, T_{S G 2}$ and $T_{S G 3}$ (respectively new tests $T_{3 c 1 p}, T_{3 c 1 m}, T_{3 c 2 p}$ and $\left.T_{3 c 2 m}\right)$.
the test statistics of $T_{3 c 1 p}, T_{3 c 2 p}$ and $T_{S G 1}$ are identical, but their implementations are quite different. The implementation of $T_{S G 1}$ depends on permutation, while the null distributions of $T_{3 c 1 p}$ and $T_{3 c 2 p}$ are approximated via the threecumulant matched chi-square approximations without using any permutation or bootstrapping as described in Section 4. This means that our chi-square approximation approaches can work as well as permutation method, but they need much less time to conduct (see Section 5.5). Secondly, $T_{3 c 1 m}, T_{3 c 2 m}$ and $T_{S R}$ perform comparably under all the models. They perform comparably with $T_{3 c 1 p}$, $T_{3 c 2 p}$, and $T_{S G 1}$ in Model 4, but they perform generally worse than the latter tests in Models 5-8. This means that the power behavior of our tests is strongly affected by the kernel width choice. Thus, a study for the kernel width choice for our tests is interesting and warranted. Thirdly, $T_{S G 2}$ and $T_{S G 3}$ perform reasonably well under all the models except in Models 5 and $6 . T_{S G 2}$ has nearly no power in both Models 5 and 6 and $T_{S G 3}$ has nearly no powers in Model 6. This is not a surprise, because $T_{S G 2}$ and $T_{S G 3}$ are constructed via comparing the one or two-dimensional marginal distributions only. By the way, these two tests are very time-consuming, which is caused by their construction (see Section 5.5).

### 5.3. Real data sets

Data sets: Here, we considered two real data sets. The first one is the glass data set described in [8]. It contains two types of glass, having 70 and 76 observations respectively, which are characterized by $p=9$ variables. The second one is the well-known colon data set [1] available at:
http://genomics-pubs.princeton.edu/oncology/affydata/index.html. It contains 40 tumor and 22 normal colon tissues, each having $p=2000$ gene expression levels.

Two-sample tests: Notice that in each of the above data sets, there are two natural groups of observations. We first check if the two groups of each data set are generated from different distributions. The first two rows of Table 1 display the $p$-values of all tests. It is seen that all tests reject the null hypothesis for the glass data set, showing that the two natural groups of the glass data set are unlikely to have the same distribution. However, for the colon data, the results of the tests are not consistent: the null hypothesis was strongly rejected by $T_{S R}, T_{S G 1}, T_{3 c 1 m}$ and $T_{3 c 2 m}$, but it was not rejected by $T_{S G 2}, T_{S G 3}, T_{3 c 1 p}$ and $T_{3 c 2 p}$. Notice that $T_{3 c 1 p}$ and $T_{3 c 1 m}$ (resp. $T_{3 c 2 p}$ and $T_{3 c 2 m}$ ) are constructed in the same way except that the dimension based kernel width $p$ used in $T_{3 c 1 p}$ and $T_{3 c 2 p}$ may not be at the same scale level as the squared distances of the observations while the squared median-distance based kernel width used in $T_{3 c 1 m}$ and $T_{3 c 2 m}$ are always at the same scale level as the squared distances of the observations. Thus, this problem may be solved via re-scaling each variable of the colon data using the pooled standard deviation of the variable so that the dimension-based kernel width $p$ is at the same scale level as the squared distances of the transformed observations. The last row of Table 1 displays the $p$-values of all tests for the scaled colon data set. It is seen that the $p$-values of $T_{3 c 1 p}$ and $T_{3 c 2 p}$ are

Table 1
$P$-values of all tests for the glass and colon data sets.

| Data set | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| glass | 0.0010 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0000 | 0.0000 | 0.0000 |
| colon | 0.0010 | 0.0000 | 0.2070 | 0.2820 | 0.4759 | 0.0017 | 0.3229 | 0.0009 |
| colon (scaled) | 0.0420 | 0.0210 | 0.0550 | 0.0340 | 0.0365 | 0.0401 | 0.0265 | 0.0311 |

generally comparable with those of $T_{3 c 1 m}$ and $T_{3 c 2 m}$, respectively, and almost all tests except $T_{S G 2}$ reject the null hypothesis at $5 \%$ significance level. This shows that the two natural groups of the colon data set are unlikely to have the same distribution.

Numerical experiments based on real data sets: It is often of interest to determine if all the tests have good size control and power for the real data sets. Here we present the numerical experiments based on the above glass and colon data sets.

Set-up: For each of the glass and colon data sets, we selected without replacement observations for two samples. For the type I error level (respectively power) study, we selected two samples of sizes $n_{1}$ and $n_{2}$ without replacement from the first group only (respectively from the first and second groups separately). For simplicity, we considered the balanced design with $n_{1}=n_{2}$. The sample sizes depended on the data set and are reported with results below. For $T_{S R}$ and $T_{S G i}(i=1,2,3)$, the number of permutation runs was 1000 . The empirical size and power of a test were computed using 1000 simulation runs.

Results: For the glass data set, the resulting empirical sizes and powers of the tests are presented in Table 2. It is seen that in terms of size control, all tests are comparable and are largely close to the nominal size $5 \%$ most of the time. These results are similar to those obtained from the numerical investigation based on the artificial data sets. In terms of power, $T_{3 c 2 m}$ performs best, followed by $T_{S G 3}, T_{S G 2}, T_{3 c 1 m}, T_{3 c 2 p}, T_{S G 1}, T_{S R}$, while $T_{3 c 1 p}$ performs worst. Notice that unlike in the artificial data based experiment, in this real data based experiment, the squared median-distance based kernel width performs better than the dimension-based kernel width, since $T_{3 c 2 m}$ and $T_{3 c 1 m}$ generally have larger powers than $T_{3 c 2 p}$ and $T_{3 c 1 p}$ respectively.

For the unscaled colon data set, the resulting empirical sizes and powers of the tests are presented in Table 3. We have the following observations. First, both $T_{S R}$ and $T_{3 c 2 m}$ have good size control and powers. Second, $T_{3 c 1 m}$ is rather conservative since many of its empirical sizes are less than $2 \%$. This conservativity is expected since as mentioned in Remark 4.2, for small and moderate sample sizes, the asymptotic properties of the test statistic derived in Theorem 3.1 and used in the implementation of $T_{3 c 1}$ do not take effect. Due to this conservativity, the empirical powers of $T_{3 c 1 m}$ are also affected and are generally smaller than those of $T_{S R}$ and $T_{3 c 2 m}$. Third, both $T_{S G 2}$ and $T_{S G 3}$ have good size control but their empirical powers are around $5 \%$ or even smaller than $5 \%$, showing that both $T_{S G 2}$ and $T_{S G 3}$ do not perform well in the colon data set based experiments. Fourth, the empirical sizes and powers of $T_{S G 1}, T_{3 c 1 p}$ and $T_{3 c 2 p}$ totally do not make sense since the empirical sizes and powers of $T_{S G 1}$

TABLE 2
Empirical sizes and powers (in \%) of all tests for the experiment based on the glass data set ( $n=n_{1}=n_{2}$ ).

| $n$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Empirical sizes |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| 11 | 4.7 | 5.0 | 4.8 | 4.7 | 4.8 | 4.6 | 5.1 | 5.1 |
| 12 | 5.4 | 5.2 | 5.0 | 5.0 | 5.7 | 5.1 | 5.9 | 5.6 |
| 13 | 4.7 | 4.4 | 5.0 | 4.9 | 5.0 | 4.8 | 5.1 | 5.5 |
| 14 | 5.1 | 4.7 | 5.2 | 5.2 | 4.6 | 5.1 | 5.0 | 5.6 |
| 15 | 4.6 | 4.6 | 4.8 | 4.8 | 5.0 | 4.8 | 5.3 | 5.4 |
| 16 | 3.8 | 4.3 | 4.7 | 4.5 | 4.5 | 3.5 | 5.0 | 3.6 |
| 17 | 4.0 | 4.2 | 3.7 | 3.4 | 4.1 | 3.4 | 4.4 | 4.3 |
| 18 | 4.4 | 4.4 | 4.2 | 3.9 | 4.2 | 4.3 | 4.2 | 4.8 |
| 19 | 4.9 | 5.4 | 5.4 | 5.3 | 5.5 | 5.1 | 5.5 | 5.4 |
| 20 | 5.7 | 5.4 | 6.1 | 6.0 | 5.5 | 5.7 | 5.8 | 6.1 |
| 21 | 4.9 | 4.8 | 4.9 | 5.0 | 4.6 | 4.7 | 4.8 | 4.8 |
| 22 | 5.3 | 5.1 | 5.0 | 5.0 | 4.8 | 5.0 | 4.8 | 5.5 |
| 23 | 5.3 | 5.4 | 5.3 | 5.4 | 5.4 | 5.6 | 5.6 | 6.1 |
| 24 | 5.7 | 5.7 | 5.6 | 5.4 | 5.3 | 5.2 | 5.5 | 5.6 |
| 25 | 5.5 | 5.6 | 5.0 | 5.1 | 5.3 | 4.4 | 5.5 | 4.8 |
| 26 | 4.4 | 4.4 | 4.4 | 4.5 | 4.5 | 4.4 | 4.6 | 4.5 |
| 27 | 3.9 | 4.1 | 4.4 | 4.2 | 4.1 | 3.6 | 4.2 | 3.7 |
| 28 | 4.6 | 4.9 | 5.0 | 5.1 | 4.8 | 4.5 | 5.0 | 4.7 |
| 29 | 6.1 | 5.6 | 6.3 | 6.3 | 5.9 | 5.7 | 6.1 | 5.7 |
| 30 | 4.0 | 4.3 | 4.5 | 4.4 | 4.1 | 4.2 | 4.1 | 4.5 |
|  | Empirical powers |  |  |  |  |  |  |  |
| 11 | 18.1 | 24.2 | 28.5 | 31.0 | 12.7 | 27.4 | 25.9 | 38.4 |
| 12 | 23.2 | 27.4 | 33.6 | 36.1 | 15.5 | 33.5 | 29.4 | 43.9 |
| 13 | 26.2 | 29.6 | 39.0 | 40.4 | 17.9 | 36.2 | 31.3 | 48.4 |
| 14 | 30.5 | 35.1 | 43.3 | 47.0 | 22.1 | 44.1 | 38.1 | 55.0 |
| 15 | 38.4 | 42.5 | 51.2 | 54.3 | 26.3 | 49.8 | 44.5 | 61.4 |
| 16 | 43.2 | 48.4 | 56.9 | 58.6 | 32.5 | 54.3 | 49.3 | 64.4 |
| 17 | 46.9 | 52.6 | 62.1 | 64.4 | 36.0 | 58.6 | 54.2 | 68.8 |
| 18 | 55.3 | 59.6 | 65.4 | 69.2 | 42.8 | 65.6 | 60.8 | 74.8 |
| 19 | 63.9 | 63.6 | 71.8 | 74.5 | 49.5 | 72.1 | 66.5 | 79.7 |
| 20 | 64.8 | 63.9 | 71.4 | 73.8 | 52.4 | 73.4 | 66.1 | 80.8 |
| 21 | 72.4 | 69.9 | 78.1 | 80.3 | 55.8 | 77.3 | 71.9 | 85.3 |
| 22 | 77.8 | 75.6 | 80.7 | 84.0 | 64.1 | 82.7 | 77.0 | 86.7 |
| 23 | 80.5 | 79.3 | 83.3 | 86.2 | 66.0 | 84.2 | 79.6 | 89.9 |
| 24 | 86.7 | 83.7 | 90.1 | 91.9 | 74.1 | 90.5 | 84.5 | 93.7 |
| 25 | 90.7 | 86.3 | 91.4 | 93.2 | 79.6 | 93.0 | 87.7 | 95.7 |
| 26 | 92.4 | 90.5 | 94.1 | 94.9 | 84.1 | 94.6 | 90.7 | 96.4 |
| 27 | 94.6 | 91.2 | 94.0 | 95.8 | 84.4 | 94.8 | 91.4 | 96.6 |
| 28 | 96.5 | 94.4 | 96.3 | 97.7 | 89.1 | 97.0 | 94.9 | 98.1 |
| 29 | 98.1 | 94.8 | 97.9 | 98.2 | 91.2 | 97.8 | 96.0 | 98.9 |
| 30 | 99.1 | 96.3 | 98.4 | 98.6 | 94.1 | 98.7 | 97.1 | 99.4 |
|  |  |  |  |  |  |  |  |  |

are always $100 \%$ while the empirical sizes and powers of $T_{3 c 1 p}$ and $T_{3 c 2 p}$ are always $0 \%$. The problems with $T_{S G 1}, T_{3 c 1 p}$ and $T_{3 c 2 p}$ are probably due to the fact that they all use the dimension based kernel width $p$ which is not adaptive to the scale level of the squared distances between the observations. As mentioned in the "two-sample tests" above, these problems may be solved via re-scaling each variable of the colon data set using the pooled standard deviation of the variable.

Table 3
Empirical sizes and powers (in \%) of all tests for the experiments based on the colon data set $\left(n=n_{1}=n_{2}\right)$. The results for the $T_{S G 1}, T_{3 c 1 p}$, and $T_{3 c 2 p}$ tests are clearly explained in the text.

| $n$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Empirical sizes |  |  |  |  |  |  |  |  |  |
| 5 | 4.5 | 100 | 5.3 | 4.9 | 0 | 1.7 | 0 | 4.7 |  |
| 6 | 3.9 | 100 | 4.6 | 3.8 | 0 | 2.3 | 0 | 5.1 |  |
| 7 | 5.0 | 100 | 5.4 | 5.6 | 0 | 2.9 | 0 | 5.7 |  |
| 8 | 4.3 | 100 | 4.8 | 4.5 | 0 | 1.9 | 0 | 4.6 |  |
| 9 | 5.0 | 100 | 4.8 | 6.2 | 0 | 3.0 | 0 | 5.1 |  |
| 10 | 5.5 | 100 | 4.8 | 5.7 | 0 | 3.7 | 0 | 5.7 |  |
| 11 | 4.1 | 100 | 4.3 | 5.4 | 0 | 2.7 | 0 | 4.4 |  |
| 12 | 5.3 | 100 | 4.3 | 5.3 | 0 | 3.2 | 0 | 5.4 |  |
| 13 | 5.1 | 100 | 4.9 | 4.6 | 0 | 3.7 | 0 | 5.3 |  |
| 14 | 4.6 | 100 | 4.1 | 4.8 | 0 | 2.7 | 0 | 4.7 |  |
| 15 | 4.9 | 100 | 5.6 | 6.1 | 0 | 3.3 | 0 | 5.0 |  |
| 16 | 5.7 | 100 | 5.0 | 5.8 | 0 | 4.4 | 0 | 5.6 |  |
| 17 | 3.9 | 100 | 4.7 | 4.7 | 0 | 2.5 | 0 | 3.8 |  |
| 18 | 5.0 | 100 | 5.3 | 4.3 | 0 | 3.6 | 0 | 5.1 |  |
| 19 | 5.9 | 100 | 5.4 | 4.3 | 0 | 4.5 | 0 | 5.9 |  |
| 20 | 6.4 | 100 | 6.5 | 4.7 | 0 | 4.8 | 0 | 6.2 |  |
|  | Empirical powers |  |  |  |  |  |  |  |  |
| 5 | 16.5 | 100 | 5.0 | 5.4 | 0 | 4.8 | 0 | 17.5 |  |
| 6 | 24.7 | 100 | 4.2 | 5.7 | 0 | 8.2 | 0 | 27.6 |  |
| 7 | 28.8 | 100 | 4.8 | 5.4 | 0 | 11.5 | 0 | 32.0 |  |
| 8 | 35.9 | 100 | 4.1 | 5.2 | 0 | 17.7 | 0 | 37.6 |  |
| 9 | 43.3 | 100 | 4.4 | 5.1 | 0 | 22.0 | 0 | 46.4 |  |
| 10 | 52.1 | 100 | 4.5 | 4.4 | 0 | 28.9 | 0 | 53.2 |  |
| 11 | 61.2 | 100 | 4.8 | 4.4 | 0 | 38.0 | 0 | 63.1 |  |
| 12 | 71.2 | 100 | 4.3 | 4.4 | 0 | 48.8 | 0 | 72.3 |  |
| 13 | 78.4 | 100 | 3.0 | 5.5 | 0 | 58.6 | 0 | 77.7 |  |
| 14 | 84.1 | 100 | 2.9 | 3.9 | 0 | 67.3 | 0 | 84.4 |  |
| 15 | 88.7 | 100 | 1.9 | 4.5 | 0 | 72.8 | 0 | 88.9 |  |
| 16 | 92.5 | 100 | 2.3 | 3.9 | 0 | 81.1 | 0 | 92.8 |  |
| 17 | 96.8 | 100 | 3.1 | 3.5 | 0 | 89.2 | 0 | 96.4 |  |
| 18 | 98.7 | 100 | 2.4 | 3.1 | 0 | 94.2 | 0 | 98.4 |  |
| 19 | 99.5 | 100 | 2.2 | 2.6 | 0 | 97.8 | 0 | 99.5 |  |
| 20 | 99.8 | 100 | 2.1 | 3.1 | 0 | 98.5 | 0 | 99.8 |  |

We then repeated the above numerical experiment based on the scaled colon data set. The resulting empirical sizes and powers of the tests are presented in Table 4. We now have the following observations. First, the empirical sizes of $T_{S R}, T_{S G 1}, T_{S G 2}, T_{S G 3}, T_{3 c 2 p}$, and $T_{3 c 2 m}$ are generally comparable and they are all around $5 \%$ while the empirical powers of $T_{S R}, T_{S G 1}, T_{3 c 2 m}$ and $T_{3 c 2 p}$ are generally comparable. This means that the empirical sizes and powers of $T_{S G 1}, T_{3 c 1 p}$ and $T_{3 c 2 p}$ have been improved substantially and to make $T_{S G 1}, T_{3 c 1 p}$ and $T_{3 c 2 p}$ work well, it is indeed very important to make the squared distances of the observations and the dimension based kernel width $p$ have the same scale level. Second, the empirical sizes of $T_{3 c 1 m}$ and $T_{3 c 1 p}$ are now generally comparable and so are their empirical powers. Nevertheless, $T_{3 c 1 m}$ and $T_{3 c 1 p}$ are still rather conservative due to the same reason as mentioned in the previous paragraph for the conservativity of $T_{3 c 1 m}$ and due to this conservativity, the empirical pow-

Table 4
Empirical sizes and powers (in \%) of all tests for the experiments based on the scaled colon data $\operatorname{set}\left(n=n_{1}=n_{2}\right)$.

| $n$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Empirical sizes |  |  |  |  |  |  |  |  |
| 5 | 5.6 | 5.7 | 5.2 | 5.1 | 1.2 | 1.7 | 4.8 | 5.1 |
| 6 | 5.2 | 5.1 | 5.5 | 6.0 | 2.0 | 2.9 | 5.5 | 6.5 |
| 7 | 4.3 | 4.0 | 4.5 | 4.1 | 2.0 | 2.6 | 4.1 | 4.7 |
| 8 | 5.7 | 5.3 | 6.0 | 5.7 | 3.1 | 3.8 | 6.0 | 5.8 |
| 9 | 4.9 | 4.7 | 5.2 | 5.1 | 2.8 | 3.4 | 5.2 | 5.7 |
| 10 | 5.7 | 5.3 | 5.2 | 4.9 | 3.1 | 4.4 | 5.6 | 5.8 |
| 11 | 6.4 | 6.1 | 5.2 | 5.7 | 3.5 | 4.1 | 6.2 | 6.3 |
| 12 | 4.8 | 4.9 | 5.3 | 5.1 | 2.7 | 3.0 | 5.0 | 5.0 |
| 13 | 6.7 | 5.5 | 5.8 | 5.3 | 4.0 | 4.8 | 5.9 | 6.2 |
| 14 | 4.8 | 5.5 | 5.3 | 5.2 | 3.3 | 3.6 | 5.3 | 5.1 |
| 15 | 5.3 | 5.0 | 4.9 | 5.3 | 2.9 | 3.3 | 5.4 | 5.5 |
| 16 | 4.8 | 5.0 | 4.8 | 4.9 | 3.1 | 3.3 | 4.8 | 4.6 |
| 17 | 4.7 | 5.0 | 4.9 | 5.3 | 3.2 | 3.5 | 5.3 | 4.8 |
| 18 | 4.5 | 5.0 | 4.6 | 5.2 | 3.0 | 3.1 | 5.0 | 4.8 |
| 19 | 4.2 | 4.6 | 4.5 | 4.1 | 2.6 | 3.3 | 4.2 | 4.6 |
| 20 | 5.7 | 5.6 | 5.8 | 5.7 | 3.7 | 4.2 | 5.8 | 5.6 |
|  | Empirical powers |  |  |  |  |  |  |  |
| 5 | 6.7 | 8.0 | 6.5 | 7.2 | 1.6 | 2.0 | 7.5 | 7.4 |
| 6 | 6.0 | 6.9 | 5.2 | 6.0 | 1.9 | 2.6 | 7.5 | 7.7 |
| 7 | 7.9 | 8.8 | 6.0 | 7.3 | 2.8 | 3.5 | 9.7 | 9.7 |
| 8 | 8.5 | 8.9 | 5.3 | 7.0 | 2.8 | 3.6 | 9.4 | 9.8 |
| 9 | 9.8 | 11.0 | 6.5 | 7.8 | 3.1 | 4.2 | 11.0 | 10.6 |
| 10 | 10.7 | 12.7 | 8.5 | 9.7 | 5.0 | 5.1 | 13.9 | 13.2 |
| 11 | 10.8 | 13.5 | 6.8 | 8.1 | 4.5 | 5.3 | 12.9 | 12.6 |
| 12 | 11.4 | 13.8 | 6.8 | 8.6 | 4.7 | 5.6 | 14.4 | 13.7 |
| 13 | 13.5 | 17.8 | 6.2 | 9.2 | 5.4 | 5.9 | 16.5 | 15.8 |
| 14 | 17.4 | 18.4 | 8.6 | 11.0 | 7.5 | 9.0 | 18.8 | 17.5 |
| 15 | 17.1 | 21.2 | 8.8 | 11.8 | 7.5 | 8.6 | 22.9 | 20.0 |
| 16 | 20.6 | 24.4 | 8.8 | 12.1 | 9.5 | 10.1 | 25.2 | 24.1 |
| 17 | 21.7 | 26.2 | 8.5 | 12.5 | 9.3 | 10.4 | 26.2 | 23.3 |
| 18 | 26.4 | 31.5 | 8.4 | 13.7 | 11.9 | 12.2 | 30.7 | 26.1 |
| 19 | 30.2 | 37.6 | 9.1 | 16.6 | 15.3 | 14.8 | 36.3 | 32.2 |
| 20 | 34.7 | 41.8 | 10.8 | 18.1 | 17.2 | 18.3 | 40.8 | 36.8 |
|  |  |  |  |  |  |  |  |  |

ers of $T_{3 c 1 m}$ and $T_{3 c 1 p}$ are generally smaller than those of $T_{S R}, T_{S G 1}, T_{3 c 2 p}$ and $T_{3 c 2 m}$. Third, both $T_{S G 2}$ and $T_{S G 3}$ have good size control but their empirical powers are still much smaller than those of $T_{S R}, T_{S G 1}, T_{3 c 2 p}$ and $T_{3 c 2 m}$. This again shows that $T_{S G 2}$ and $T_{S G 3}$ do not perform well in the colon data set based experiments.

### 5.4. Comparison with the Gretton et al. tests

To address a concern from the reviewer, some simulation studies are conducted to compare our tests $T_{3 c 1 q}$ and $T_{3 c 2 q}$ against two of the Gretton et al. tests, namely the test (denoted as $T_{\text {spec }}^{q}$ ) based on the null distribution estimate using the empirical Gram matrix spectrum [13, Section 3.2], and the test (denoted as $T_{\text {pear }}^{q}$ ) based on the Pearson curve approximation [11, Section 4], for $q=p, m$.

Table 5
Empirical sizes (under Models 1 and 2) and powers (under Models $6[\mathcal{N}]$ and $6\left[t_{4}\right]$ ) (in \%) of $T_{\text {spec }}^{p}, T_{\text {pear }}^{p}, T_{3 c 1 p}, T_{3 c 2 p}, T_{\text {spec }}^{m}, T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for $\mathbf{n}=(30,30)$.

| Model | $p$ | $\rho$ | $T_{\text {spec }}^{p}$ | $T_{\text {pear }}^{p}$ | $T_{3 c 1 p}$ | $T_{3 c 2 p}$ | $T_{\text {spec }}^{m}$ | $T_{\text {pear }}^{m}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 0.2 | 3.6 | 2.9 | 3.3 | 4.7 | 3.6 | 3.4 | 3.7 | 4.6 |
|  |  | 0.5 | 4.1 | 3.9 | 4.1 | 4.9 | 4.0 | 3.5 | 3.6 | 4.5 |
|  |  | 0.8 | 4.4 | 3.8 | 4.0 | 4.9 | 4.9 | 4.3 | 5.0 | 5.3 |
|  | 100 | 0.2 | 1.9 | 1.0 | 1.6 | 5.0 | 3.3 | 2.2 | 2.8 | 5.1 |
|  |  | 0.5 | 3.7 | 3.4 | 3.5 | 4.4 | 3.9 | 3.4 | 3.7 | 4.3 |
|  |  | 0.8 | 4.9 | 3.8 | 4.3 | 4.9 | 4.6 | 4.1 | 4.7 | 5.0 |
|  | 500 | 0.2 | 2.9 | 1.1 | 2.3 | 4.4 | 3.0 | 1.6 | 2.3 | 4.5 |
|  |  | 0.5 | 4.0 | 3.1 | 4.1 | 4.7 | 3.9 | 3.2 | 3.4 | 4.1 |
|  |  | 0.8 | 4.3 | 3.7 | 3.7 | 4.1 | 3.9 | 3.4 | 3.8 | 4.0 |
| 2 | 10 | 0.2 | 2.8 | 2.2 | 2.5 | 4.4 | 3.1 | 2.2 | 2.7 | 4.1 |
|  |  | 0.5 | 3.8 | 3.5 | 3.4 | 4.9 | 4.4 | 3.7 | 4.1 | 5.2 |
|  |  | 0.8 | 3.9 | 3.3 | 3.6 | 4.6 | 4.3 | 3.6 | 4.4 | 4.9 |
|  | 100 | 0.2 | 0.3 | 0.1 | 0.3 | 4.2 | 3.4 | 1.9 | 2.7 | 5.1 |
|  |  | 0.5 | 4.1 | 2.9 | 3.6 | 5.2 | 4.1 | 3.3 | 4.0 | 5.0 |
|  |  | 0.8 | 4.7 | 4.5 | 4.4 | 5.3 | 4.3 | 3.4 | 4.1 | 4.4 |
|  | 500 | 0.2 | 0.2 | 0.1 | 0.3 | 4.2 | 3.5 | 2.4 | 3.1 | 5.7 |
|  |  | 0.5 | 2.8 | 1.9 | 2.5 | 4.8 | 4.1 | 3.3 | 4.0 | 4.4 |
|  |  | 0.8 | 4.1 | 3.4 | 3.5 | 4.8 | 4.3 | 3.8 | 4.4 | 4.6 |
| $6[\mathcal{N}]$ | 10 | 0.2 | 4.7 | 2.8 | 4.5 | 7.5 | 4.1 | 3.3 | 4.2 | 6.1 |
|  |  | 0.5 | 12.1 | 10.4 | 11.0 | 15.0 | 9.2 | 8.1 | 7.8 | 9.8 |
|  |  | 0.8 | 8.5 | 7.7 | 8.0 | 9.3 | 7.2 | 6.4 | 6.5 | 7.5 |
|  | 100 | 0.2 | 2.8 | 1.4 | 2.4 | 18.9 | 3.5 | 1.7 | 3.0 | 9.8 |
|  |  | 0.5 | 67.4 | 47.7 | 63.0 | 90.7 | 31.1 | 22.0 | 27.5 | 42.4 |
|  |  | 0.8 | 99.4 | 98.1 | 99.2 | 99.7 | 76.2 | 64.9 | 72.0 | 83.7 |
|  | 500 | 0.2 | 2.2 | 0.3 | 1.9 | 28.4 | 3.4 | 0.9 | 2.6 | 12.7 |
|  |  | 0.5 | 85.9 | 63.0 | 81.6 | 99.9 | 38.9 | 25.2 | 32.9 | 57.6 |
|  |  | 0.8 | 100.0 | 100.0 | 100.0 | 100.0 | 99.0 | 95.6 | 99.3 | 100.0 |
| $6\left[t_{4}\right]$ | 10 | 0.2 | 3.4 | 1.8 | 3.0 | 7.9 | 4.5 | 3.8 | 4.1 | 6.6 |
|  |  | 0.5 | 13.3 | 10.3 | 12.4 | 19.6 | 8.0 | 6.6 | 7.5 | 9.4 |
|  |  | 0.8 | 16.4 | 12.6 | 14.4 | 19.3 | 8.9 | 7.3 | 8.3 | 8.7 |
|  | 100 | 0.2 | 0.4 | 0.1 | 0.5 | 37.4 | 3.6 | 1.5 | 3.1 | 10.7 |
|  |  | 0.5 | 86.8 | 64.3 | 86.6 | 99.7 | 30.5 | 22.6 | 27.7 | 43.4 |
|  |  | 0.8 | 100.0 | 100.0 | 100.0 | 100.0 | 75.7 | 67.0 | 71.4 | 83.4 |
|  | 500 | 0.2 | 0.2 | 0.0 | 0.1 | 71.5 | 2.6 | 1.1 | 2.5 | 12.8 |
|  |  | 0.5 | 98.1 | 80.9 | 98.8 | 100.0 | 37.7 | 24.9 | 32.5 | 58.0 |
|  |  | 0.8 | 100.0 | 100.0 | 100.0 | 100.0 | 98.3 | 94.9 | 98.09 | 100.0 |

We do not consider the test based on the Gamma approximation, since "Gamma approximation to the null distribution, which has a smaller computational cost, is generally less accurate" [10, p. 738].

Table 5 presents the empirical sizes (under Models 1 and 2 in Section 5.2) and powers (under Models $6[\mathcal{N}]$ and $6\left[t_{4}\right]$ ) of $T_{\text {spec }}^{p}, T_{\text {pear }}^{p}, T_{3 c 1 p}, T_{3 c 2 p}, T_{\text {spec }}^{m}$, $T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for $\mathbf{n}=(30,30)$. It is seen that in terms of size control and power, for $q=p, m, T_{3 c 2 q}$ substantially outperforms $T_{s p e c}^{q}, T_{p e a r}^{q}$ and $T_{3 c 1 q}$ which are generally comparable and are all quite conservative. As mentioned in Remark 4.2, the conservativity of $T_{3 c 1 p}$ and $T_{3 c 1 m}$ is due to the fact that the null distributions of $T_{3 c 1 p}$ and $T_{3 c 1 m}$ are estimated using the estimated eigenvalues of the Gram matrix whose asymptotic properties may not take effect for small and

Table 6
Empirical sizes and powers (in \%) of $T_{\text {spec }}^{p}, T_{\text {pear }}^{p}, T_{3 c 1 p}, T_{3 c 2 p}, T_{\text {spec }}^{m}, T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for the experiments based on the glass data set $\left(n=n_{1}=n_{2}\right)$.

| $n$ | $T_{\text {spec }}^{p}$ | $T_{\text {pear }}^{p}$ | $T_{3 c 1 p}$ | $T_{3 c 2 p}$ | $T_{\text {spec }}^{p}$ | $T_{\text {pear }}^{p}$ | $T_{3 c 1 p}$ | $T_{3 c 2 p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Empirical sizes |  |  |  | Empirical powers |  |  |  |
| 11 | 6.2 | 4.9 | 5.5 | 5.8 | 13.0 | 12.0 | 13.5 | 24.8 |
| 12 | 3.3 | 3.2 | 3.1 | 4.3 | 19.1 | 17.6 | 17.4 | 33.2 |
| 13 | 4.7 | 4.3 | 4.8 | 4.9 | 21.0 | 20.1 | 19.2 | 35.1 |
| 14 | 5.2 | 4.0 | 5.0 | 5.1 | 25.2 | 24.1 | 24.8 | 41.2 |
| 15 | 5.6 | 5.3 | 5.6 | 5.9 | 29.4 | 27.9 | 27.5 | 45.2 |
| 16 | 4.9 | 4.1 | 4.5 | 5.0 | 34.1 | 33.7 | 32.6 | 49.8 |
| 17 | 4.9 | 4.8 | 4.7 | 4.9 | 37.9 | 38.4 | 36.2 | 55.0 |
| 18 | 4.7 | 3.7 | 4.7 | 4.7 | 41.9 | 42.7 | 39.5 | 56.8 |
| 19 | 5.2 | 4.5 | 4.8 | 5.0 | 48.5 | 48.1 | 46.5 | 63.4 |
| 20 | 3.8 | 3.6 | 3.4 | 4.2 | 54.5 | 55.4 | 52.7 | 68.6 |
| 21 | 5.2 | 4.2 | 5.3 | 5.3 | 61.4 | 62.2 | 61.3 | 74.3 |
| 22 | 5.5 | 5.0 | 5.8 | 5.9 | 64.0 | 64.7 | 62.4 | 76.2 |
| 23 | 5.7 | 4.6 | 5.7 | 5.9 | 68.5 | 69.2 | 68.2 | 81.4 |
| 24 | 5.7 | 5.0 | 5.2 | 5.4 | 74.6 | 77.2 | 74.5 | 86.4 |
| 25 | 5.4 | 4.8 | 5.2 | 5.3 | 78.8 | 79.7 | 78.1 | 87.4 |
| 26 | 5.0 | 4.1 | 5.1 | 5.1 | 83.3 | 82.5 | 82.5 | 89.7 |
| 27 | 4.2 | 3.6 | 4.1 | 4.3 | 86.1 | 85.3 | 85.9 | 92.8 |
| 28 | 5.2 | 4.6 | 5.2 | 5.2 | 88.0 | 88.3 | 87.9 | 93.5 |
| 29 | 6.8 | 6.2 | 6.4 | 5.6 | 92.5 | 91.8 | 91.9 | 95.4 |
| 30 | 5.0 | 4.7 | 5.0 | 5.1 | 92.8 | 92.8 | 92.2 | 95.8 |
| $n$ | $T_{\text {spec }}^{m}$ | $T_{\text {pear }}^{m}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ | $T_{\text {spec }}^{m}$ | $T_{\text {pear }}^{m}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ |
|  | Empirical sizes |  |  |  | Empirical powers |  |  |  |
| 11 | 5.4 | 5.0 | 4.9 | 5.7 | 29.2 | 23.1 | 28.0 | 38.4 |
| 12 | 3.3 | 3.1 | 3.1 | 4.2 | 34.1 | 30.0 | 32.8 | 43.8 |
| 13 | 4.5 | 4.1 | 4.6 | 4.8 | 38.7 | 33.1 | 37.8 | 48.8 |
| 14 | 4.2 | 4.0 | 3.9 | 4.6 | 45.4 | 41.1 | 44.3 | 54.6 |
| 15 | 5.7 | 4.2 | 5.3 | 5.7 | 48.3 | 44.5 | 46.8 | 57.4 |
| 16 | 4.5 | 4.3 | 4.0 | 4.5 | 57.6 | 51.6 | 54.9 | 65.7 |
| 17 | 3.9 | 3.8 | 3.9 | 4.2 | 62.8 | 57.5 | 61.3 | 70.1 |
| 18 | 3.6 | 3.6 | 3.5 | 4.3 | 64.6 | 60.0 | 62.3 | 72.7 |
| 19 | 5.2 | 4.6 | 5.0 | 5.1 | 71.0 | 65.7 | 69.0 | 76.6 |
| 20 | 3.7 | 3.0 | 2.9 | 4.2 | 75.1 | 71.0 | 75.4 | 82.5 |
| 21 | 5.8 | 5.1 | 5.8 | 5.9 | 80.3 | 77.1 | 80.0 | 85.5 |
| 22 | 5.9 | 5.1 | 6.2 | 5.3 | 81.6 | 77.3 | 81.2 | 87.1 |
| 23 | 5.6 | 5.1 | 5.2 | 5.7 | 86.8 | 85.0 | 86.5 | 90.4 |
| 24 | 5.1 | 4.8 | 4.5 | 5.0 | 89.0 | 87.1 | 89.1 | 92.9 |
| 25 | 5.3 | 4.8 | 5.2 | 5.3 | 92.1 | 89.3 | 91.6 | 93.8 |
| 26 | 5.0 | 4.3 | 5.0 | 5.2 | 94.9 | 92.9 | 94.3 | 96.5 |
| 27 | 4.8 | 3.7 | 3.9 | 4.4 | 95.7 | 94.9 | 95.8 | 97.4 |
| 28 | 5.5 | 4.7 | 5.4 | 5.7 | 96.2 | 94.9 | 96.0 | 97.3 |
| 29 | 6.3 | 6.1 | 6.0 | 5.6 | 98.6 | 97.7 | 98.5 | 99.1 |
| 30 | 5.3 | 4.7 | 4.8 | 5.0 | 98.7 | 97.9 | 98.7 | 98.9 |

moderate sample sizes. Obviously, this reason is also applicable to explain the conservativity of $T_{s p e c}^{p}$ and $T_{s p e c}^{m}$; see also [13, p. 7]. Tables 6,7 and 8 present the empirical sizes and powers of $T_{\text {spec }}^{p}, T_{\text {pear }}^{p}, T_{3 c 1 p}, T_{3 c 2 p}, T_{\text {spec }}^{m}, T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for the experiments based on the glass data set, the colon data set, and the scaled colon data set respectively as described in Section 5.3. For the colon data

TABLE 7
Empirical sizes and powers (in \%) of $T_{\text {spec }}^{m}, T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for the experiments based on the colon data set $\left(n=n_{1}=n_{2}\right)$.

| Empirical sizes |  |  |  | Empirical powers |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n$ | $T_{\text {spec }}^{m}$ | $T_{\text {pear }}^{m}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ | $T_{\text {spec }}^{m}$ | $T_{\text {pear }}^{m}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ |
| 5 | 2.8 | 0.6 | 2.8 | 5.6 | 6.0 | 1.0 | 5.0 | 19.3 |
| 6 | 2.3 | 0.4 | 1.9 | 4.8 | 8.4 | 2.1 | 7.7 | 25.4 |
| 7 | 3.4 | 1.7 | 2.8 | 4.9 | 12.4 | 5.7 | 11.4 | 31.9 |
| 8 | 3.2 | 1.9 | 2.8 | 5.4 | 18.4 | 8.5 | 16.2 | 38.2 |
| 9 | 4.2 | 2.3 | 3.6 | 5.9 | 25.2 | 13.4 | 21.8 | 46.8 |
| 10 | 3.3 | 2.5 | 2.7 | 5.2 | 31.7 | 20.1 | 30.3 | 52.7 |
| 11 | 3.6 | 2.1 | 3.0 | 5.2 | 42.8 | 28.8 | 41.4 | 65.3 |
| 12 | 3.9 | 2.2 | 3.5 | 5.7 | 51.9 | 36.8 | 48.9 | 73.2 |
| 13 | 3.3 | 2.3 | 3.1 | 4.5 | 57.7 | 44.9 | 55.0 | 76.8 |
| 14 | 2.9 | 2.1 | 2.9 | 4.4 | 67.2 | 55.7 | 64.4 | 83.7 |
| 15 | 4.2 | 2.9 | 3.8 | 4.9 | 77.8 | 66.6 | 75.8 | 90.4 |
| 16 | 3.5 | 2.4 | 3.1 | 4.9 | 84.5 | 73.5 | 82.8 | 93.5 |
| 17 | 3.0 | 2.7 | 3.1 | 4.4 | 90.4 | 82.1 | 89.2 | 96.0 |
| 18 | 4.1 | 3.6 | 3.7 | 5.2 | 93.6 | 87.2 | 92.6 | 98.7 |
| 19 | 4.9 | 3.8 | 4.6 | 5.2 | 96.8 | 92.9 | 96.8 | 99.7 |
| 20 | 3.6 | 3.3 | 3.1 | 4.2 | 99.0 | 97.1 | 99.3 | 99.9 |

set, the empirical sizes and powers of $T_{s p e c}^{p}, T_{p e a r}^{p}, T_{3 c 1 p}$ and $T_{3 c 2 p}$ were all equal to zero, and thus they are omitted in Table 7 (see Section 5.3 for explanation). It is seen that in terms of size control and power, $T_{3 c 2 q}$ outperforms $T_{\text {spec }}^{q}, T_{\text {pear }}^{q}$ and $T_{3 c 1 q}$ generally, for $q=p, m$. In addition, in terms of size control, we can also observe the conservativity of $T_{\text {pear }}^{p}$ and $T_{\text {pear }}^{m}$ in some cases in Table 6 and the conservativity of $T_{\text {spec }}^{p}, T_{\text {spec }}^{m}, T_{\text {pear }}^{p}, T_{\text {pear }}^{m}, T_{3 c 1 p}$ and $T_{3 c 1 m}$ in almost all cases in Tables 7-8. The above results show that in terms of size control and power, our tests $T_{3 c 1 p}, T_{3 c 2 p}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ outperform or perform not worse than the Gretton et al. tests under consideration.

### 5.5. Computational time comparison of the tests

To address a question from the reviewer, we display the computational time (in minutes) of some considered tests in Figures 2 and 3. The experiments were performed for one physical computer with 4 cores, 8 GB RAM, Ubuntu 18.04 64-bit, R 4.1.1. In Figure 2, we present the fastest tests, i.e., $T_{3 c 1 m}, T_{3 c 2 m}$ and $T_{S R}$, with $T_{3 c 1 m}$ the fastest, followed $T_{3 c 2 m}$, which is significantly faster than $T_{S R}$. It is seen that compared with $T_{3 c 1 m}$, the U-statistics used in estimating the first three cumulants in $T_{3 c 2 m}$ does add some amount of extra computation. In Figure 3, we present the computational time of $T_{S G 1}, T_{3 c 1 m}, T_{3 c 2 m}$ and $T_{S R}$. It is seen that $T_{S G 1}$ is much more time-consuming than $T_{3 c 1 m}, T_{3 c 2 m}$, and $T_{S R}$. Moreover, from Table 9, we obtain that $T_{S G 2}$ and $T_{S G 3}$ are much more timeconsuming than $T_{S G 1}, T_{S R}, T_{3 c 1 m}$ and $T_{3 c 2 m}$. Note that the implementations of $T_{S G 1}, T_{S G 2}$ and $T_{S G 3}$ are based on the $\mathrm{C}++$ implementation of the most time-consuming parts of their constructions.

Table 8
Empirical sizes and powers (in \%) of $T_{\text {spec }}^{p}, T_{\text {pear }}^{p}, T_{3 c 1 p}, T_{3 c 2 p}, T_{s p e c}^{m}, T_{\text {pear }}^{m}, T_{3 c 1 m}$ and $T_{3 c 2 m}$ for the experiments based on the scaled colon data set ( $n=n_{1}=n_{2}$ ).


In conclusion, our tests $T_{3 c 1 p}, T_{3 c 2 p}, T_{3 c 1 m}$, and $T_{3 c 2 m}$ are faster to compute than the existing tests under consideration.

### 5.6. Testing procedure recommendation

Based on the above numerical experiments using artificial and real data, we can recommend $T_{3 c 2 p}$ and $T_{3 c 2 m}$ for practical applications when the sample sizes are small or moderate. They keep the type I error level very well and have high powers generally. They are fast to compute and outperform several existing tests. The squared median-distance based kernel width can be used generally since it is scale-invariant in the sense that the associated test statistic does not change if


Fig 2: Computational time (in minutes) of $T_{S R}$ (solid line), $T_{3 c 1 m}$ (dashed line), and $T_{3 c 2 m}$ (dotted line) for different sample sizes $\left(n_{1}=n_{2}\right)$ and dimensions $p=100,500,1000,1500,2000,2500$.


Fig 3: Computational time (in minutes) of $T_{S G 1}$ (dash-dotted line), $T_{S R}$ (solid line), $T_{3 c 1 m}$ (dashed line), and $T_{3 c 2 m}$ (dotted line) for different sample sizes $\left(n_{1}=n_{2}\right)$ and dimensions $p=100,500$.

Table 9
Computational time (in minutes) of $T_{S R}, T_{S G 1}, T_{S G 2}, T_{S G 3}, T_{3 c 1 m}$, and $T_{3 c 2 m}$ for different sample sizes $\left(n_{1}=n_{2}\right)$ and dimension $p=100$.

| $n_{1}=n_{2}$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 m}$ | $T_{3 c 2 m}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 100 | 0.00 | 0.10 | 1.46 | 1.40 | 0.00 | 0.00 |
| 200 | 0.01 | 0.34 | 5.84 | 5.53 | 0.00 | 0.00 |
| 300 | 0.03 | 0.79 | 13.24 | 12.70 | 0.00 | 0.00 |
| 400 | 0.07 | 1.54 | 23.81 | 22.90 | 0.00 | 0.01 |
| 500 | 0.16 | 2.37 | 37.50 | 35.95 | 0.01 | 0.01 |
| 600 | 0.25 | 3.46 | 53.81 | 51.80 | 0.01 | 0.03 |
| 700 | 0.42 | 4.57 | 72.75 | 71.20 | 0.01 | 0.04 |
| 800 | 0.48 | 6.65 | 95.68 | 94.01 | 0.02 | 0.08 |
| 900 | 0.64 | 7.90 | 122.63 | 116.43 | 0.02 | 0.11 |
| 1000 | 0.83 | 9.75 | 152.26 | 141.12 | 0.03 | 0.15 |
| 1100 | 1.01 | 11.61 | 183.06 | 170.18 | 0.04 | 0.20 |
| 1200 | 1.23 | 14.07 | 221.46 | 200.87 | 0.06 | 0.28 |
| 1300 | 1.39 | 16.10 | 252.16 | 237.65 | 0.07 | 0.36 |
| 1400 | 1.67 | 18.94 | 290.86 | 272.37 | 0.08 | 0.47 |

each observation is multiplied by a nonzero constant, while the dimension based kernel width $p$ in $T_{3 c 1 p}$ and $T_{3 c 2 p}$ should be used with caution, since it is not scale-invariant and not always applicable.

## 6. Concluding remarks

We have considered the two-sample problem in a separable metric space, which includes many data types. For this problem, we have proposed two new tests based on the maximum mean discrepancy. In contrast to the existing tests, we allowed different sample sizes, which is more realistic, in both theoretical and practical issues. In addition, unlike the existing tests, which are implemented by permutation, the two new tests were based on the three-cumulant matched $\chi^{2}$-approximation. The first test, $T_{3 c 1}$, used the cumulants of the asymptotic null distribution of the test statistic, which resulted in its good behavior for large sample sizes, but for small and moderate sample sizes, conservativity appeared and resulted in less power. On the other hand, the second test, $T_{3 c 2}$, used the cumulants of the null distribution, which resulted in an accurate and fast test for small and moderate sample sizes. In the numerical experiments presented in Section 5, we considered a squared median distance based kernel width and a dimension-based kernel width. The former kernel width is scale-invariant while the latter one is not. The resulting tests are denoted as $T_{3 c 1 m}, T_{3 c 2 m}$ and $T_{3 c 1 p}, T_{3 c 2 p}$ respectively. In the numerical experiments based on artificial data, $T_{3 c 1 p}$ and $T_{3 c 2 p}$ outperform $T_{3 c 1 m}$ and $T_{3 c 2 m}$ substantially while in the numerical experiments based on the two real data sets, $T_{3 c 1 p}$ and $T_{3 c 2 p}$ can perform much worse than $T_{3 c 1 m}$ and $T_{3 c 2 m}$ unless the data are properly re-scaled so that the squared distances of the transformed observations and the dimension based kernel width $p$ are at the same scale level. This means that we should use the dimension-based kernel width with caution. It also says that it is important to
select a good kernel width for the proposed new tests. Further research in this direction is interesting and warranted. Of course, the performance of the new tests needs to be further evaluated on additional artificial and real data sets. In particular, we can examine the behavior of the new tests for other types of data including strings and graphs. This may constitute a direction for our future research.

## Appendix A: Proofs

The equalities (8) of the form

$$
\begin{aligned}
S_{\alpha \alpha} & =\tilde{S}_{\alpha \alpha}+2\left\langle\bar{x}_{\alpha}-\mu_{\alpha}, \mu_{\alpha}\right\rangle+\left\|\mu_{\alpha}\right\|^{2} \\
S_{12} & =\tilde{S}_{12}+\left\langle\bar{x}_{1}-\mu_{1}, \mu_{2}\right\rangle+\left\langle\bar{x}_{2}-\mu_{2}, \mu_{1}\right\rangle+\left\langle\mu_{1}, \mu_{2}\right\rangle
\end{aligned}
$$

where $\alpha=1,2$, follow from

$$
\begin{aligned}
S_{\alpha \alpha}= & \frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}}\left\langle\left(x_{\alpha i}-\mu_{\alpha}\right)+\mu_{\alpha},\left(x_{\alpha j}-\mu_{\alpha}\right)+\mu_{\alpha}\right\rangle \\
= & \frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}}\left(\left\langle x_{\alpha i}-\mu_{\alpha}, x_{\alpha j}-\mu_{\alpha}\right\rangle+\left\langle x_{\alpha i}-\mu_{\alpha}, \mu_{\alpha}\right\rangle\right. \\
& \left.+\left\langle\mu_{\alpha}, x_{\alpha j}-\mu_{\alpha}\right\rangle+\left\|\mu_{\alpha}\right\|^{2}\right) \\
= & \tilde{S}_{\alpha \alpha}+2\left\langle\bar{x}_{\alpha}-\mu_{\alpha}, \mu_{\alpha}\right\rangle+\left\|\mu_{\alpha}\right\|^{2} \\
S_{12}= & \left\langle\left(\bar{x}_{1}-\mu_{1}\right)+\mu_{1},\left(\bar{x}_{2}-\mu_{2}\right)+\mu_{2}\right\rangle \\
= & \left\langle\bar{x}_{1}-\mu_{1}, \bar{x}_{2}-\mu_{2}\right\rangle+\left\langle\bar{x}_{1}-\mu_{1}, \mu_{2}\right\rangle+\left\langle\mu_{1}, \bar{x}_{2}-\mu_{2}\right\rangle+\left\langle\mu_{1}, \mu_{2}\right\rangle \\
= & \tilde{S}_{12}+\left\langle\bar{x}_{1}-\mu_{1}, \mu_{2}\right\rangle+\left\langle\bar{x}_{2}-\mu_{2}, \mu_{1}\right\rangle+\left\langle\mu_{1}, \mu_{2}\right\rangle
\end{aligned}
$$

where $\alpha=1,2$ and

$$
\begin{aligned}
\tilde{S}_{\alpha \alpha} & =\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}}\left\langle x_{\alpha i}-\mu_{\alpha}, x_{\alpha j}-\mu_{\alpha}\right\rangle \\
& =\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} \tilde{K}\left(y_{\alpha i}, y_{\alpha j}\right), \\
\tilde{S}_{12} & =\left\langle\bar{x}_{1}-\mu_{1}, \bar{x}_{2}-\mu_{2}\right\rangle=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \tilde{K}\left(y_{1 i}, y_{2 j}\right) .
\end{aligned}
$$

Lemma A.1. Let $\alpha, \beta=1,2$ and $\alpha \neq \beta$. We have $E\left(\tilde{S}_{\alpha \alpha}\right)=0, E\left(\tilde{S}_{\alpha \beta}\right)=0$, and $\operatorname{cov}\left(\tilde{S}_{\alpha \alpha}, \tilde{S}_{\alpha \beta}\right)=0$. Further,

$$
\operatorname{var}\left(\tilde{S}_{\alpha \alpha}\right)=\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\alpha 2}\right)\right), \operatorname{var}\left(\tilde{S}_{\alpha \beta}\right)=\frac{1}{n_{\alpha} n_{\beta}} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\beta 1}\right)\right)
$$

Proof of Lemma A.1. We have the following useful properties. By (7), when $y^{\prime}=y$, we have

$$
\begin{equation*}
E_{y}(\tilde{K}(y, y))=E_{y}(K(y, y))-E_{z, z^{\prime}}\left(K\left(z, z^{\prime}\right)\right)>0 \tag{28}
\end{equation*}
$$

where $z$ and $z^{\prime}$ are independent copies of $y$, and when $y$ and $y^{\prime}$ are independent, we have

$$
\begin{equation*}
E_{y}\left(\tilde{K}\left(y, y^{\prime}\right)\right)=E_{y^{\prime}}\left(\tilde{K}\left(y, y^{\prime}\right)\right)=E_{y, y^{\prime}}\left(\tilde{K}\left(y, y^{\prime}\right)\right)=0 \tag{29}
\end{equation*}
$$

By (28), (29) and (9), we have

$$
\begin{aligned}
E\left(\tilde{S}_{\alpha \alpha}\right) & =\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} E\left(\tilde{K}\left(y_{\alpha i}, y_{\alpha j}\right)\right)=0, \\
E\left(\tilde{S}_{\alpha \beta}\right) & =\frac{1}{n_{\alpha} n_{\beta}} \sum_{i=1}^{n_{\alpha}} \sum_{j=1}^{n_{\beta}} E\left(\tilde{K}\left(y_{\alpha i}, y_{\beta j}\right)\right)=0, \\
\operatorname{cov}\left(\tilde{S}_{\alpha \alpha}, \tilde{S}_{\alpha \beta}\right) & =E\left(\tilde{S}_{\alpha \alpha} \tilde{S}_{\alpha \beta}\right)=0, \\
\operatorname{var}\left(\tilde{S}_{\alpha \alpha}\right) & =\frac{4}{n_{\alpha}^{2}\left(n_{\alpha}-1\right)^{2}} \sum_{1 \leq i<j \leq n_{\alpha}} \operatorname{var}\left(\tilde{K}\left(y_{\alpha i}, y_{\alpha j}\right)\right) \\
& =\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\alpha 2}\right)\right), \\
\operatorname{var}\left(\tilde{S}_{\alpha \beta}\right) & =\frac{1}{n_{\alpha}^{2} n_{\beta}^{2}} \sum_{i=1}^{n_{\alpha}} \sum_{j=1}^{n_{\beta}} \operatorname{var}\left(\tilde{K}\left(y_{\alpha i}, y_{\beta j}\right)\right) \\
& =\frac{1}{n_{\alpha} n_{\beta}} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\beta 1}\right)\right) .
\end{aligned}
$$

Theorem 3.1. Under Assumptions 1-3, as $n \rightarrow \infty$, we have $\tilde{T}_{n} \xrightarrow{d} \tilde{T}$, where

$$
\tilde{T} \stackrel{d}{=} \sum_{r=1}^{\infty} \lambda_{r}\left(A_{r}-1\right), A_{r} \stackrel{i . i . d .}{\sim} \chi_{1}^{2} .
$$

Proof of Theorem 3.1. Under Assumption 1, we have $P_{1}=P_{2}=P$. Let $y$, $y$ i i.i.d. $P$. Under Assumption 3, we have the Mercer's expansion (12). By (29) and (13), we have

$$
\lambda_{r} E_{y}\left(\psi_{r}(y)\right)=\int_{\mathcal{Y}} E_{y}\left(\tilde{K}\left(y, y^{\prime}\right)\right) \psi_{r}\left(y^{\prime}\right) P\left(d y^{\prime}\right)=0
$$

This, together with (13), implies that $E\left(\psi_{r}(y)\right)=0$ whenever $\lambda_{r} \neq 0$ and $\operatorname{var}\left(\psi_{r}(y)\right)=\int_{\mathcal{Y}} \psi_{r}^{2}(y) P(d y)=1$. Set $z_{r, \alpha i}=\psi_{r}\left(y_{\alpha i}\right)\left(i=1, \ldots, n_{\alpha} ; \alpha=1,2\right)$. Under Assumption 1, we have $y_{\alpha i} \stackrel{\text { i.i.d. }}{\sim} P$. It follows that for a fixed $r=1,2, \ldots$, $z_{r, \alpha i}\left(i=1, \ldots, n_{\alpha} ; \alpha=1,2\right)$ are i.i.d. with mean 0 and variance 1 . For different $r, z_{r, \alpha i}\left(i=1, \ldots, n_{\alpha} ; \alpha=1,2\right)$ are uncorrelated. Then by (9) and (12), we have

$$
\begin{aligned}
\tilde{S}_{12} & =\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}}\left(\sum_{r=1}^{\infty} \lambda_{r} z_{r, 1 i} z_{r, 2 j}\right) \\
& =\sum_{r=1}^{\infty} \lambda_{r} \bar{z}_{r, 1} \bar{z}_{r, 2}, \\
\tilde{S}_{\alpha \alpha} & =\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}}\left(\sum_{r=1}^{\infty} \lambda_{r} z_{r, \alpha i} z_{r, \alpha j}\right) \\
& =\sum_{r=1}^{\infty} \lambda_{r}\left(\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} z_{r, \alpha i} z_{r, \alpha j}\right) \\
& =\sum_{r=1}^{\infty} \lambda_{r}\left(\bar{z}_{r, \alpha}^{2}-1 / n_{\alpha}\right)\left(1+o_{p}(1)\right),
\end{aligned}
$$

where $\bar{z}_{r, \alpha}=n_{\alpha}^{-1} \sum_{i=1}^{n_{\alpha}} z_{r, \alpha i}(\alpha=1,2 ; r=1,2, \ldots)$. In the last equality, we have used the following facts

$$
\begin{aligned}
\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} \sum_{1 \leq i<j \leq n_{\alpha}} z_{r, \alpha i} z_{r, \alpha j} & =\frac{1}{n_{\alpha}^{2}}\left(\sum_{i=1}^{n_{\alpha}} \sum_{j=1}^{n_{\alpha}} z_{r, \alpha i} z_{r, \alpha j}-\sum_{i=1}^{n_{\alpha}} z_{r, \alpha i}^{2}\right)(1+o(1)) \\
& =\left(\bar{z}_{r, \alpha}^{2}-\frac{1}{n_{\alpha}}\right)\left(1+o_{p}(1)\right)
\end{aligned}
$$

since as $n_{\alpha} \rightarrow \infty$, we have $n_{\alpha}^{-1} \sum_{i=1}^{n_{\alpha}} z_{r, \alpha i}^{2} \xrightarrow{p} E\left(z_{r, \alpha 1}^{2}\right)=1$. By (11), we then have

$$
\begin{aligned}
\tilde{T}_{n} & =\sum_{r=1}^{\infty} \lambda_{r} \frac{n_{1} n_{2}}{n}\left(\left(\bar{z}_{r, 1}^{2}-1 / n_{1}\right)+\left(\bar{z}_{r, 2}^{2}-1 / n_{2}\right)-2 \bar{z}_{r, 1} \bar{z}_{r, 2}\right)\left(1+o_{p}(1)\right) \\
& =\sum_{r=1}^{\infty} \lambda_{r}\left(\frac{n_{1} n_{2}}{n}\left(\bar{z}_{r, 1}-\bar{z}_{r, 2}\right)^{2}-1\right)\left(1+o_{p}(1)\right) \\
& =\sum_{r=1}^{\infty} \lambda_{r}\left(A_{n, r}-1\right)\left(1+o_{p}(1)\right),
\end{aligned}
$$

where $A_{n, r}=w_{n, r}^{2}$ with $w_{n, r}=\left(n_{1} n_{2} / n\right)^{1 / 2}\left(\bar{z}_{r, 1}-\bar{z}_{r, 2}\right)(r=1,2, \ldots)$, which are uncorrelated. For any given $r=1,2, \ldots$, by the central limit theorem, under Assumptions 2 and 3 , as $n \rightarrow \infty$, we have $n_{\alpha}^{1 / 2} \bar{z}_{r, \alpha} \xrightarrow{d} \mathcal{N}(0,1)(\alpha=1,2)$ and $\bar{z}_{r, 1}$ and $\bar{z}_{r, 2}$ are independent. It follows that under Assumptions 2 and 3, as $n \rightarrow \infty, w_{n, r} \xrightarrow{d} w_{r} \sim \mathcal{N}(0,1)$, and hence

$$
\begin{equation*}
A_{n, r}=w_{n, r}^{2} \xrightarrow{d} A_{r}=w_{r}^{2} \stackrel{\text { i.i.d. }}{\sim} \chi_{1}^{2}(r=1,2, \ldots) . \tag{30}
\end{equation*}
$$

It follows that as $n \rightarrow \infty, E\left(A_{n, r}\right)=1+o(1)$ and $\operatorname{var}\left(A_{n, r}\right)=2+o(1)$.
Let $\varphi_{X}(t)=E\left(e^{i t X}\right)$ denote the characteristic function of a random variable $X$. Set $\tilde{T}_{n}^{(q)}=\sum_{r=1}^{q} \lambda_{r}\left(A_{n, r}-1\right)$. Then $\left|\varphi_{\tilde{T}_{n}}(t)-\varphi_{\tilde{T}_{n}^{(q)}}(t)\right| \leq|t|\left(E\left(\tilde{T}_{n}-\right.\right.$ $\left.\left.\tilde{T}_{n}^{(q)}\right)^{2}\right)^{1 / 2}$. Therefore, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
E\left(\tilde{T}_{n}-\tilde{T}_{n}^{(q)}\right)^{2} & =E\left(\sum_{r=q+1}^{\infty} \lambda_{r}\left(A_{n, r}-1\right)\right)^{2}\left(1+o_{p}(1)\right) \\
& =\operatorname{var}\left(\sum_{r=q+1}^{\infty} \lambda_{r} A_{n, r}\right)\left(1+o_{p}(1)\right) \\
& \leq\left(\sum_{r=q+1}^{\infty} \operatorname{var}^{1 / 2}\left(\lambda_{r} A_{n, r}\right)\right)^{2}\left(1+o_{p}(1)\right) \\
& =2\left(\sum_{r=q+1}^{\infty} \lambda_{r}\right)^{2}\left(1+o_{p}(1)\right)
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left|\varphi_{\tilde{T}_{n}}(t)-\varphi_{\tilde{T}_{n}^{(q)}}(t)\right| \leq|t| \sqrt{2}\left(\sum_{r=q+1}^{\infty} \lambda_{r}\right)(1+o(1)) \tag{31}
\end{equation*}
$$

Let $t$ be fixed. Under Assumption 3 and (14), as $q \rightarrow \infty$, we have $\sum_{r=q+1}^{\infty} \lambda_{r} \rightarrow$ 0 . Thus, by (31), for any given $\epsilon>0$, there exist $N_{1}$ and $Q_{1}$, depending on $|t|$ and $\epsilon$, such that as $n>N_{1}$ and $q>Q_{1}$, we have

$$
\begin{equation*}
\left|\varphi_{\tilde{T}_{n}}(t)-\varphi_{\tilde{T}_{n}^{(q)}}(t)\right| \leq \epsilon \tag{32}
\end{equation*}
$$

For any fixed $q>Q_{1}$, by (30), as $n \rightarrow \infty$, we have $\tilde{T}_{n}^{(q)} \xrightarrow{d} \tilde{T}^{(q)} \stackrel{d}{=} \sum_{r=1}^{q} \lambda_{r}\left(A_{r}-\right.$ 1), $A_{r} \stackrel{\text { i.i.d. }}{\sim} \chi_{1}^{2}$. Thus, there exists $N_{2}$, depending on $q$ and $\epsilon$ such that as $n>N_{2}$, we have

$$
\begin{equation*}
\left|\varphi_{\tilde{T}_{n}^{(q)}}(t)-\varphi_{\tilde{T}^{(q)}}(t)\right| \leq \epsilon \tag{33}
\end{equation*}
$$

Recall that $\tilde{T}=\sum_{r=1}^{\infty} \lambda_{r}\left(A_{r}-1\right), A_{r} \stackrel{\text { i.i.d. }}{\sim} \chi_{1}^{2}$. Along the same lines as those for proving (32), we can show that there exist $Q_{2}$, depending on $|t|$ and $\epsilon$, such that as $q>Q_{2}$, we have

$$
\begin{equation*}
\left|\varphi_{\tilde{T}^{(q)}}(t)-\varphi_{\tilde{T}}(t)\right| \leq \epsilon \tag{34}
\end{equation*}
$$

It follows from (32)-(34) that for any $n \geq \max \left(N_{1}, N_{2}\right)$ and $q \geq \max \left(Q_{1}, Q_{2}\right)$, we have
$\left|\varphi_{\tilde{T}_{n}}(t)-\varphi_{\tilde{T}}(t)\right| \leq\left|\varphi_{\tilde{T}_{n}}(t)-\varphi_{\tilde{T}_{n}^{(q)}}(t)\right|+\left|\varphi_{\tilde{T}_{n}^{(q)}}(t)-\varphi_{\tilde{T}^{(q)}}(t)\right|+\left|\varphi_{\tilde{T}^{(q)}}(t)-\varphi_{\tilde{T}}(t)\right| \leq 3 \epsilon$.
The convergence in distribution of $\tilde{T}_{n}$ to $\tilde{T}$ follows as we can let $\epsilon \rightarrow 0$.
Theorem 3.2. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<\infty$. Then we have

$$
E\left(\tilde{T}_{n}\right)=0, \operatorname{var}\left(\tilde{T}_{n}\right) \leq 64 B_{K}^{2}
$$

and

$$
\operatorname{var}\left(Q_{n}\right)=n_{1}^{2} n_{2}^{2} n^{2 \Delta-3}\left(\sigma_{1}^{2} / n_{1}+\sigma_{2}^{2} / n_{2}\right)
$$

where $\sigma_{1}^{2}, \sigma_{2}^{2} \leq 4\|h\|^{2} B_{K}$.
Proof of Theorem 3.2. First of all, by (7), $\left|\tilde{K}\left(y, y^{\prime}\right)\right| \leq 4 B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$. Then by Lemma A.1, for $\alpha \neq \beta, \alpha, \beta=1,2$, we have $E\left(\tilde{T}_{n}\right)=0$ and

$$
\begin{aligned}
& \operatorname{var}\left(\tilde{S}_{\alpha \alpha}\right)=\frac{2}{n_{\alpha}\left(n_{\alpha}-1\right)} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\alpha 2}\right)\right) \leq \frac{32 B_{K}^{2}}{n_{\alpha}\left(n_{\alpha}-1\right)} \\
& \operatorname{var}\left(\tilde{S}_{\alpha \beta}\right)=\frac{1}{n_{\alpha} n_{\beta}} E\left(\tilde{K}^{2}\left(y_{\alpha 1}, y_{\beta 1}\right)\right) \leq \frac{16 B_{K}^{2}}{n_{\alpha} n_{\beta}}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\operatorname{var}\left(\tilde{T}_{n}\right) & =\left(\frac{n_{1} n_{2}}{n}\right)^{2}\left(\operatorname{var}\left(\tilde{S}_{11}\right)+\operatorname{var}\left(\tilde{S}_{22}\right)+4 \operatorname{var}\left(\tilde{S}_{12}\right)\right) \\
& \leq\left(\frac{n_{1} n_{2}}{n}\right)^{2}\left(\frac{32 B_{K}^{2}}{n_{1}\left(n_{1}-1\right)}+\frac{32 B_{K}^{2}}{n_{2}\left(n_{2}-1\right)}+\frac{64 B_{K}^{2}}{n_{1} n_{2}}\right) \\
& =32 B_{K}^{2}\left(1+\frac{n_{2}^{2}}{n^{2}\left(n_{1}-1\right)}+\frac{n_{1}^{2}}{n^{2}\left(n_{2}-1\right)}\right) \leq 64 B_{K}^{2}
\end{aligned}
$$

By the Cauchy-Schwarz inequality and (17), we have

$$
\sigma_{\alpha}^{2} \leq E\left(\left\|x_{\alpha 1}-\mu_{\alpha}\right\|^{2}\right)\|h\|^{2}=E\left(\tilde{K}\left(y_{\alpha 1}, y_{\alpha 1}\right)\right)\|h\|^{2} \leq 4\|h\|^{2} B_{K}
$$

Finally, $\operatorname{var}\left(Q_{n}\right)=n_{1}^{2} n_{2}^{2} n^{2 \Delta-3}\left(\sigma_{1}^{2} / n_{1}+\sigma_{2}^{2} / n_{2}\right)$.
Theorem 3.3. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<\infty$. Then under Assumption 2 and the local alternative hypothesis (16), as $n \rightarrow \infty$, we have
(a) $\tilde{T}_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{p} 0$,
(b) $Q_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{d} \mathcal{N}(0,1)$,
(c) $\left[T_{n}-n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)\right] / \sqrt{\operatorname{var}\left(T_{n}\right)} \xrightarrow{d} \mathcal{N}(0,1)$, and hence

$$
P\left(T_{n} \geq \hat{C}_{\epsilon}\right)=\Phi\left(\frac{n^{\Delta}\|h\|^{2}}{2\left(\sigma_{1}^{2} / \tau+\sigma_{2}^{2} /(1-\tau)\right)^{1 / 2}}\right)(1+o(1)) \rightarrow 1
$$

where $\hat{C}_{\epsilon}$ denotes a consistent estimator of $C_{\epsilon}$, the upper $100 \epsilon$ percentile of $\tilde{T}_{n}$ with $\epsilon$ being the given significance level, $\tau$ is defined in Assumption 2, and $\Phi(\cdot)$ denotes the cumulative distribution of $\mathcal{N}(0,1)$.

Proof of Theorem 3.3. Under the given conditions, by Theorem 3.2, we have $E\left(\tilde{T}_{n}\right)=0, \operatorname{var}\left(\tilde{T}_{n}\right) \leq 64 B_{K}^{2}$, and as $n \rightarrow \infty$,

$$
\operatorname{var}\left(Q_{n}\right)=(\tau(1-\tau))^{2}\left(\sigma_{1}^{2} / \tau+\sigma_{2} /(1-\tau)\right) n^{2 \Delta}(1+o(1))
$$

where $\tau$ is defined in Assumption 2. It follows that as $n \rightarrow \infty, \operatorname{var}\left(\tilde{T}_{n}\right) / \operatorname{var}\left(Q_{n}\right) \rightarrow$ 0 . Thus, we have $\tilde{T}_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{p} 0$, and hence (a) is proved. To show (b), notice that by the central limit theorem, as $n_{\alpha} \rightarrow \infty$, we have

$$
u_{\alpha}=n_{\alpha}^{1 / 2}\left\langle\bar{x}_{\alpha}-\mu_{\alpha}, \mu_{1}-\mu_{2}\right\rangle \xrightarrow{d} N\left(0, \sigma_{\alpha}^{2}\right)(\alpha=1,2) .
$$

Since $\bar{x}_{1}$ and $\bar{x}_{2}$ are independent and by (19), we have

$$
Q_{n}=n_{1} n_{2} n^{-(3 / 2-\Delta)}\left(u_{1} / n_{1}^{1 / 2}-u_{2} / n_{2}^{1 / 2}\right)
$$

and $Q_{n} /\left(\operatorname{var}\left(Q_{n}\right)\right)^{1 / 2} \xrightarrow{d} \mathcal{N}(0,1)$. To show (c), notice that as $n \rightarrow \infty$, by (18), we have

$$
\frac{T_{n}-n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)}{\sqrt{\operatorname{var}\left(T_{n}\right)}}=\left[\frac{\tilde{T}_{n}}{2 \sqrt{\operatorname{var}\left(Q_{n}\right)}}+\frac{Q_{n}}{\sqrt{\operatorname{var}\left(Q_{n}\right)}}\right][1+o(1)] \xrightarrow{d} \mathcal{N}(0,1)
$$

Note that $\hat{C}_{\epsilon}$ denotes a consistent estimator of $C_{\epsilon}$. Therefore, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
& P\left(T_{n} \geq \hat{C}_{\epsilon}\right)=P\left(\frac{T_{n}-n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)}{2 \sqrt{\operatorname{var}\left(Q_{n}\right)}} \geq \frac{\hat{C}_{\epsilon}-n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)}{2 \sqrt{\operatorname{var}\left(Q_{n}\right)}}\right) \\
& =\left\{1-\Phi\left(\frac{C_{\epsilon}}{\frac{2 n_{1} n_{2}}{n^{3 / 2-\Delta}} \sqrt{\sigma_{1}^{2} / n_{1}+\sigma_{2}^{2} / n_{2}}}-\frac{n_{1} n_{2}\|h\|^{2} /\left(n^{2-2 \Delta}\right)}{\frac{2 n_{1} n_{2}}{n^{3 / 2-\Delta}} \sqrt{\sigma_{1}^{2} / n_{1}+\sigma_{2}^{2} / n_{2}}}\right)\right\}(1+o(1)) \\
& =\Phi\left(\frac{n^{\Delta}\|h\|^{2}}{2 \sqrt{\sigma_{1}^{2} / \tau+\sigma_{2}^{2} /(1-\tau)}}\right)(1+o(1)) \\
& \rightarrow 1 .
\end{aligned}
$$

The theorem is proved.
Theorem 4.1. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<\infty$. Then under Assumption 1, as $n \rightarrow \infty$, we have

$$
\left|\tilde{K}^{*}\left(y_{i}, y_{j}\right)-\tilde{K}\left(y_{i}, y_{j}\right)\right|=O_{p}\left(n^{-1 / 2}\right) \quad \text { uniformly for all } y_{i}, y_{j}
$$

Proof of Theorem 4.1. Under Assumption 1, set $x_{i}=K\left(\cdot, y_{i}\right), i=1,2, \ldots, n$ and $\mu=E\left(x_{i}\right)$. Then we have $\tilde{K}\left(y_{i}, y_{j}\right)=\left\langle x_{i}-\mu, x_{j}-\mu\right\rangle$ and $\tilde{K}^{*}\left(y_{i}, y_{j}\right)=$ $\left\langle x_{i}-\bar{x}, x_{j}-\bar{x}\right\rangle$. It follows that

$$
\begin{aligned}
\left|\tilde{K}^{*}\left(y_{i}, y_{j}\right)-\tilde{K}\left(y_{i}, y_{j}\right)\right| & =\left|\left\langle x_{i}-\bar{x}, x_{j}-\bar{x}\right\rangle-\left\langle x_{i}-\mu, x_{j}-\mu\right\rangle\right| \\
& =\left|\left\langle\mu-\bar{x}, x_{j}-\mu\right\rangle+\left\langle x_{i}-\mu, \mu-\bar{x}\right\rangle+\langle\mu-\bar{x}, \mu-\bar{x}\rangle\right| \\
& \leq\|\bar{x}-\mu\|\left\|x_{j}-\mu\right\|+\|\bar{x}-\mu\|\left\|x_{i}-\mu\right\|+\|\bar{x}-\mu\|^{2} \\
& =\|\bar{x}-\mu\|^{2}+\|\bar{x}-\mu\|\left(\left\|x_{i}-\mu\right\|+\left\|x_{j}-\mu\right\|\right) .
\end{aligned}
$$

Note that we have $E\left[\tilde{K}\left(y, y^{\prime}\right)\right]=0$ when $y, y^{\prime}$ are independent. We have

$$
\begin{aligned}
n\|\bar{x}-\mu\|^{2} & =n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{K}\left(y_{i}, y_{j}\right) \\
& =n^{-1} \sum_{i=1}^{n} \tilde{K}\left(y_{i}, y_{i}\right)+2(n-1)^{-1} \sum_{1 \leq i<j \leq n} \tilde{K}\left(y_{i}, y_{j}\right)
\end{aligned}
$$

It follows that as $n \rightarrow \infty$, we have

$$
\begin{aligned}
E\left[n\|\bar{x}-\mu\|^{2}\right] & =E[\tilde{K}(y, y)] \leq 4 B_{K} \\
\operatorname{var}\left[n\|\bar{x}-\mu\|^{2}\right] & =n^{-1} \operatorname{var}[\tilde{K}(y, y)]+2 n(n-1)^{-1} E\left[\tilde{K}\left(y, y^{\prime}\right)\right]^{2} \\
& =2 E\left[\tilde{K}\left(y, y^{\prime}\right)\right]^{2}[1+o(1)] \leq 32 B_{K}^{2}[1+o(1)]
\end{aligned}
$$

where we use the fact that $\operatorname{var}[\tilde{K}(y, y)] \leq E[\tilde{K}(y, y)]^{2} \leq 16 B_{K}^{2}$. Therefore, as $n \rightarrow \infty$, we have

$$
\|\bar{x}-\mu\|^{2}=O_{p}(1 / n), \quad \text { and } \quad\|\bar{x}-\mu\|=O_{p}(1 / \sqrt{n})
$$

uniformly. Since $\left\|x_{i}-\mu\right\|=\sqrt{\tilde{K}\left(y_{i}, y_{i}\right)} \leq \sqrt{4 B_{K}}$ and similarly $\left\|x_{j}-\mu\right\| \leq$ $\sqrt{4 B_{K}}$. As $n \rightarrow \infty$, we have

$$
\left|\tilde{K}^{*}\left(y_{i}, y_{j}\right)-\tilde{K}\left(y_{i}, y_{j}\right)\right|=O_{p}\left(n^{-1 / 2}\right)
$$

uniformly for all $y_{i}, y_{j}$ 's.
Theorem 4.2. Under Assumptions 1, 2 and Condition (25), as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$ and

$$
\hat{\beta}_{0} \xrightarrow{p} \beta_{0}, \hat{\beta}_{1} \xrightarrow{p} \beta_{1}, \hat{d} \xrightarrow{p} d .
$$

Proof of Theorem 4.2. First of all, under Condition (25), by (26), we have

$$
\begin{equation*}
\sum_{r=1}^{\infty} \lambda_{r} \leq\left[\sum_{r=1}^{\infty} \sqrt{\lambda}_{r}\right]^{2}<\infty \tag{35}
\end{equation*}
$$

By Proposition 12 of [20], under the given conditions, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right| \xrightarrow{p} 0 \tag{36}
\end{equation*}
$$

It follows that as $n \rightarrow \infty$, we have

$$
\left|\sum_{r=1}^{\infty} \hat{\lambda}_{r}-\sum_{r=1}^{\infty} \lambda_{r}\right| \leq \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right| \xrightarrow{p} 0
$$

Therefore, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sum_{r=1}^{\infty} \hat{\lambda}_{r} \xrightarrow{p} \sum_{r=1}^{\infty} \lambda_{r} \tag{37}
\end{equation*}
$$

Then as $n \rightarrow \infty$, for $\ell=2,3$, we have

$$
\begin{aligned}
\left|\hat{M}_{\ell}-M_{\ell}\right| & \leq \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}^{\ell}-\lambda_{r}^{\ell}\right| \\
& \leq \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right|\left(\hat{\lambda}_{r}^{\ell-1}+\hat{\lambda}_{r}^{\ell-2} \lambda_{r}+\cdots+\hat{\lambda}_{r} \lambda_{r}^{\ell-2}+\lambda_{r}^{\ell-1}\right) \\
& \leq \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right|\left(\hat{\lambda}_{r}+\lambda_{r}\right)^{\ell-1} \\
& \leq \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right|\left(\sum_{r=1}^{\infty} \hat{\lambda}_{r}+\sum_{r=1}^{\infty} \lambda_{r}\right)^{\ell-1} \\
& =\left(\sum_{r=1}^{\infty} \hat{\lambda}_{r}+\sum_{r=1}^{\infty} \lambda_{r}\right)^{\ell-1} \sum_{r=1}^{\infty}\left|\hat{\lambda}_{r}-\lambda_{r}\right| \xrightarrow{p} 0 .
\end{aligned}
$$

That is, as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$. The remaining claims then follow. The theorem is complete.

Theorem 4.3. Under Assumption 1, the first three cumulants of $\tilde{T}_{n}$ are given by

$$
\begin{aligned}
E\left(\tilde{T}_{n}\right)= & 0 \\
\operatorname{var}\left(\tilde{T}_{n}\right)= & 2\left\{1+\left(\frac{n_{2}^{2}}{n^{2}\left(n_{1}-1\right)}+\frac{n_{1}^{2}}{n^{2}\left(n_{2}-1\right)}\right)\right\} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) \\
E\left(\tilde{T}_{n}^{3}\right)= & 8\left\{1-\left(\frac{n_{2}^{3}}{n^{3}\left(n_{1}-1\right)^{2}}+\frac{n_{1}^{3}}{n^{3}\left(n_{2}-1\right)^{2}}\right)\right\} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right) \\
& +4\left(\frac{n_{2}^{3} n_{1}}{n^{3}\left(n_{1}-1\right)^{2}}-\frac{2 n_{1} n_{2}}{n^{3}}+\frac{n_{1}^{3} n_{2}}{n^{3}\left(n_{2}-1\right)^{2}}\right) E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right),
\end{aligned}
$$

where $y, y^{\prime}, y^{\prime \prime} \stackrel{\text { i.i.d. }}{\sim}$. Furthermore, under Assumptions $1-3$, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
\operatorname{var}\left(\tilde{T}_{n}\right) & =2 E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)(1+o(1)) \\
E\left(\tilde{T}_{n}^{3}\right) & =8 E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)(1+o(1))
\end{aligned}
$$

Proof of Theorem 4.3. Under Assumption 1, Lemma A. 1 implies that

$$
\begin{aligned}
E\left(\tilde{T}_{n}\right)= & \frac{n_{1} n_{2}}{n}\left(E\left(\tilde{S}_{11}\right)+E\left(\tilde{S}_{22}\right)-2 E\left(\tilde{S}_{12}\right)\right)=0, \\
\operatorname{var}\left(\tilde{T}_{n}\right)= & \left(\left(\frac{n_{1} n_{2}}{n}\right)^{2}\left(\operatorname{var}\left(\tilde{S}_{11}\right)+\operatorname{var}\left(\tilde{S}_{22}\right)+4 \operatorname{var}\left(\tilde{S}_{12}\right)\right)\right. \\
= & \left(\frac{n_{1} n_{2}}{n}\right)^{2}\left(\frac{2}{n_{1}\left(n_{1}-1\right)} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)+\frac{2}{n_{2}\left(n_{2}-1\right)} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)\right. \\
& \left.+\frac{4}{n_{1} n_{2}} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right)\right) \\
= & 2\left(\frac{n_{1} n_{2}}{n}\right)^{2}\left(\frac{1}{n_{1}\left(n_{1}-1\right)}+\frac{1}{n_{2}\left(n_{2}-1\right)}+\frac{2}{n_{1} n_{2}}\right) E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) \\
= & 2\left\{1+\left(\frac{n_{2}^{2}}{n^{2}\left(n_{1}-1\right)}+\frac{n_{1}^{2}}{n^{2}\left(n_{2}-1\right)}\right)\right\} E\left(\tilde{K}^{2}\left(y, y^{\prime}\right)\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\tilde{T}_{n}^{3}= & \tilde{S}_{11}^{3}+\tilde{S}_{22}^{3}-8 \tilde{S}_{12}^{3}+3\left(\tilde{S}_{11}^{2} \tilde{S}_{22}+\tilde{S}_{11} \tilde{S}_{22}^{2}\right)-6\left(\tilde{S}_{11}^{2} \tilde{S}_{12}+\tilde{S}_{12} \tilde{S}_{22}^{2}\right) \\
& +12\left(\tilde{S}_{11} \tilde{S}_{12}^{2}+\tilde{S}_{12}^{2} \tilde{S}_{22}\right)-12 \tilde{S}_{11} \tilde{S}_{12} \tilde{S}_{22}
\end{aligned}
$$

First of all, it is easy to see that $E\left(\tilde{S}_{11}^{2} \tilde{S}_{22}\right)=E\left(\tilde{S}_{11} \tilde{S}_{22}^{2}\right)=E\left(\tilde{S}_{11}^{2} \tilde{S}_{12}\right)=$ $E\left(\tilde{S}_{12} \tilde{S}_{22}^{2}\right)=0$. Further,

$$
\begin{aligned}
E\left(\tilde{S}_{11} \tilde{S}_{12} \tilde{S}_{22}\right) & =\frac{E\left(\sum_{j \neq k} \tilde{K}\left(y_{1 j}, y_{1 k}\right) \sum_{\alpha \neq \beta} \tilde{K}\left(y_{2 \alpha}, y_{2 \beta}\right) \sum_{r=1}^{n_{1}} \sum_{s=1}^{n_{2}} \tilde{K}\left(y_{1 r}, y_{2 s}\right)\right)}{n_{1}^{2}\left(n_{1}-1\right) n_{2}^{2}\left(n_{2}-1\right)} \\
& =\frac{\sum_{j \neq k} \sum_{\alpha \neq \beta} \sum_{r=1}^{n_{1}} \sum_{s=1}^{n_{2}} E\left(\tilde{K}\left(y_{1 j}, y_{1 k}\right) \tilde{K}\left(y_{1 r}, y_{2 s}\right) \tilde{K}\left(y_{2 \alpha}, y_{2 \beta}\right)\right)}{n_{1}^{2}\left(n_{1}-1\right) n_{2}^{2}\left(n_{2}-1\right)} \\
& =0 .
\end{aligned}
$$

Now let $y, y^{\prime}, y \stackrel{\text { i.i.d. }}{\sim} P$. Then

$$
\begin{aligned}
E\left(\tilde{S}_{11} \tilde{S}_{12}^{2}\right) & =\frac{E\left(\sum_{j \neq k} \tilde{K}\left(y_{1 j}, y_{1 k}\right) \sum_{\alpha=1}^{n_{1}} \sum_{\beta=1}^{n_{2}} \tilde{K}\left(y_{1 \alpha}, y_{2 \beta}\right) \sum_{r=1}^{n_{1}} \sum_{s=1}^{n_{2}} \tilde{K}\left(y_{1 r}, y_{2 s}\right)\right)}{\sum_{1 \neq k} \sum_{\alpha=1}^{n_{1}} \sum_{\beta=1}^{n_{2}} \sum_{r=1}^{n_{1}} \sum_{s=1}^{n_{2}}\left(n_{1}-1\right) n_{2}^{2}} \underset{\left(\tilde{K}\left(y_{1 j}, y_{1 k}\right) \tilde{K}\left(y_{1 \alpha}, y_{2 \beta}\right) \tilde{K}\left(y_{1 r}, y_{2 s}\right)\right)}{n_{1}^{3}\left(n_{1}-1\right) n_{2}^{2}} \\
& =\frac{\sum_{j}}{} \\
& =\frac{2}{n_{1}^{3}\left(n_{1}-1\right) n_{2}} \sum_{j \neq k} \sum_{\beta=1}^{n_{2}} E\left(\tilde{K}\left(y_{1 j}, y_{1 k}\right) \tilde{K}\left(y_{1 j}, y_{2 \beta}\right) \tilde{K}\left(y_{1 k}, y_{2 \beta}\right)\right) \\
& =\frac{2}{n_{1}^{2} n_{2}} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right) .
\end{aligned}
$$

Similarly, we have $E\left(\tilde{S}_{12}^{2} \tilde{S}_{22}\right)=2\left(n_{1} n_{2}^{2}\right)^{-1} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)$. Moreover

$$
\begin{aligned}
E\left(\tilde{S}_{12}^{3}\right) & =\frac{1}{n_{1}^{3} n_{2}^{3}} E\left(\sum_{j=1}^{n_{1}} \sum_{k=1}^{n_{2}} \tilde{K}\left(y_{1 j}, y_{2 k}\right)\right)^{3} \\
& =\frac{1}{n_{1}^{3} n_{2}^{3}} E\left(\sum_{j=1}^{n_{1}} \sum_{k=1}^{n_{2}} \tilde{K}^{3}\left(y_{1 j}, y_{2 k}\right)\right) \\
& =\frac{1}{n_{1}^{3} n_{2}^{3}}\left(n_{1} n_{2} E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)\right) \\
& =\frac{1}{n_{1}^{2} n_{2}^{2}} E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right) .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
E\left(\tilde{S}_{11}^{3}\right)= & \frac{8}{n_{1}^{3}\left(n_{1}-1\right)^{3}} E\left(\sum_{j<k} \tilde{K}\left(y_{1 j}, y_{1 k}\right)\right)^{3} \\
= & \frac{8}{n_{1}^{3}\left(n_{1}-1\right)^{3}} E\left(\sum_{j<k} \tilde{K}^{3}\left(y_{1 j}, y_{1 k}\right)+3 \sum^{*} \tilde{K}^{2}\left(y_{1 j}, y_{1 k}\right) \tilde{K}\left(y_{1 \alpha}, y_{1 \beta}\right)\right. \\
& \left.+6 \sum^{* *} \tilde{K}\left(y_{1 j}, y_{1 k}\right) \tilde{K}\left(y_{1 \alpha}, y_{1 \beta}\right) \tilde{K}\left(y_{1 r}, y_{1 s}\right)\right) \\
= & \frac{8}{n_{1}^{3}\left(n_{1}-1\right)^{3}}\left\{\frac{n_{1}\left(n_{1}-1\right)}{2} E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)\right. \\
& \left.+6 \frac{n_{1}\left(n_{1}-1\right)\left(n_{1}-2\right)}{3!} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)\right\} \\
= & \frac{8\left(n_{1}-2\right)}{n_{1}^{2}\left(n_{1}-1\right)^{2}} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)+\frac{4}{n_{1}^{2}\left(n_{1}-1\right)^{2}} E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right),
\end{aligned}
$$

where $*$ means " $j<k, \alpha<\beta$ " and " $(j, k) \neq(\alpha, \beta)$ ", while $* *$ means " $j<$ $k, \alpha<\beta, u<v$ " and " $(j, k),(\alpha, \beta),(r, s)$ are not mutually equal to each other.". Similarly,
$E\left(\tilde{S}_{22}^{3}\right)=\frac{8\left(n_{2}-2\right)}{n_{2}^{2}\left(n_{2}-1\right)^{2}} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right)+\frac{4}{n_{2}^{2}\left(n_{2}-1\right)^{2}} E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)$.

Thus, we have

$$
\begin{aligned}
E\left(\tilde{T}_{n}^{3}\right)= & \frac{n_{1}^{3} n_{2}^{3}}{n^{3}}\left(E\left(\tilde{S}_{11}^{3}\right)+E\left(\tilde{S}_{22}^{3}\right)-8 E\left(\tilde{S}_{12}^{3}\right)+12 E\left(\tilde{S}_{11} \tilde{S}_{12}^{2}\right)+12 E\left(\tilde{S}_{12}^{2} \tilde{S}_{22}\right)\right) \\
= & \frac{n_{1}^{3} n_{2}^{3}}{n^{3}}\left\{8\left(\frac{n_{1}-2}{n_{1}^{2}\left(n_{1}-1\right)^{2}}+\frac{3}{n_{1}^{2} n_{2}}+\frac{3}{n_{1} n_{2}^{2}}+\frac{n_{2}-2}{n_{2}\left(n_{2}-1\right)^{2}}\right)\right. \\
& \cdot E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right) \\
& \left.+4\left(\frac{1}{n_{1}^{2}\left(n_{1}-1\right)^{2}}-\frac{2}{n_{1}^{2} n_{2}^{2}}+\frac{1}{n_{2}^{2}\left(n_{2}-\right)^{2}}\right) E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right)\right\} \\
= & 8\left\{1-\left(\frac{n_{2}^{3}}{n^{3}\left(n_{1}-1\right)^{2}}+\frac{n_{1}^{3}}{n^{3}\left(n_{2}-1\right)^{2}}\right)\right\} E\left(\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right) \\
& +4\left(\frac{n_{2}^{3} n_{1}}{n^{3}\left(n_{1}-1\right)^{2}}-\frac{2 n_{1} n_{2}}{n^{3}}+\frac{n_{1}^{3} n_{2}}{n^{3}\left(n_{2}-1\right)^{2}}\right) E\left(\tilde{K}^{3}\left(y, y^{\prime}\right)\right) .
\end{aligned}
$$

Theorem 4.4. Assume that $\left|K\left(y, y^{\prime}\right)\right| \leq B_{K}$ for all $y, y^{\prime} \in \mathcal{Y}$ for some $B_{K}<$ $\infty$. Then under Assumptions 1 and 2, as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$ and

$$
\hat{\beta}_{0} \xrightarrow{p} \beta_{0}, \hat{\beta}_{1} \xrightarrow{p} \beta_{1}, \hat{d} \xrightarrow{p} d
$$

Proof of Theorem 4.4. By (27), under Assumption 2, as $n \rightarrow \infty$, we can write

$$
\begin{aligned}
& \hat{M}_{2}=\tilde{M}_{2}^{*}\left[1+O\left(n^{-1}\right)\right] \\
& \hat{M}_{3}=\tilde{M}_{3}^{*}\left[1-O\left(n^{-2}\right)\right]+\tilde{M}_{23}^{*}\left[O\left(n^{-1}\right)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{M}_{2}^{*} & =\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}^{*}\left(y_{i}, y_{j}\right)\right)^{2} \\
\tilde{M}_{3}^{*} & =\frac{6}{n(n-1)(n-2)} \sum_{1 \leq i<j<k \leq n} \tilde{K}^{*}\left(y_{i}, y_{j}\right) \tilde{K}^{*}\left(y_{j}, y_{k}\right) \tilde{K}^{*}\left(y_{k}, y_{i}\right) \\
\tilde{M}_{23}^{*} & =\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}^{*}\left(y_{i}, y_{j}\right)\right)^{3}
\end{aligned}
$$

By Theorem 4.1, we have $\tilde{K}^{*}\left(y_{i}, y_{j}\right)=\tilde{K}\left(y_{i}, y_{j}\right)+O_{p}\left(n^{-1 / 2}\right)$ uniformly for all $y_{i}, y_{j}$ 's. Since $\left|\tilde{K}\left(y, y^{\prime}\right)\right| \leq 4 B_{K}<\infty$ for all $y, y^{\prime} \in \mathcal{Y}$, we have

$$
\tilde{M}_{2}^{*}=\tilde{M}_{2}+O_{p}\left(n^{-1 / 2}\right), \quad \tilde{M}_{3}^{*}=\tilde{M}_{3}+O_{p}\left(n^{-1 / 2}\right), \quad \tilde{M}_{23}^{*}=\tilde{M}_{23}+O_{p}\left(n^{-1 / 2}\right)
$$

where

$$
\begin{aligned}
\tilde{M}_{2} & =\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}\left(y_{i}, y_{j}\right)\right)^{2} \\
\tilde{M}_{3} & =\frac{6}{n(n-1)(n-2)} \sum_{1 \leq i<j<k \leq n} \tilde{K}\left(y_{i}, y_{j}\right) \tilde{K}\left(y_{j}, y_{k}\right) \tilde{K}\left(y_{k}, y_{i}\right) \\
\tilde{M}_{23} & =\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(\tilde{K}\left(y_{i}, y_{j}\right)\right)^{3} .
\end{aligned}
$$

Since $\tilde{M}_{2}, \tilde{M}_{3}$ and $\tilde{M}_{23}$ are U-statistics for $M_{2}, M_{3}$, and $M_{23}=E\left[\tilde{K}\left(y, y^{\prime}\right)\right]^{3}$ respectively and under the given conditions, we have

$$
\begin{aligned}
E\left[\tilde{K}\left(y, y^{\prime}\right)\right]^{4} & \leq\left(4 B_{K}\right)^{4}<\infty \\
E\left[\tilde{K}\left(y, y^{\prime}\right) \tilde{K}\left(y, y^{\prime \prime}\right) \tilde{K}\left(y^{\prime}, y^{\prime \prime}\right)\right]^{2} & \leq\left(4 B_{K}\right)^{6}<\infty \\
E\left[\tilde{K}\left(y, y^{\prime}\right)\right]^{6} & \leq\left(4 B_{K}\right)^{6}<\infty
\end{aligned}
$$

then by Lemma A of [19, p. 185], as $n \rightarrow \infty$, we have $\tilde{M}_{2} \xrightarrow{p} M_{2}, \tilde{M}_{3} \xrightarrow{p} M_{3}$, and $\tilde{M}_{23} \xrightarrow{p} M_{23}$. It follows that as $n \rightarrow \infty$, we have $\tilde{M}_{2}^{*} \xrightarrow{p} M_{2}, \tilde{M}_{3}^{*} \xrightarrow{p} M_{3}$, and $\tilde{M}_{23}^{*} \xrightarrow{p} M_{23}$. Thus, as $n \rightarrow \infty$, we have $\hat{M}_{\ell} \xrightarrow{p} M_{\ell}, \ell=2,3$. The remaining claims then follow. The theorem is complete.

## Appendix B: Tables of the numerical experimental results

The detailed results of the numerical experiments based on the artificial data sets in Section 5.2 are displayed in Tables 10-15.

Table 10: Empirical sizes (in \%) of all tests obtained under Models 1-3. Column M denotes Model, $\mathbf{n}=\left(n_{1}, n_{2}\right), \mathbf{n}_{1}=(20,30)$, and $\mathbf{n}_{2}=(40,60)$.

| M | n | $p$ | $\rho$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 \mathrm{clm}}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{n}_{1}$ | 10 | 0.2 | 5.5 | 5.3 | 5.4 | 5.4 | 3.3 | 3.7 | 5.4 | 5.3 |
|  |  |  | 0.5 | 5.9 | 5.8 | 5.5 | 5.9 | 4.7 | 5.0 | 5.6 | 5.8 |
|  |  |  | 0.8 | 6.0 | 5.6 | 6.2 | 5.5 | 5.1 | 5.2 | 5.5 | 5.4 |
|  |  | 100 | 0.2 | 5.8 | 6.4 | 5.5 | 5.3 | 1.9 | 2.6 | 5.7 | 5.9 |
|  |  |  | 0.5 | 5.6 | 5.9 | 6.0 | 5.8 | 4.5 | 5.0 | 5.9 | 5.7 |
|  |  |  | 0.8 | 4.4 | 4.1 | 4.1 | 4.3 | 3.8 | 3.9 | 4.2 | 4.0 |
|  |  | 500 | 0.2 | 6.0 | 6.0 | 5.7 | 5.7 | 1.9 | 2.9 | 5.9 | 6.2 |
|  |  |  | 0.5 | 6.4 | 5.6 | 5.8 | 5.4 | 4.0 | 4.5 | 5.2 | 5.6 |
|  |  |  | 0.8 | 4.8 | 4.8 | 4.8 | 4.9 | 4.5 | 4.4 | 5.0 | 4.7 |
|  | $\mathbf{n}_{2}$ | 10 | 0.2 | 4.1 | 4.0 | 3.6 | 4.4 | 3.2 | 3.5 | 3.9 | 4.2 |
|  |  |  | 0.5 | 5.1 | 5.0 | 5.0 | 5.5 | 4.0 | 4.4 | 4.7 | 4.7 |
|  |  |  | 0.8 | 5.4 | 5.9 | 6.1 | 5.4 | 5.7 | 5.8 | 5.8 | 5.8 |
|  |  | 100 | 0.2 | 4.7 | 4.5 | 4.8 | 4.6 | 2.0 | 2.8 | 4.3 | 4.2 |
|  |  |  | 0.5 | 4.3 | 4.1 | 4.1 | 4.2 | 3.1 | 3.4 | 3.8 | 3.9 |
|  |  |  | 0.8 | 3.9 | 3.8 | 3.6 | 3.8 | 3.9 | 3.8 | 4.2 | 3.9 |
|  |  | 500 | 0.2 | 5.6 | 5.9 | 5.8 | 5.5 | 3.7 | 4.4 | 5.6 | 5.7 |
|  |  |  | 0.5 | 5.1 | 6.1 | 5.1 | 6.2 | 5.1 | 5.3 | 5.9 | 5.9 |
|  |  |  | 0.8 | 5.5 | 5.3 | 5.7 | 5.0 | 5.0 | 5.2 | 5.1 | 5.4 |
| 2 | $\mathbf{n}_{1}$ | 10 | 0.2 | 4.3 | 4.4 | 4.1 | 3.8 | 1.5 | 2.6 | 4.1 | 3.9 |
|  |  |  | 0.5 | 5.4 | 5.4 | 5.9 | 6.0 | 3.5 | 4.3 | 5.4 | 4.9 |
|  |  |  | 0.8 | 4.6 | 4.8 | 4.7 | 4.9 | 3.9 | 4.5 | 5.0 | 5.1 |
|  |  | 100 | 0.2 | 5.0 | 4.7 | 4.5 | 4.3 | 0.5 | 2.2 | 4.3 | 4.9 |
|  |  |  | 0.5 | 4.9 | 4.8 | 4.8 | 5.6 | 2.2 | 3.9 | 5.1 | 4.8 |
|  |  |  | 0.8 | 5.5 | 5.9 | 5.9 | 5.5 | 4.9 | 5.5 | 5.8 | 5.9 |
|  |  | 500 | 0.2 | 4.4 | 5.0 | 4.6 | 5.0 | 0.2 | 2.2 | 4.2 | 4.6 |
|  |  |  | 0.5 | 4.3 | 3.9 | 4.6 | 4.0 | 1.5 | 3.5 | 3.8 | 4.6 |
|  |  |  | 0.8 | 5.9 | 4.3 | 4.6 | 4.4 | 3.7 | 4.9 | 4.7 | 5.3 |
|  | $\mathbf{n}_{2}$ | 10 | 0.2 | 5.4 | 5.0 | 5.4 | 4.7 | 3.4 | 4.1 | 4.7 | 4.9 |
|  |  |  | 0.5 | 5.3 | 4.6 | 4.4 | 4.6 | 3.5 | 3.6 | 4.6 | 4.3 |
|  |  |  | 0.8 | 5.2 | 5.0 | 5.4 | 4.8 | 4.2 | 5.4 | 4.6 | 5.7 |
|  |  | 100 | 0.2 | 4.8 | 5.3 | 5.5 | 5.1 | 0.6 | 3.3 | 4.6 | 4.5 |
|  |  |  | 0.5 | 3.6 | 5.2 | 4.5 | 4.7 | 3.1 | 3.9 | 4.9 | 4.2 |
|  |  |  | 0.8 | 4.7 | 4.7 | 4.5 | 4.6 | 4.4 | 4.3 | 4.6 | 4.4 |
|  |  | 500 | 0.2 | 6.0 | 6.5 | 5.8 | 6.2 | 1.1 | 3.8 | 5.8 | 6.2 |
|  |  |  | 0.5 | 4.5 | 4.9 | 4.8 | 5.0 | 3.2 | 4.2 | 4.8 | 4.6 |
|  |  |  | 0.8 | 3.6 | 5.1 | 4.6 | 5.0 | 4.3 | 4.0 | 4.7 | 4.2 |
| 3 | $\mathbf{n}_{1}$ | 10 | 0.2 | 5.6 | 5.0 | 5.8 | 5.6 | 3.1 | 3.9 | 4.8 | 5.2 |
|  |  |  | 0.5 | 5.9 | 5.7 | 5.1 | 5.7 | 4.3 | 3.5 | 5.4 | 4.8 |
|  |  |  | 0.8 | 6.6 | 5.6 | 5.8 | 5.1 | 4.9 | 5.9 | 5.4 | 6.2 |
|  |  | 100 | 0.2 | 5.1 | 5.0 | 5.0 | 5.2 | 0.3 | 2.7 | 4.5 | 4.9 |
|  |  |  | 0.5 | 4.8 | 4.1 | 4.2 | 4.0 | 1.9 | 3.8 | 3.9 | 4.6 |
|  |  |  | 0.8 | 5.2 | 4.3 | 4.4 | 4.4 | 3.7 | 4.4 | 4.4 | 4.7 |
|  |  | 500 | 0.2 | 5.6 | 6.3 | 5.8 | 6.3 | 0.3 | 3.5 | 5.4 | 5.7 |
|  |  |  | 0.5 | 4.4 | 4.5 | 4.9 | 5.0 | 2.2 | 4.3 | 4.5 | 4.8 |

Table 10 - Continued from previous page

| M | n | $p$ | $\rho$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}_{2}$ |  | 10 | 0.8 | 5.6 | 5.4 | 5.2 | 5.1 | 4.3 | 4.6 | 5.6 | 5.2 |
|  |  | 0.2 | 5.3 | 5.0 | 4.5 | 5.1 | 3.2 | 4.5 | 4.8 | 4.8 |
|  |  | 0.5 | 5.1 | 6.4 | 5.7 | 6.5 | 5.0 | 4.8 | 5.6 | 4.9 |
|  |  | 100 | 0.8 | 5.2 | 5.8 | 5.2 | 5.3 | 4.8 | 4.5 | 5.2 | 4.9 |
|  |  | 0.2 | 5.1 | 4.8 | 5.5 | 5.8 | 1.5 | 3.5 | 4.2 | 4.8 |
|  |  | 0.5 | 5.0 | 5.8 | 5.7 | 5.6 | 4.3 | 4.8 | 5.6 | 5.4 |
|  |  | 500 | 0.8 | 6.2 | 5.3 | 5.3 | 4.9 | 4.9 | 5.0 | 5.2 | 5.2 |
|  |  | 0.2 | 5.0 | 5.5 | 5.2 | 5.8 | 1.0 | 3.2 | 4.9 | 5.0 |
|  |  | 0.5 | 4.5 | 4.8 | 4.7 | 4.6 | 3.2 | 4.2 | 4.6 | 4.8 |
|  |  | 0.8 | 5.7 | 4.5 | 5.2 | 4.9 | 3.9 | 5.0 | 4.3 | 5.2 |

Table 11: Empirical powers (in \%) of all tests under Model $4\left(\mathbf{n}=\left(n_{1}, n_{2}\right)\right.$, $\left.\mathbf{n}_{1}=(20,30), \mathbf{n}_{2}=(40,60)\right)$.

| n | $p$ | $\rho$ | $\delta$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}_{1}$ | 10 | 0.2 | 0.2 | 22.0 | 19.6 | 19.4 | 17.0 | 15.0 | 18.0 | 19.8 | 21.8 |
|  |  |  | 0.4 | 63.3 | 58.5 | 59.6 | 53.1 | 51.4 | 58.6 | 58.3 | 61.5 |
|  |  |  | 0.6 | 94.6 | 92.4 | 92.2 | 87.6 | 89.6 | 92.5 | 92.0 | 93.6 |
|  |  | 0.5 | 0.2 | 14.1 | 13.3 | 13.9 | 11.6 | 11.1 | 12.2 | 13.1 | 14.0 |
|  |  |  | 0.4 | 41.7 | 37.0 | 40.0 | 35.2 | 34.4 | 37.3 | 37.3 | 39.4 |
|  |  |  | 0.6 | 76.4 | 68.8 | 72.0 | 66.0 | 66.3 | 70.4 | 68.2 | 72.2 |
|  |  | 0.8 | 0.2 | 10.1 | 9.3 | 9.5 | 9.2 | 8.7 | 8.6 | 9.6 | 9.6 |
|  |  |  | 0.4 | 30.7 | 27.1 | 28.8 | 24.3 | 25.2 | 27.1 | 26.5 | 27.9 |
|  |  |  | 0.6 | 57.5 | 47.9 | 50.9 | 43.1 | 46.3 | 48.5 | 47.6 | 50.1 |
|  | 100 | 0.2 | 0.2 | 29.5 | 28.1 | 28.7 | 27.4 | 14.6 | 20.6 | 27.2 | 28.5 |
|  |  |  | 0.4 | 82.2 | 80.2 | 81.1 | 79.3 | 67.8 | 73.8 | 79.5 | 81.6 |
|  |  |  | 0.6 | 99.2 | 99.3 | 99.3 | 99.2 | 97.6 | 99.0 | 99.3 | 99.3 |
|  |  | 0.5 | 0.2 | 17.8 | 17.3 | 18.1 | 17.1 | 13.7 | 15.6 | 17.1 | 18.1 |
|  |  |  | 0.4 | 45.3 | 41.4 | 43.9 | 40.7 | 36.5 | 40.0 | 40.9 | 43.6 |
|  |  |  | 0.6 | 80.0 | 76.3 | 79.2 | 76.2 | 71.9 | 75.7 | 76.0 | 78.3 |
|  |  | 0.8 | 0.2 | 13.0 | 10.2 | 11.0 | 9.7 | 9.4 | 10.0 | 10.5 | 10.9 |
|  |  |  | 0.4 | 30.9 | 25.8 | 27.7 | 23.4 | 24.6 | 25.6 | 25.5 | 26.6 |
|  |  |  | 0.6 | 61.0 | 54.2 | 55.9 | 50.2 | 52.8 | 54.8 | 53.7 | 56.0 |
|  | 500 | 0.2 | 0.2 | 29.0 | 28.9 | 29.4 | 29.2 | 16.0 | 20.3 | 28.0 | 28.7 |
|  |  |  | 0.4 | 85.7 | 84.4 | 85.7 | 85.3 | 69.9 | 77.7 | 84.5 | 85.5 |
|  |  |  | 0.6 | 99.6 | 99.1 | 99.4 | 99.2 | 97.9 | 98.8 | 99.1 | 99.6 |
|  |  | 0.5 | 0.2 | 14.6 | 13.2 | 13.8 | 13.0 | 10.6 | 11.8 | 13.5 | 14.0 |
|  |  |  | 0.4 | 45.5 | 39.9 | 43.5 | 39.6 | 35.5 | 38.6 | 38.7 | 42.4 |
|  |  |  | 0.6 | 81.7 | 77.0 | 80.6 | 77.0 | 73.3 | 77.0 | 77.0 | 79.2 |
|  |  | 0.8 | 0.2 | 9.8 | 9.5 | 9.9 | 9.8 | 9.6 | 9.4 | 9.8 | 9.6 |
|  |  |  | 0.4 | 32.1 | 27.1 | 28.8 | 24.3 | 25.9 | 27.1 | 26.6 | 28.0 |
|  |  |  | 0.6 | 59.1 | 52.4 | 54.4 | 47.9 | 50.8 | 52.6 | 52.2 | 53.3 |
| $\mathbf{n}_{2}$ | 10 | 0.2 | 0.2 | 40.6 | 36.4 | 36.3 | 31.2 | 33.1 | 36.4 | 36.0 | 40.0 |
|  |  |  | 0.4 | 91.6 | 87.9 | 89.0 | 83.3 | 85.8 | 89.8 | 88.0 | 90.9 |
|  |  |  | 0.6 | 99.9 | 99.7 | 99.7 | 99.7 | 99.7 | 99.9 | 99.7 | 99.9 |
|  |  | 0.5 | 0.2 | 27.1 | 24.1 | 25.1 | 22.2 | 21.5 | 23.6 | 23.1 | 24.5 |
|  |  |  | 0.4 | 70.7 | 63.9 | 68.0 | 61.8 | 61.7 | 65.5 | 63.1 | 66.5 |
|  |  |  | 0.6 | 96.8 | 94.2 | 95.7 | 92.3 | 93.3 | 95.0 | 93.8 | 95.5 |
|  |  | 0.8 | 0.2 | 18.1 | 16.1 | 16.6 | 14.6 | 15.1 | 15.7 | 15.7 | 16.0 |
|  |  |  | 0.4 | 55.1 | 47.6 | 51.0 | 42.7 | 46.1 | 47.5 | 46.9 | 48.2 |
|  |  |  | 0.6 | 88.0 | 81.8 | 83.9 | 78.3 | 81.1 | 82.4 | 81.6 | 82.6 |
|  | 100 | 0.2 | 0.2 | 53.8 | 52.5 | 53.4 | 50.8 | 43.6 | 48.0 | 51.5 | 52.8 |
|  |  |  | 0.4 | 98.3 | 98.0 | 98.3 | 97.7 | 96.6 | 97.7 | 98.1 | 98.2 |
|  |  |  | 0.6 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  | 0.5 | 0.2 | 25.6 | 22.3 | 25.2 | 22.3 | 20.5 | 22.1 | 22.0 | 23.8 |
|  |  |  | 0.4 | 77.4 | 72.3 | 75.5 | 72.5 | 70.4 | 73.7 | 72.5 | 74.6 |
|  |  |  | 0.6 | 98.3 | 97.5 | 98.4 | 97.7 | 97.1 | 98.0 | 97.5 | 98.2 |
|  |  | 0.8 | 0.2 | 17.2 | 15.2 | 15.6 | 13.8 | 14.1 | 15.0 | 14.6 | 15.5 |
|  |  |  | 0.4 | 56.6 | 49.7 | 52.4 | 46.5 | 48.5 | 50.2 | 49.2 | 50.5 |

Table 11 - Continued from previous page

| Table 11-Continued from previous page |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{n}$ | $p$ |  | $\rho$ | $\delta$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ |
|  |  |  | 0.6 | 88.7 | 83.0 | 84.6 | 79.2 | 82.4 | 83.3 | 82.7 | 83.6 |
|  | 500 | 0.2 | 0.2 | 59.7 | 57.4 | 58.7 | 56.9 | 45.4 | 51.4 | 56.5 | 58.6 |
|  |  | 0.4 | 99.1 | 98.8 | 99.1 | 99.0 | 97.8 | 98.2 | 98.9 | 99.1 |  |
|  |  | 0.6 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |  |
|  |  | 0.5 | 0.2 | 24.7 | 22.8 | 24.3 | 22.2 | 20.8 | 22.5 | 22.6 | 23.7 |
|  |  | 0.4 | 78.5 | 75.4 | 77.4 | 75.2 | 72.3 | 75.1 | 75.3 | 76.6 |  |
|  |  | 0.6 | 98.7 | 98.3 | 98.7 | 98.2 | 97.9 | 98.3 | 98.0 | 98.5 |  |
|  |  | 0.8 | 0.2 | 18.9 | 17.1 | 17.6 | 16.1 | 15.8 | 16.4 | 16.7 | 16.5 |
|  |  | 0.4 | 57.3 | 50.6 | 53.3 | 46.5 | 49.5 | 50.8 | 49.8 | 51.4 |  |
|  |  |  | 0.6 | 90.2 | 84.2 | 86.6 | 80.1 | 83.2 | 84.5 | 83.7 | 85.5 |

Table 12: Empirical powers (in \%) of all tests under Model $5\left(\mathbf{n}=\left(n_{1}, n_{2}\right)\right)$.

| n | $p$ | $\rho$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(20,30)$ | 10 | 0.3 | 21.2 | 70.7 | 9.4 | 42.5 | 61.2 | 17.4 | 70.0 | 20.5 |
|  |  | 0.5 | 11.1 | 24.8 | 7.0 | 21.4 | 21.6 | 10.0 | 24.3 | 10.9 |
|  |  | 0.7 | 7.6 | 10.3 | 7.1 | 10.6 | 9.0 | 6.6 | 10.0 | 7.1 |
|  | 100 | 0.3 | 30.6 | 97.5 | 9.5 | 50.3 | 93.2 | 17.5 | 97.8 | 21.4 |
|  |  | 0.5 | 14.2 | 35.7 | 6.9 | 19.4 | 28.7 | 9.7 | 35.9 | 11.5 |
|  |  | 0.7 | 7.1 | 10.9 | 6.0 | 9.4 | 8.9 | 6.6 | 10.5 | 7.0 |
|  | 500 | 0.3 | 32.5 | 99.3 | 8.5 | 49.7 | 96.2 | 19.2 | 99.5 | 21.8 |
|  |  | 0.5 | 13.8 | 41.3 | 7.6 | 21.0 | 33.9 | 10.2 | 41.4 | 11.3 |
|  |  | 0.7 | 9.0 | 12.3 | 6.4 | 10.0 | 10.6 | 6.8 | 12.1 | 7.2 |
| $(40,60)$ | 10 | 0.3 | 76.7 | 100.0 | 9.9 | 97.9 | 99.9 | 50.7 | 100.0 | 54.7 |
|  |  | 0.5 | 23.4 | 71.2 | 7.9 | 52.3 | 65.2 | 15.7 | 70.2 | 16.6 |
|  |  | 0.7 | 9.8 | 15.6 | 6.1 | 15.6 | 13.6 | 7.8 | 14.8 | 7.9 |
|  | 100 | 0.3 | 98.3 | 100.0 | 11.8 | 100.0 | 100.0 | 57.0 | 100.0 | 61.0 |
|  |  | 0.5 | 31.9 | 97.9 | 5.9 | 56.2 | 96.1 | 15.2 | 98.1 | 16.0 |
|  |  | 0.7 | 10.7 | 19.3 | 6.4 | 16.4 | 17.7 | 8.0 | 19.4 | 8.0 |
|  | 500 | 0.3 | 99.2 | 100.0 | 13.2 | 99.9 | 100.0 | 58.6 | 100.0 | 62.9 |
|  |  | 0.5 | 34.2 | 99.2 | 7.6 | 56.7 | 97.6 | 17.1 | 99.2 | 18.2 |
|  |  | 0.7 | 11.3 | 20.0 | 6.3 | 16.8 | 18 | 8.3 | 19.8 | 8.5 |

Table 13: Empirical powers (in \%) of all tests under Model 6. Column D lists the distributions, $\mathbf{n}=\left(n_{1}, n_{2}\right), \mathbf{n}_{1}=(20,30)$, and $\mathbf{n}_{2}=(40,60)$.

| D | n | $p$ | $\rho$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{N}$ | $\mathbf{n}_{1}$ | 10 | 0.2 | 5.6 | 6.1 | 4.3 | 4.5 | 3.5 | 3.7 | 6.2 | 5.6 |
|  |  |  | 0.5 | 7.1 | 11.4 | 5.0 | 5.1 | 7.9 | 6.6 | 11.3 | 8.0 |
|  |  |  | 0.8 | 7.8 | 10.7 | 5.1 | 4.5 | 9.4 | 8.3 | 10.8 | 8.8 |
|  |  | 100 | 0.2 | 6.6 | 13.1 | 3.4 | 3.5 | 1.3 | 1.6 | 11.9 | 6.5 |
|  |  |  | 0.5 | 14.4 | 65.0 | 4.4 | 4.2 | 32.1 | 13.1 | 64.3 | 23.6 |
|  |  |  | 0.8 | 31.8 | 89.7 | 3.0 | 2.8 | 79.2 | 35.9 | 89.3 | 46.2 |
|  |  | 500 | 0.2 | 5.1 | 13.0 | 2.6 | 2.6 | 0.5 | 0.9 | 11.6 | 5.1 |
|  |  |  | 0.5 | 13.7 | 87.0 | 2.2 | 2.3 | 36.2 | 13.5 | 86.9 | 26.2 |
|  |  |  | 0.8 | 54.9 | 99.9 | 3.1 | 2.3 | 99.8 | 60.0 | 99.9 | 83 |
|  | $\mathbf{n}_{2}$ | 10 | 0.2 | 5.2 | 7.6 | 4.4 | 4.6 | 6.1 | 5.0 | 7.5 | 6.1 |
|  |  |  | 0.5 | 9.3 | 28.0 | 3.1 | 3.9 | 22.2 | 12.8 | 25.9 | 15.4 |
|  |  |  | 0.8 | 9.5 | 17.4 | 4.6 | 5.2 | 15.6 | 11.6 | 16.6 | 11.9 |
|  |  | 100 | 0.2 | 9.6 | 39.4 | 3.1 | 2.8 | 10.3 | 4.3 | 35.0 | 11.7 |
|  |  |  | 0.5 | 55.2 | 100.0 | 3.1 | 3.7 | 100.0 | 79.4 | 100.0 | 89.2 |
|  |  |  | 0.8 | 99.8 | 100.0 | 3.5 | 3.5 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  | 500 | 0.2 | 9.5 | 65.8 | 2.1 | 2.0 | 9.9 | 3.8 | 62.1 | 13.1 |

Table 13 - Continued from previous page

| D | n | $p$ | $\rho$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{4}$ | $\mathbf{n}_{1}$ | 10 | 0.5 | 78.3 | 100.0 | 1.8 | 2.0 | 100.0 | 96.8 | 100.0 | 99.8 |
|  |  |  | 0.8 | 100.0 | 100.0 | 2.1 | 1.9 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  |  | 0.2 | 5.8 | 7.8 | 5.4 | 4.7 | 2.9 | 3.4 | 8.0 | 5.6 |
|  |  |  | 0.5 | 6.9 | 15.8 | 3.9 | 4.0 | 9.2 | 6.0 | 15.8 | 8.9 |
|  |  | 100 | 0.8 | 7.1 | 13.3 | 4.2 | 3.7 | 9.7 | 6.4 | 12.6 | 7.3 |
|  |  |  | 0.2 | 6.8 | 27.0 | 3.7 | 4.5 | 0.1 | 0.8 | 22.8 | 6.8 |
|  |  |  | 0.5 | 10.6 | 94.7 | 3.3 | 3.4 | 41.1 | 8.9 | 94.9 | 18.1 |
|  |  | 500 | 0.8 | 32.4 | 99.9 | 2.7 | 2.9 | 99.4 | 36.6 | 100.0 | 46.8 |
|  | $\mathbf{n}_{2}$ |  | 0.2 | 5.8 | 48.5 | 3.3 | 4.0 | 0.0 | 0.5 | 36.2 | 6.1 |
|  |  |  | 0.5 | 13.5 | 100.0 | 3.0 | 4.1 | 65.8 | 11.3 | 100.0 | 23.7 |
|  |  | 10 | 0.8 | 53.6 | 100.0 | 2.7 | 2.9 | 100.0 | 60.5 | 100.0 | 81.4 |
|  |  |  | 0.2 | 7.1 | 10.1 | 4.3 | 4.9 | 5.4 | 5.3 | 10.5 | 7.0 |
|  |  |  | 0.5 | 11.6 | 41.2 | 4.9 | 4.7 | 31.6 | 13.0 | 39.3 | 15.1 |
|  |  | 100 | 0.8 | 9.4 | 30.9 | 5.7 | 5.4 | 25.8 | 11.3 | 29.4 | 12.2 |
|  |  |  | 0.2 | 7.9 | 73.5 | 4.8 | 6.4 | 7.2 | 4.3 | 71.1 | 10.8 |
|  |  |  | 0.5 | 53.2 | 100.0 | 4.4 | 6.2 | 100.0 | 80.0 | 100.0 | 90.0 |
|  |  | 500 | 0.8 | 99.7 | 100.0 | 4.8 | 4.8 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  |  | 0.2 | 9.7 | 99.2 | 3.3 | 4.2 | 5.9 | 4.1 | 99.0 | 13.9 |
|  |  |  | 0.5 | 79.6 | 100.0 | 5.4 | 8.2 | 100.0 | 97.4 | 100.0 | 99.9 |
|  |  |  | 0.8 | 100.0 | 100.0 | 2.9 | 4.1 | 100.0 | 100.0 | 100.0 | 100.0 |

Table 14: Empirical powers (in \%) of all tests under Model 7 ( $\mathbf{n}=\left(n_{1}, n_{2}\right)$, $\left.\mathbf{n}_{1}=(20,30), \mathbf{n}_{2}=(40,60)\right)$.

| n | $p$ | $\rho$ | $\delta$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}_{1}$ | 10 | 0.2 | 0.5 | 4.1 | 6.7 | 6.2 | 7.5 | 4.1 | 3.7 | 6.8 | 5.2 |
|  |  |  | 0.75 | 8.2 | 28.8 | 19.1 | 24.1 | 19.2 | 8.7 | 28.5 | 13.2 |
|  |  |  | 1.0 | 19.7 | 80.1 | 54.0 | 63.7 | 67.1 | 25.3 | 80.1 | 33.6 |
|  |  | 0.5 | 0.5 | 4.8 | 7.1 | 5.6 | 7.2 | 4.8 | 4.0 | 6.8 | 5.1 |
|  |  |  | 0.75 | 7.2 | 18.6 | 15.4 | 19.5 | 14.6 | 9.4 | 18.4 | 10.3 |
|  |  |  | 1.0 | 11.9 | 51.0 | 37.2 | 48.8 | 42.8 | 21.3 | 50.5 | 26.4 |
|  |  | 0.8 | 0.5 | 5.3 | 6.5 | 6.1 | 7.1 | 5.8 | 6.2 | 6.7 | 6.3 |
|  |  |  | 0.75 | 5.8 | 10.7 | 10.6 | 12.0 | 10.3 | 9.0 | 10.8 | 9.4 |
|  |  |  | 1.0 | 7.2 | 24.3 | 20.2 | 25.9 | 21.7 | 15.9 | 24.3 | 17.1 |
|  | 100 | 0.2 | 0.5 | 4.7 | 10.3 | 8.5 | 11.6 | 2.9 | 3.0 | 9.5 | 5.5 |
|  |  |  | 0.75 | 9.1 | 69.0 | 44.0 | 63.9 | 28.5 | 6.2 | 67.4 | 16.3 |
|  |  |  | 1.0 | 44.0 | 100.0 | 96.5 | 99.4 | 98.7 | 38.2 | 100.0 | 66.6 |
|  |  | 0.5 | 0.5 | 5.8 | 8.7 | 7.6 | 9.2 | 6.0 | 5.7 | 9.2 | 7.2 |
|  |  |  | 0.75 | 7.0 | 25.1 | 18.1 | 26.8 | 16.8 | 9.6 | 25.0 | 12.1 |
|  |  |  | 1.0 | 11.4 | 70.6 | 45.0 | 65.3 | 55.6 | 22.0 | 69.8 | 27.9 |
|  |  | 0.8 | 0.5 | 4.5 | 5.7 | 5.7 | 6.3 | 5.3 | 5.5 | 5.8 | 5.9 |
|  |  |  | 0.75 | 6.1 | 9.9 | 9.4 | 11.0 | 9.3 | 8.2 | 10.2 | 8.9 |
|  |  |  | 1.0 | 8.6 | 27.0 | 22.9 | 28.4 | 24.9 | 18.6 | 27.4 | 19.9 |
|  | 500 | 0.2 | 0.5 | 5.9 | 13.2 | 9.1 | 12.6 | 2.6 | 2.8 | 12.4 | 7.2 |
|  |  |  | 0.75 | 8.4 | 78.7 | 49.4 | 73.9 | 27.6 | 6.4 | 77.1 | 16.5 |
|  |  |  | 1.0 | 47.5 | 100.0 | 98.6 | 99.8 | 99.2 | 39.1 | 100.0 | 74.3 |
|  |  | 0.5 | 0.5 | 5.0 | 7.5 | 6.1 | 8.1 | 4.9 | 5.3 | 8.2 | 6.0 |
|  |  |  | 0.75 | 7.2 | 25.1 | 17.1 | 26.1 | 16.8 | 9.9 | 24.2 | 12.6 |
|  |  |  | 1.0 | 11.7 | 72.0 | 48.6 | 67.3 | 59.2 | 25.7 | 71.8 | 31.5 |
|  |  | 0.8 | 0.5 | 4.8 | 7.1 | 6.8 | 7.5 | 6.6 | 6.1 | 7.0 | 6.7 |
|  |  |  | 0.75 | 6.8 | 11.8 | 11.1 | 13.5 | 11.0 | 9.9 | 12.3 | 10.3 |
|  |  |  | 1.0 | 9.0 | 26.8 | 22.4 | 28.3 | 25.2 | 18.3 | 27.5 | 20.0 |
| $\mathbf{n}_{2}$ | 10 | 0.2 | 0.5 | 8.2 | 15.3 | 10.5 | 12.8 | 11.4 | 7.8 | 14.6 | 10.0 |
|  |  |  | 0.75 | 16.7 | 65.3 | 43.8 | 53.7 | 57.6 | 23.2 | 64.4 | 27.1 |
|  |  |  | 1.0 | 64.8 | 99.2 | 92.1 | 95.6 | 98.6 | 78.9 | 99.3 | 81.4 |
|  |  | 0.5 | 0.5 | 4.5 | 9.3 | 7.4 | 11.2 | 7.1 | 5.3 | 8.5 | 5.7 |
|  |  |  | 0.75 | 11.6 | 39.3 | 29.1 | 38.3 | 35.0 | 21.0 | 37.9 | 22.3 |
|  |  |  | 1.0 | 31.8 | 89.4 | 71.5 | 84.0 | 86.2 | 54.3 | 88.8 | 56.0 |
|  |  | 0.8 | 0.5 | 5.9 | 7.4 | 7.2 | 7.4 | 6.1 | 6.1 | 6.6 | 6.3 |
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Table 15: Empirical powers (in \%) of all tests under Model 8 ( $\mathbf{n}=\left(n_{1}, n_{2}\right)$, $\left.\mathbf{n}_{1}=(20,30), \mathbf{n}_{2}=(40,60)\right)$.

| n | $p$ | $\rho$ | $\delta$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}_{1}$ | 10 | 0.2 | 0.5 | 6.3 | 21.5 | 11.2 | 15.9 | 12.2 | 7.1 | 21.4 | 10.6 |
|  |  |  | 0.75 | 20.1 | 78.4 | 43.0 | 53.8 | 67.7 | 28.4 | 78.9 | 37.4 |
|  |  |  | 1.0 | 61.8 | 99.6 | 85.3 | 91.2 | 98.9 | 78.6 | 99.6 | 85.1 |
|  |  | 0.5 | 0.5 | 6.0 | 13.9 | 9.4 | 12.0 | 10.8 | 7.9 | 13.9 | 9.0 |
|  |  |  | 0.75 | 10.0 | 53.4 | 30.1 | 41.6 | 43.5 | 21.0 | 53.0 | 25.3 |
|  |  |  | 1.0 | 34.2 | 93.0 | 67.5 | 79.8 | 89.7 | 59.5 | 93.4 | 64.5 |
|  |  | 0.8 | 0.5 | 5.0 | 9.2 | 8.7 | 10.1 | 8.2 | 7.6 | 9.3 | 8.2 |
|  |  |  | 0.75 | 8.9 | 28.8 | 23.0 | 27.6 | 25.3 | 19.7 | 28.4 | 21.0 |
|  |  |  | 1.0 | 18.1 | 60.6 | 48.4 | 54.9 | 57.3 | 43.9 | 60.6 | 46.3 |
|  | 100 | 0.2 | 0.5 | 7.2 | 57.3 | 21.3 | 35.3 | 16.0 | 6.1 | 53.5 | 12.1 |
|  |  |  | 0.75 | 55.4 | 100.0 | 90.4 | 98.3 | 99.7 | 51.6 | 100.0 | 79.6 |
|  |  |  | 1.0 | 99.8 | 100.0 | 100.0 | 100.0 | 100.0 | 99.4 | 100.0 | 100.0 |
|  |  | 0.5 | 0.5 | 6.1 | 19.2 | 12.2 | 17.5 | 12.9 | 8.4 | 18.3 | 10.2 |
|  |  |  | 0.75 | 15.0 | 79.8 | 42.6 | 62.3 | 68.9 | 28.6 | 79.3 | 34.9 |
|  |  |  | 1.0 | 54.1 | 99.9 | 86.1 | 96.2 | 99.8 | 75.1 | 100.0 | 80.1 |
|  |  | 0.8 | 0.5 | 4.3 | 8.6 | 7.9 | 8.9 | 7.8 | 7.2 | 9.2 | 8.1 |
|  |  |  | 0.75 | 8.6 | 31.3 | 24.6 | 29.8 | 28.6 | 21.0 | 31.2 | 22.5 |
|  |  |  | 1.0 | 23.9 | 72.2 | 55.2 | 65.7 | 68.8 | 50.7 | 72.0 | 53.5 |
|  | 500 | 0.2 | 0.5 | 7.5 | 63.7 | 24.1 | 43.3 | 16.0 | 5.3 | 60.9 | 12.2 |
|  |  |  | 0.75 | 67.9 | 100.0 | 94.5 | 99.5 | 100.0 | 60.2 | 100.0 | 86.4 |
|  |  |  | 1.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 99.9 | 100.0 | 100.0 |
|  |  | 0.5 | 0.5 | 4.1 | 17.9 | 8.8 | 16.4 | 11.2 | 6.0 | 17.2 | 7.9 |
|  |  |  | 0.75 | 13.6 | 84.3 | 47.0 | 66.1 | 73.5 | 31.7 | 84.4 | 37.6 |
|  |  |  | 1.0 | 58.0 | 100.0 | 88.8 | 98.5 | 100.0 | 76.8 | 100.0 | 83.0 |
|  |  | 0.8 | 0.5 | 5.9 | 10.9 | 9.9 | 11.3 | 9.6 | 8.2 | 10.2 | 9.1 |
|  |  |  | 0.75 | 10.3 | 33.6 | 27 | 32.2 | 31.5 | 22.9 | 34.1 | 24.3 |
|  |  |  | 1.0 | 21.7 | 74.6 | 55.7 | 66.5 | 70.6 | 50.5 | 74.3 | 53.0 |
| $\mathbf{n}_{2}$ | 10 | 0.2 | 0.5 | 12.6 | 46.9 | 26.2 | 33.2 | 40.2 | 17.0 | 46.0 | 20.6 |
|  |  |  | 0.75 | 66.0 | 99.1 | 84.3 | 91.3 | 98.8 | 80.9 | 99.1 | 84.9 |
|  |  |  | 1.0 | 99.7 | 100.0 | 99.7 | 100.0 | 100.0 | 99.9 | 100.0 | 99.9 |
|  |  | 0.5 | 0.5 | 10.0 | 27.9 | 19.2 | 25.6 | 24.3 | 14.9 | 27.2 | 16.3 |
|  |  |  | 0.75 | 38.5 | 91.6 | 65.1 | 79.8 | 89.4 | 60.8 | 91.0 | 63.1 |
|  |  |  | 1.0 | 89.7 | 100.0 | 96.3 | 99.7 | 100.0 | 97.2 | 100.0 | 97.6 |
|  |  | 0.8 | 0.5 | 6.9 | 16.5 | 14.3 | 18.3 | 15.2 | 13.1 | 15.6 | 13.5 |


| 4130 | J.-T. Zhang and E. Smaga |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Table 15 - Continued from previous page |  |  |  |  |  |  |  |  |  |  |  |
| n | $p$ | $\rho$ | $\delta$ | $T_{S R}$ | $T_{S G 1}$ | $T_{S G 2}$ | $T_{S G 3}$ | $T_{3 c 1 p}$ | $T_{3 c 1 m}$ | $T_{3 c 2 p}$ | $T_{3 c 2 m}$ |
|  |  |  | 0.75 | 19.5 | 55.4 | 46.2 | 53 | 53.3 | 43.8 | 55.0 | 44.6 |
|  |  |  | 1.0 | 55.9 | 93.0 | 82.5 | 90.4 | 92.0 | 83.7 | 92.8 | 84.2 |
|  | 100 | 0.2 | 0.5 | 22.0 | 95.8 | 57.5 | 77.8 | 84.7 | 25.3 | 95.1 | 36.7 |
|  |  |  | 0.75 | 99.7 | 100.0 | 99.8 | 100.0 | 100.0 | 99.7 | 100.0 | 99.9 |
|  |  |  | 1.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  | 0.5 | 0.5 | 8.4 | 38.2 | 20.9 | 32.7 | 32.7 | 16.5 | 37.1 | 18.6 |
|  |  |  | 0.75 | 54.1 | 100.0 | 82.8 | 95.9 | 99.9 | 75.4 | 100.0 | 78.3 |
|  |  |  | 1.0 | 99.0 | 100.0 | 99.5 | 100.0 | 100.0 | 99.5 | 100.0 | 99.8 |
|  |  | 0.8 | 0.5 | 7.6 | 17.7 | 15.9 | 18.3 | 16.8 | 14.0 | 17.3 | 15.5 |
|  |  |  | 0.75 | 25.5 | 66.0 | 53.3 | 63.1 | 63.7 | 50.1 | 64.9 | 51.1 |
|  |  |  | 1.0 | 69.5 | 97.6 | 88.7 | 94.9 | 97.1 | 88.9 | 97.7 | 90.0 |
|  | 500 | 0.2 | 0.5 | 28.3 | 99.1 | 68.9 | 89.8 | 93.2 | 31.7 | 98.7 | 45.7 |
|  |  |  | 0.75 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  |  | 1.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  |  | 0.5 | 0.5 | 8.8 | 40.6 | 22.9 | 36.5 | 36.3 | 17.3 | 40.2 | 19.4 |
|  |  |  | 0.75 | 58.0 | 99.8 | 86.5 | 96.4 | 99.7 | 80.0 | 99.8 | 82.6 |
|  |  |  | 1.0 | 99.7 | 100.0 | 99.7 | 100.0 | 100.0 | 99.8 | 100.0 | 99.8 |
|  |  | 0.8 | 0.5 | 7.9 | 17.5 | 15.1 | 18.7 | 16.6 | 14.3 | 17.7 | 15.0 |
|  |  |  | 0.75 | 25.7 | 66.2 | 54.6 | 63.8 | 64.6 | 52.3 | 65.9 | 53.5 |
|  |  |  | 1.0 | 72.3 | 98.7 | 90.9 | 97.1 | 98.6 | 91.5 | 98.7 | 91.8 |
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## Supplementary Material

## R code

(doi: 10.1214/22-EJS2033SUPP; .zip). This supplement contains the codes to perform the new tests and to conduct the numerical experiments of Section 5.
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