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Abstract

The problem of the quickest detection of a change in the drift of a time-homogeneous
diffusion process is considered under the assumption that the detection delay is
exponentially penalized. In this framework, the past literature has shown that a two-
or three-dimensional optimal stopping problem needs to be faced. In this note, we
show how a change of measure significantly simplifies the setting by reducing the
dimension of the optimal stopping problem to one or two, respectively. We illustrate
this result in the well known Brownian motion case analyzed by Beibel [4] and when a
Bessel process is observed, generalizing therefore the results for the linear penalty
case obtained by Johnson and Peskir [13].
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1 Introduction

The quickest detection problem for a diffusion process X := (X;);>o aims at deter-
mining the moment 6, known as disorder time or change-point, at which X changes its
drift. A good detection strategy should not raise an alarm too early to avoid false alarms
and should be able to detect § by making the detection delay as small as possible. In
this work, we assume that X is a time-homogeneous diffusion process and we approach
the problem in the so called Bayesian setting with exponential penalty for the delay: 6
takes on value 0 with positive probability and is exponentially distributed conditionally
to the event 6 > 0; the risk of our strategy is given by the linear combination between
the probability of raising a false alarm and the exponential delay it takes to detect 6
since its occurrence (see Section 2.1).

Problems of quickest detection for the drift of diffusion processes have been mostly
studied under the linear penalty for the delay: [20] and [10] considered a Brownian
motion within the infinite and finite horizon formulation, respectively; [13] studied the
problem for a Bessel process; [12] focused on time-inhomogeneous Gaussian processes
and fractional Brownian motion. The introduction of the exponential penalty is due
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to [18] who studied the discrete-time case for independent and identically distributed
random variables; he motivated the exponential penalty for the delay as a more suitable
measure to capture the true cost of a delayed action in some financial applications and
in the health monitoring of components in interconnected systems. Later, [4] extended
the Poor’s Bayesian problem to the case of a Brownian motion and [11] generalized
it to diffusion processes with non-constant drift. Problems of quickest detection with
exponential penalty were also studied by [2], [3], [9] for simple and compound Poisson
processes and by [6] for certain type of Lévy processes.

The results in [4] showed that, when the signal-to-noise ratio (defined as the dif-
ference between the new drift and the old drift divided by the diffusion coefficient)
is constant, the initial quickest detection problem boils down to an optimal stopping
problem for a two-dimensional Markov diffusion process, having as components the pos-
terior probability IT and the generalized odds ¢ (defined in Section 2.1). The dimension
further increases when the signal-to-noise ratio is not constant: in this situation, as
shown in [11], the original problem can be reduced to an optimal stopping problem for
the three-dimensional Markov diffusion process (X, II, ®), whose stochastic differential
equations are expressed in terms of the innovation process. This makes the triplet
(X, II, @) strongly interdependent and, as a result, the analysis of the optimal stopping
problem highly involved (see Section 2.2).

The main contribution of this note is thus twofold: (i) we show that a change of
measure argument allows us to reduce the dimension of the optimal stopping problem
from two to one, when the signal to-noise-ratio is constant, and from three to two, when it
is not. In the first case, the optimal stopping problem is for the Markov diffusion process
®; in the second case, the optimal stopping problem is for the Markov diffusion process
(X, ®), whose stochastic differential equations are now expressed in terms of the original
standard Brownian motion and get uncoupled in the first component. Accordingly, the
problem becomes significantly simplified (see Section 3). (ii) Under this new setting,
we obtain the solution for the prominent case of the Brownian motion, thus providing
an alternative approach to that in [4] (see Section 4). Then, we solve the problem for
a Bessel process, which is characterized by a non-constant signal-to-noise ratio; to the
best of our knowledge, this is the first time that the quickest detection problem with
exponential penalty is formulated for such a process (see Section 5). Recalling that the
exponential penalty contains the linear penalty as a limit case (see, e.g., [4, Remark 2]
and [2]), our results extend those obtained in [13], where the the linear penalty was
studied.

2 Formulation of the problem

In this section we describe the problem of the quickest detection with exponential
penalty for the drift of a time-homogeneous diffusion process following the lines of
arguments in [11].

2.1 Description of the problem

On the probability space (2, .#,P,) a standard Brownian motion W := (W;);>¢ and
a non-negative random variable 6 are defined, with W and 6 being independent. The
probability measure P is defined by

oo
P, := P9 + (1 - 71')/ IPSAG_Ast, (2.1)
0

where P? is the probability measure under which P*(§ = s) =1, s > 0, and 7 € [0,1)
and A > 0 are two given and fixed values. From (2.1) it follows that P,(0 = 0) = = and
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P.(0 > t|0 > 0) = e, for t > 0. The same space hosts a time-homogeneous diffusion
process, which solves the stochastic differential equation

dX, = (M)(Xt) +Lgsey (ul(Xt) - uo(XQ))dt Yo(X)dW, Xo=z€S,  (2.2)

where S is the state space of X, o(-) > 0 is the diffusion coefficient, while uo(-) and
p1(+) are the drift of X before and after the occurrence of 6, respectively. The latter is
therefore called disorder time or change-point, after which X changes its drift.

Through the sequential monitoring of X only, the aim is to determine a stopping time
of X at which we can optimally interrupt the observation and raise an alarm. More
precisely, solving the Bayesian quickest detection problem with exponential penalty for
the delay means computing the value function

V(r) := inf (IP.,T(T <0)+ c]EW[eO‘(T_G)+ - 1]), m e [0,1), (2.3)

and determining the optimal stopping time 7* at which the infimum (taken over all the
stopping times 7 of X) is attained. In the expression above, P (7 < 0) is the probability of
a false alarm and IE, [ea(T*e)Jr — 1] is the expected exponential detection delay associated
with a stopping time 7 of X; a > 0 is the known value at which the losses due to the
detection delay are compounded and ¢ > 0 is a given value which weights their relevance.

The analysis of (2.3) requires the introduction of the following quantities depending
on X:

_ Py
AP’

B ey | ZX
Ty 1= ]Pﬂ_(e S t|§t)()’ (bt = [e {9§t}| t ]7 (2‘4)

1—7Tt

Lti

where L := (L):>¢ is the likelihood ratio process, II := (7;);> is the posterior probability
process and ® := (®;);>¢ is the generalized odds process. In the expressions above,
Z7X is the sigma-algebra generated by X up to ¢ > 0, P> is the probability measure
under which the drift of X never changes (i.e., P>(§ = oo) = 1), and P? and P$° are the
restrictions of P? and P> to .#;X. Girsanov’s theorem and the results in [2] also show
that L and ¢ admits the expressions

t t 2 2
_ 1 (Xs) — po(Xs) _ 1/ 11 (Xs) — pip(Xs)
Ly =exp </0 72(X.) dXs 3/, o2(Xy) ds |, (2.5)
t —(a+A)s
o, = el@ TN, <<1>0 + )\/ eLds> , (2.6)
0 S

which will be used in Sections 4 and 5 to disclose the explicit structure of the optimal
detection strategy.

2.2 A three-dimensional optimal stopping problem

In [11] it was shown that X, II, and ® evolve according to the stochastic differential
equations

4, = (1= m)po(X0) + myn (X))t + o(X)dWi, X = a, 2.7)
dmy = M1 — m)dt + p(Xy)me (1 — Wt)th, Ty = T, (2.8)
A%, — ()\ A+ a)®, + pQ(Xt)wtilt)dt + p(X)@rdWr, Do = 5 T @9

where p() is the so called signal-to-noise ratio, given by

() = Ml(')az)uo(')7 (2.10)
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and W := (W;);>0, defined by

T b dX, i (1 — ms)po(Xs) + msp (Xs)
Wy .—/0 (X2 —/0 (X ds, (2.11)

is the innovation process/standard Brownian motion under P, with respect to the
filtration .7 X.

The value function V from (2.3) was also reduced to the equivalent optimal stopping
problem

V(r) = inf E, {1 — 75+ ca/ (1- wf)q%l%ﬂdt , (2.12)
T 0

where the infimum is taken over all the stopping times 7 of X and the superscripts
indicate the dependence of the processes Il and ¢ on their starting points. When p is
constant, (II, @) from (2.8)-(2.9) is a strong Markov process and, to approach (2.12),
(IL, @) must be enabled to start at any point (7, ¢) € [0,1) x [0, 00) under the probability
measure P, 4, under which (my, ®9) = (7, ¢). In this way, one needs to consider the
extended two-dimensional optimal stopping problem

V(m,¢) =infE; 4 {1 — T+ ca/ (1- ﬂ't)q)tdt] , (2.13)
T 0

where the infimum is taken over all the stopping times 7 of (II, ). Moreover, when p
is not constant, only the triplet (X, II, ®) from (2.7)-(2.9) is strongly Markovian and, to
tackle (2.12), (X, II, ) must be enabled to start at any point (z,7,¢) € § x [0,1) x [0, 00)
under the probability measure P, . 4, under which (Xy, m, ®o)=(z, 7, ¢). In this case,
one ends up with the extended three-dimensional optimal stopping problem

V(z,m, ¢) =infE; » o [1 — 7T+ ca/ (1- wt)étdt} , (2.14)
T 0

where the infimum is taken over all the stopping times 7 of (X, II, ®). Sufficient conditions
for the existence of a solution to (2.14) were provided in [11, Section 3].

3 Reduction to an optimal stopping problem of lower dimension

The arguments in [11] are based on the system of stochastic differential equations
(2.7)-(2.9) under the probability measure IP,; the fact that X, II and ¢ are strongly
interdependent and the high dimensionality of the optimal stopping problem (2.14) make
its analysis very complex. Now we see that a change of measure allows us to move from
the optimal stopping problem (2.14) for (X,II, ®) to an optimal stopping problem for
(X, @), whose stochastic differential equations get uncoupled in X. These facts simplify
considerably the analysis of the problems analyzed in the subsequent sections.

The next proposition derives the stochastic differential equations of X, II, and ®
under P°°.

Proposition 3.1. Under P>, X, ® and Il solve the stochastic differential equations

dXt == /,LQ(Xt)dt + O'(Xt)th, Xo =T, (31)
A%, = (A + (A4 oz)(bt>dt +p(X)udWr, o= T . (3.2)
dmy = (/\(1 — ) — p*(X)mE(1 — 7Tt)>dt + p(Xe)me(1 — mp)dWy, w9 =, (3.3)

with (X, ®) being a strong Markov diffusion process.
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Proof. Equation (3.1) is obtained from (2.2) by setting # = co. Then, replacing (3.1) in
(2.11), we have

AW, = dW, — myp(X,)dL. (3.4)
By substituting now (3.4) in (2.8) and (2.9) we obtain (3.2) and (3.3). The fact that (X, ®)
is strongly Markovian comes from [14, Theorem 7.2.4]. O

Now we are going to show that the optimal stopping problem (2.12) admits an
equivalent formulation under the measure IP>°. Denoting by P2° and P ; the restrictions
of the measures P> and P, to ﬁ}x let us recall from [13, Lemma 1] that the Radon-
Nikodym derivative of P, . with respect to P2° is given by

d]PTr,T_ e l=7
P> ¢ 1-n,

(3.5)

for all stopping times 7 of X. Recalling that ¢ starts at {7~ and that this dependence
will be indicated by a superscript to ® when needed, we can state the following theorem.

Theorem 3.2. The value function (2.12) satisfies the identity

Vir)=(1—-n) (1 + caV(W)), (3.6)

V() := inf E® [/ e M (cb;”* - A) dt] , (3.7)
T 0 (610%

for m € [0,1), with the infimum taken over all the stopping times 7 of X .

where

Proof. By standard localization arguments and the application of the monotone and
dominated convergence theorems, it is enough to show that (3.6)-(3.7) hold true for all

bounded stopping times 7 of X such that (®;,,);>0 and (p(Xt/\T>)t>O are bounded. Let

such a stopping time be given and fixed in the sequel. Recalling that IT and ® solve (2.8)
and (2.9) under P, it follows that

t t
1—7rt:1—7r—)\/ (1—7r5)ds—/ p(Xs)ms(1 — 7g)dW,. (3.8)
0 0

Then, applying Itd’s product formula to ((1 — m;)®,),., we have

t t
(1—7rt)<I>t:7r+/ (1—7rs)()\+a<1>5)ds+/ (1 —7)2p(X,) P dW,. (3.9)
0 0

Using the definition of 7 and the fact that the two stochastic integrals in (3.8)-(3.9) are
local martingales, according to the optional sampling theorem from (3.8) we have

E, [/\/ (1-— Wt)dt:| =E,[r] —m, (3.10)
0
and from (3.9)-(3.10) we obtain

E, [/OT(l - wt)cbtdt} = é (—7? B, [(1—m)®,] — By [A /OT(l - m)dtD

— L B 0 =) P, — ). (3.11)
«

Then, from (2.12) and (3.11) we have

E, [1 — 7 + ca /OT(1 - wt)@tdt} =E;[1-m +c(1-7)®, — /)]

=(1-n)E® {e” +ce™7T <<I>T - ﬂ ., (3.12)

_1—7rT
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where the second equality is based on the change of measure (3.5).

Motivated by the structure of (3.12), let ¢; := 1ftm for t > 0. Then, by means of (3.3)

and the application of It6’s formula to (¢;)i>0 and (e~ *(®; — ¢;)),., we have

™

(ptzl—ﬂ'

e (By—ipy) = a/

0

t t
4 / (1+ pu)ds + / P(X)padV,, (3.13)
0 0

t

t
e M D ds +/ e Mp(X ) (By — @ )dWs. (3.14)
0

According to the definition of 7, the fact that the stochastic integral in (3.14) is a local
martingale under P> and the application of the optional sampling theorem, we have

E> [e_AT((PT — @T)] = aE® {/ e_)‘th)tdt} . (3.15)
0

Finally, from (3.12), (3.15) and the equality ¢ =" =1 — \ [ e~ *'d¢, it follows that

E, {1 — +ca/0T(1 —7rt)<I>tdt] = (- (1 + caE™® [/OT e~ M (@;”” - 3@) dtD :

which completes the proof. O

To approach the optimal stopping problem (3.7) for the strong Markov process (X, ®)
we enable it to start at any point (x,¢) € $ x [0,00), so that (3.7) can be extended to

V(z,¢) := inf £, {/ e M (<I)t - )\) dt} ) (3.16)
T ’ 0 cx

where the expectation is with respect to the probability measure P77, under which
(X0, ®Pg) = (z, ¢), and the infimum is taken over all the stopping times 7 of (X, ®). In this
way we have reduced the three-dimensional optimal stopping problem (2.14) to a two-
dimensional optimal stopping problem for the strong Markov process (X, ®) satisfying
(3.1)-(3.2), whose first component is uncoupled from the second one.

Let us observe that the optimal stopping problem (3.16) is Lagrange formulated;
then, consistently to [16, Chapter 1], we may affirm that its continuation and stopping
sets are defined by

C = {(x,¢)e$><[07oo):f/(x7¢)<o}7 (3.17)
D= {(z,¢)€$>< [0,00):V($,¢):0}. (3.18)

Noting that the integrand in (3.16) is negative when ®; < A\/(ca), we conclude that
{(z,9) : ¢ < A\/(ca)} C C; equivalently, we can say that the least boundary between C
and D, defined by

b(x) :=inf{¢p € [0,00) : (z,¢) € D}, =z €, (3.19)

satisfies b(x) > A/(ca), for all z € S. It is also immediate to notice that the value function
V is bounded and satisfies —(coz)*1 < 14 < 0, where the first inequality is due to the fact
that ¢ — \/(ca) > —\/(ca) for ¢ > 0, while the second equality comes from the fact that
7 = 0 is an admissible stopping time and the definition of V.

We conclude this section by deriving the infinitesimal generator L x 4y of (X, ®)
under P, which will be exploited in the next sections to construct the free-boundary
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problem that the value function V and the free-boundary b solve. Standard arguments
based on the application of It6’s formula imply that

0 0 0? 1 0? 1 0?2
Lixay = (A+ O+ a)¢)% + Mo(fv)% + ¢p(z)o () D60 + §¢202(9€)8752 + 502(33)@-
(3.20)

Denoted by C*(-) the class of i-times continuously differentiable functions on the specified
set -, L(x,¢) acts on f € C*($ x [0,00)); we also observe that L x ¢) is of parabolic type
(see, e.g. [15, Section 2]) and this is a consequence of the fact that X and & are driven by
the same original/standard Brownian motion W under P*°, as evident from (3.1)-(3.2).

Remark 3.3. The change of measure from P, to P> in the linear penalty framework
analyzed in [13] has the effect to move from a two-dimensional optimal stopping problem
for the process (X, II) solving (2.7)-(2.8) to another two-dimensional optimal stopping
problem for the process (X, ®) solving (3.1)-(3.2), with @« = 0 in the latter equation,
without leading to any dimensionality simplification. This is a substantial difference with
respect to the logic behind our result, whose primary aim is the dimension shrinkage
of the problem, while retaining the effect of decoupling the two-dimensional sufficient
statistic (X, ®) from (3.1)-(3.2) in X.

4 Quickest detection for a Brownian motion

In this section we solve the quickest detection problem (2.3) when X is a Brownian
motion changing its drift from one value to another. Then, (2.2) holds with ug, p1, o
being constant values. This problem was studied under the probability measure P, in
[4], who treated the optimal stopping problem (2.12) as a generalized parking problem,
using an approach similar to [5]. In this case p from (2.10) is constant and, therefore,
(2.12) is a two-dimensional optimal stopping problem for the process (II, ®) leading to
(2.13).

However, Theorem 3.2, the same arguments used in the last part of Section 3 and
the fact that p is constant show that we can equivalently focus on the one-dimensional
optimal stopping problem

V(p) := inf 37 UOT e M <q>t - ;) dt} , ¢ €0,00), 4.1)

for the strong Markov process ¢, which solves (3.2). The expectation in (4.1) is with
respect to IP;O, under which ®; = ¢, and the infimum is taken over all the stopping times
7 of ®. The continuation and stopping sets from (3.17)-(3.18) reduce to

C = {¢e [0,00) : V() <0}, D= {¢e [o,oo):V(¢):o}, 4.2)

with the boundary b from (3.19) being now constant. Then, the general theory of optimal
stopping for strong Markov processes (see, e.g., [16, Chapter 3 and 4] or [20, Chapter
3]) leads us to formulate the following free-boundary problem for V and b:

N . A
(La? = aV)(0) =~ (0= 2 ). veC=D), (.3)
V(qb) =0, ¢€D=1Iboo) (instantaneous stopping), (4.4)
V’(b) =0 (smooth fit), (4.5)
where LLs is the infinitesimal generator of ® and is given by
0 1 0?
Lo =(A+ (A — + PP 4.6
o= (A+( +O‘)¢)a¢+2”¢a¢2’ (4.6)
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which acts on f € C?([0,00)) and follows by discarding in (3.20) the addends whose
differential operator depends on z. Let us define

2(\ 2 ki—1 1— k)2 +4k
]€1 = @, kg = 5 ]{33 = ! + ( 1) + 2, (47)
P P
and let U(a, b, z) be the Kummer function
Ula,b2) = = / N e P (14t e (4.8)
P Uy |

where I'(a) := fooo 2 le™%dx (see, e.g., [1, Eq. (13.2.5)]). Then, solution methods for
degenerate hypergeometric equations (see [17, Cases 2.1.2.129 and 2.1.2.103]), as well
as the conditions (4.4)-(4.5), show that the function V solving (4.3)-(4.5) is given by

¢ 1+c
V((b): hg(d))fa* co ) 0§¢<b7 (49)
0, ¢=>b,

where the function ¢(.) and the constant h are given by

1\ ke _ Ll4c(l1+D)

with the boundary point b which solves uniquely

1+¢\ ¢'(b)
b —1=0. 4.11
(* c >g<b> 1D

Applying then the It6-Tanaka formula to V from (4.9), which boils down to It0’s
formula due to the smooth fit (4.5), and making use of the optional sampling theorem,
it is easily verified that the solution to the free-boundary problem (4.3)-(4.5) coincides
with that of the optimal stopping problem (4.1) and that the optimal stopping time 7* for
the latter is given by

™ =inf{t>0:®; >b}. (4.12)

In (4.12) ®, takes the more explicit form
t
®, — a0 t+2 (Xi— 1 (ua+no)t) ( m Jr)\/ e—(a—&-k)s—f,(Xs—;(ul-‘ruo)s)ds) (4.13)
1 — T 0 ’ '

which arises from (2.5)-(2.6), upon recalling that o, 11, 0 and p are constant. Finally,
we have that the value function V of the initial problem (2.3) and (2.12) is given by

Vir)=(1-m) (1+cav(1 T

-7

)) relo,1), (4.14)

which follows from (3.6)-(3.7) in Theorem 3.2.

Remark 4.1. Alternatively to the free-boundary approach, optimal stopping problems
for ® when p is constant could also be faced by resorting to the theory of optimal
stopping for one-dimensional diffusions (see, e.g., [7], [8], [19]), with the latter having
the advantage that there is no need to guess the structure of the optimal stopping set.
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5 Quickest detection for a Bessel process

In this section we study the quickest detection problem (2.3) when X is a Bessel
process changing its dimension from §; > 2 to §; > Jy at time 8. Then, X evolves
according to (2.2) with

6y — 1
2z’

This problem has an appealing interpretation when §, = 2 and §; = 3, because it
represents the situation where, through the sequential monitoring of the distance that
a Brownian particle has from the origin, we want to detect the moment at which the
particle moves from the two-dimensional plane to the three-dimensional space. The
formulation of this problem is due to [13], where a linear penalty for the detection delay
was adopted. As we said in Section 1, the exponential penalty considered in the present
paper generalizes the linear penalty.
From (2.10) and (5.1) we observe that the signal-to-noise ratio takes the form

6 —1
i (x) = 12x , with §; > 6 >2, and o(x)=1, =z>0. (5.1)

po(z) =

0 01— 0o
T Y= 9
and is therefore a non-constant function of the observed Bessel process X. Then,
according to Section 2.2, solving (2.3) under P, would lead to face the three-dimensional
optimal stopping problem (2.14). However, Theorem 3.2 allows us to move from the
measure P, to P> and, consequently, to solve the extended two-dimensional optimal
stopping problem (3.16) for (X, ®), that, from (3.1)-(3.2), satisfy

x>0, (5.2)

-1
ng:QL—4ﬁ+dWL Xo =z € (0,00), (5.3)
2X,
o,
4o, = ()\ + (M + a)@)dt + 5 dWe, @0 = € [0,0). (5.4)
t

Comparing (3.16) with [13, Eq. (4.19)], we can appreciate the fact that two optimal
stopping problems share a similar structure, with the former being the result of a
dimension reduction procedure, unlike the latter (see Remark 3.3 above). Let us also
notice that in [13, Eq. (4.19)] the process ® inside the integral stands for the posterior
probability ratio process, which is a particular case of the generalized odds process $
from (2.4) with o = 0, and the constant values )\/c gets replaced by \/(c«a) in our case.
Then, straightforward extensions of some technical results from [13, Sections 7, 8, 12]
show that the first entry time of (X, ®) into D from (3.18), defined by

D ‘= 1nf{t 2 0 N (Xt, q)t) S D}, (55)

is optimal in (3.16), as well as that the optimal boundary z — b(z) is finite-valued and
decreasing on (0, co) and satisfies lim, o b(z) = oo and lim,_,o b(z) = A/(ca).

5.1 Free-boundary problem

For the optimal stopping problem (3.16), associated to the strong Markov process
(X, @) from (5.3)-(5.4), we can formulate the following free-boundary problem for finding
V and b (see, e.g., [16, Chapter 3 and 4] or [20, Chapter 3]):

N N A
LoV = M) == (0= ), @oec, 6.6)
V(x, ¢) =0, (x,¢)€ D (instantaneous stopping), (5.7)
Vi(x,b(z)) =0, Vy(z,b(x)) =0, x>0 (smooth fit), (5.8)
ECP 26 (2021), paper 73. https://www.imstat.org/ecp
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where the infinitesimal generator I x ) from (3.20) takes the more specific form

B d o—10 ¢ 02 Y22 92 1 62
Lacay = (A4 (A +a)d) 19J0) + 2¢Oz +7x 0Pz + 2 22 0¢? + 2 0z

— == (5.9)
and the continuation and stopping sets C and D from (3.17)-(3.18) are more explicitly
given by

C={(z,0) € (0,00) x[0,00) : ¢ <b(x)}, D ={(z,9) € (0,00) x[0,00) : ¢ > b()}.
(5.10)

Clearly, the global condition (5.7) can be replaced by the local condition V (x,b(z)) = 0
for > 0, so that the free-boundary problem needs to be considered on the closure of C'
only (by extending V to zero on D, as evident from (3.18)). Let us now define by A the
class of the pairs of functions (F, k) such that:

F belongs to C*(C},) N C?*(C},) and is bounded on (0, 00) x [0, c0), (5.11)
h is continuous and decreasing on (0, 00) with A(x) > \/(ca) for x > 0, (5.12)

where C}, := {(z,¢) € (0,00) x [0,00) : ¢ < h(z)} and C}, := {(x,¢) € (0,00) x [0,00) :
¢ < h(z)}. With this in mind, one can easily extend [13, Theorem 17] to show that
the free-boundary problem (5.6)-(5.8) has a unique solution (V, b) in the class A from
(5.11)-(5.12), where V and b are given by (3.16) and (3.19), respectively.

5.2 Nonlinear integral equation

We can now characterize the optimal stopping boundary b from (5.10) as the unique
solution to a Fredholm integral equation; this in turn returns a triple integral represen-
tation of the value function V from (3.16) in terms of b. To this aim, let us denote by
Pa(t;y,¥; 2, @) the density of (X, ®,) at (y,v), starting at (x, ¢) under P>:

y
P, (X <y, @ <) = / / Pa(t; u, v;z, ¢)dvdu, (5.13)
0 0

with (y,%) and (z,¢) in (0,00) x [0,00) and ¢ > 0. The subscript « to the density p
highlights the dependence of latter on the discounting factor a > 0 from (2.3) and
appearing in (3.2) and (5.4). According to the Kolmogorov backward equation, the
density p,, is the unique non-negative solution to

1o}
o Pe by i, 0) = (Lix,0)Pa) (6 Y, 05 2, ), (5.14)
Pa(0+;y, %52, 0) = 62,4y (y,¢)  (weakly), (5.15)

satisfying [ [0 pa(t;y,¥; @, ¢)dipdy = 1 for t > 0 and (y, ) and (z, ¢) in (0, 00) x [0, 00).
We recall that ILx ¢) is given in (5.9) and 0, 4 is the Dirac measure at (z,¢). Then,
(5.14)-(5.15) can be used to compute p,, in the theorem below.

Theorem 5.1. Within the class of functions complying with (5.12), the optimal stopping
boundary b from (5.10) is the unique solution to

)
/ / / e M (1/) - /\) Pa(t;y, 5 2, b(z))dipdydt =0, x> 0. (5.16)
0 0 0 co

The value function V from (3.16) can be expressed as
N o0 oo b(y) A
Vao= [ [ [ e (w - ) Palti g, 2, 0)ddydt,  (5.17)
0 0 0 C
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with (z, ¢) € (0,00) X [0,00). Moreover, the optimal stopping time in the problem (3.16)
is given by
7 =inf{t > 0: ®;, > b(X,)} (5.18)

under P, with (z, ¢) € (0,00) x [0,00) given and fixed.

Proof. The proof requires minor modifications to the proof in [13, Theorem 19]; this is
due to the the similar structure between the optimal stopping problems (3.16) and [13,
Eq. (4.19)] obtained by means of Theorem 3.2. O

Now, observing that p, and b satisfying (5.14)-(5.15) and (5.16) can be computed
numerically, once they are obtained, they can be plugged in (5.17) to compute the value
function V. It follows that the explicit solution to the initial problem (2.3) and (2.12) for
a given starting point x > 0 of the Bessel process X is given by

Vir)=(1-mn) <1+caV <117_T7r>) meo,1), (5.19)

with V given by (5.17), as evident from (3.6)-(3.7) in Theorem 3.2 and the extended
optimal stopping problem (3.16). Finally, the optimal stopping time in the initial problem
(2.3) and (2.12) is

X vy t —(a+N)s+BA,
7 = inf {t >0: (;) elotA)t—pA, (17T + )\x"’/ 6ds> > b(Xt)} ,
0

-7 X7
(5.20)
where b is the unique solution to (5.16) in the class of functions satisfying (5.12), with
B := (61 — 00)(01 + 6o — 4)/8 and A, := fg X%,ds for t > 0. Expressions (5.20) follows from
inserting (5.1) into (2.5), the application of It6’s formula to v log X;, which leads to

5
L = (Xt) e P4 (5.21)
x

and the combination of (2.6) with (5.18) and (5.21).
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