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We introduce diffusions on a space of interval partitions of the unit inter-
val that are stationary with the Poisson—Dirichlet laws with parameters (c, 0)
and (a, ). The construction has two steps. The first is a general construction
of interval partition processes obtained previously by decorating the jumps
of a Lévy process with independent excursions. Here, we focus on the sec-
ond step which requires explicit transition kernels and, what we call, pseudo-
stationarity. This allows us to study processes obtained from the original con-
struction via scaling and time-change. In a sequel paper we establish connec-
tions to diffusions on decreasing sequences introduced by Ethier and Kurtz
(Adv. in Appl. Probab. 13 (1981) 429-452) and Petrov (Funktsional. Anal.
i Prilozhen. 43 (2009) 45-66). The latter diffusions are continuum limits of
up-down Markov chains on Chinese restaurant processes. Our construction
is also a step toward resolving longstanding conjectures by Feng and Sun on
measure-valued Poisson—Dirichlet diffusions and by Aldous on a continuum-
tree-valued diffusion.

1. Introduction. The two-parameter Poisson—Dirichlet distributions (PD(w,6),a €
[0,1),0 > —) [51] are a family of laws on the Kingman simplex, the set of nonincreasing
sequences of reals that sum to 1. This family rose to prominence in applications following
the work of Ishwaran and James [31], subsequently becoming a standard distribution used in
nonparametric Bayesian clustering models [9]. The two-parameter family extends the one-
parameter family of Kingman [35], PD () := PD (0, ), which was originally studied as a
model for allele frequencies.

Diffusive models for the fluctuation of allele frequencies over time were considered by
Ethier and Kurtz [12], who devised “infinitely-many-neutral-alleles” diffusions on the King-
man simplex with PD(@) stationary distributions, for 8 > 0. Petrov [45] extended these dif-
fusions to the two-parameter setting. The purpose of this paper is to initiate the development
of an analogous family of diffusions for « € (0, 1), 6 > 0 whose stationary distributions are
the interval partitions obtained by ordering the components of a PD(«, 8)-distributed ran-
dom variable in their unique random regenerative order [28]. We will refer to the left-to-right
reversal of these interval partitions as (¢, 8)-Poisson—Dirichlet Interval Partitions, whose dis-
tribution will be denoted PDIP(«, ).

DEFINITION 1.1. An interval partition is a set 8 of disjoint, open subintervals of some
finite real interval [0, M], that cover [0, M] up to a Lebesgue-null set. We write || 8]| to denote
M. We refer to the elements of an interval partition as its blocks. The Lebesgue measure
Leb(U) of ablock U € 8 is called its mass. We denote the empty interval partition by &.
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FIG. 1. Illustration of the transition kernel ky: ﬁo has five blocks U1, . .., Us; some blocks contribute %] f0r time
v, here Uy, U3 and Uy, others nontrivial partitions, here Uy and Us, hence B8 =(0,L) 5) * y2 * (0, LY 5) * y5
Semigroup property requires consistency of dotted transition from 0 to z and composmon of dashed transtttons
from O toy and from y to z.

Regenerative ordering arose early in the study of the PD («, 6) family due to the following
observation [46]: if Z, is the zero set of a (2 — 2«)-dimensional Bessel bridge (or Brownian
bridge, if o« = %) then Z§ can be written as a countable union of disjoint open intervals that
comprise a regenerative interval partition in the sense of [28, 61], with the ranked sequence of
their lengths having PD (¢, o) distribution. The law of this collection of open intervals is the
PDIP (¢, «) distribution. A similar relation holds between the complement of the zero set of a
(2 — 2a)-dimensional Bessel process run for time 1 and the PD («, 0)-distribution, although
for our purposes we define the PDIP(«, 0) as the left-to-right reversal of the resulting partition.
Our interest in the regenerative order comes from its connection with continuum random trees

[48] which shows, for example, how Aldous’s Brownian Continuum Random Tree can be

constructed from an i.i.d. sequence of PDIP (% %)

Here is another well-known construction of a PDIP(«, «): begin with a STABLE(«) sub-
ordinator Y = (Y;, ¢t > 0), with Laplace exponenet ® (1) = A%. Let Z ~ EXPONENTIAL (r)
independent of Y, and consider the complement of the range B = {Y;,t > 0} N [0, Z] as an
interval partition of [0, sup(B)]. That is, we are looking at the jump intervals of the subor-
dinator prior to exceeding level Y. We normalize this to a partition of [0, 1] by dividing the
endpoints of each block by sup(B). The resulting partition is a PDIP(«, ) and is independent
of sup(B) which has law GAMMA («, r); see Proposition 2.2 for details.

In Section 1.1 we specify transition kernels for the diffusions that we will study, and we
state our main results. In fact, these diffusions arise from a construction in [21], explained in
Section 1.2; however, once we have shown that said constructions yield the claimed transition
kernels, we can study the diffusions directly via these kernels. Further motivation via connec-
tions to long-standing conjectures is given in Section 1.3. Section 1.4 outlines the structure
of the rest of the paper.

1.1. Main results. Fix o € (0, 1). We first specify a transition semigroup (/c;“), y>0)
on interval partitions that satisfies a branching property: given any interval partition 8, the
blocks U € g will give rise to independent interval partitions yy (possibly empty) at time y,
and K)(,a) (B, -) will be the distribution of their concatenation; see Figure 1.

Let us formalize this concatenation. We call the collection (yy)yeg summable if

Yuepllvull < oo. We then define S(U) := 3} yr—w v)ep: w<u lvu'll for U = (u,v) € B,
and the concatenation

(1.1) U*ﬁVU ={SW) +x, SU)+y): Uep, (x,y) €y}

We also write y %= 3’ to concatenate two interval partitions. For ¢ > 0, let ¢y denote the
interval partition obtained by multiplying each block in 8 by c.
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Now, fix b,r > 0. Let Bf*) ~ GAMMA (&, 7), 7@ ~ PDIP (, @), and let L§") be an
(0, 00)-valued random variable with Laplace transform

2
@ (AN e
(1.2) E[e bﬂ:( r) T

all assumed to be independent. Let
(1.3) 1) () = e 8() + (1 — e P)P{(0, L)) » B7 @ e ).
For y > 0 and 8 any interval partition, let Kﬁa)(ﬂ , ) denote the law of

(1.4) Utﬁ yu Wwhere yy ~ M](fé{)(U)’ /2, independently for each U € B.
In fact, it is easily checked that a.s. only finitely many of the yy are nonempty; cf. [21],
Lemma 6.1. Thus, (1.4) describes a concatenation of just finitely many partitions of the form
(0, L) x (By), each comprising a leftmost block of mass L followed by a randomly scaled
PDIP(ct, o).

Adapting Lamperti [37], we say that a Markov process (87, y > 0) is 1-self-similar if
(cB¥/¢, y > 0) has the same semigroup as (87, y > 0).

THEOREM 1.2. Let a € (0, 1). Then, the maps B — K)(,a)(ﬂ, ), y = 0, are weakly con-
tinuous and form the transition semigroup of a 1-self-similar path-continuous Hunt process
(BY,y =0) on a space (I, dr) of interval partitions (defined in Definition 2.3).

We will refer to such processes as type-1 evolutions. The reader may wonder why we chose
(1.2)—(1.4). On the one hand, the choice of (1.2) is constrained by the semigroup property,
including the branching property, and, on the other, it will fit neatly into place in our stationar-
ity computations. To prove Theorem 1.2, we will show in Proposition 3.4 that this semigroup
belongs to a class of interval partition evolutions (IP-evolutions) introduced in [21] by a Pois-
sonian construction that reveals the branching property but otherwise leaves the semigroup
rather implicit. In particular, a probability density form of (1.2) is derived in Lemma 3.5.

As each PDIP(«, «) has infinitely many blocks, so too do the type-1 evolutions (8”, y > 0)
of Theorem 1.2 on the event {8 £ &}. There is no rightmost block but rather §” has infinitely
many blocks to the right of ||8”Y|| — €, for every € > 0. However, as only finitely many of
the yy in (1.4) are nonempty, 87 comprises a finite alternating sequence of leftmost blocks
and (reversible) rescaled PDIP(«, o) with no right or leftmost blocks. In particular, 87 has a
leftmost block when 8Y £ &. It is natural to then consider a related kernel that begins with

an additional PDIP component: let ?y(,“) (B, -) denote the distribution of

(1.5) By » % yu,
Uep

where B ~ GAMMA (¢, 1/2y), y ~ PDIP (¢, @), and the yy, U € B, are as in (1.4), all jointly
independent.

THEOREM 1.3. The conclusions of Theorem 1.2 also hold for the family (Eﬁa), y >0),
foreach a € (0, 1).

We will refer to such processes as type-0 evolutions. We will present all further develop-
ments in parallel for type-1 and type-0 evolutions. Let us start with total mass processes.
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Squared Bessel processes are 1-self-similar [0, co)-valued diffusions with

dZ(y)=6dy+2,/Z(y)dB(y), Z0)=b>0, O<y<y,

where § € R is a real parameter, (B(y), y > 0) is Brownian motion and ¢ = oo if § > 0 while
¢ =inf{y >0: Z(y) =0} for § <0. Weset Z(y) =0 for y > ¢; see [52], Chapter XI. We say
Z is BESQ () starting from b. The BESQ(0) diffusion, also called the Feller diffusion, is well
known to satisfy the additivity property that the sum of independent BESQ(0) diffusions from
any initial conditions is still BESQ(0). A BESQ($) diffusion for § > 0 (6 = 0) can be viewed
as branching processes with (without) immigration [34].

THEOREM 1.4. Consider a type-1 evolution, respectively, a type-0 evolution, (87, y > 0)
with ,30 € I. Then, the total mass process (||B” |, vy = 0) is a BESQ(0) diffusion, respectively,

a BESQQ2w) diffusion, starting from H,BO H

Neither BESQ(0) nor BESQ(2«) admit stationary distributions, so neither do the type-1
or type-0 evolutions themselves. However, we do have the following “pseudo-stationarity”
result:

THEOREM 1.5. Let ,g ~ PDIP (&, 0), respectively, PDIP(«, o), and, independently, Z ~
BESQ (0), respectively, BESQ(2w), with an arbitrary initial distribution. Let (87, y > 0) be a

type-1 evolution, respectively, type-0 evolution, with ° 4 Z(0)B. Then, for each fixed y > 0,
we have B> 4 Z(y)B.

To obtain stationary diffusions on partitions of the unit interval, our third and fourth fam-

ilies of IP-evolutions, we employ a procedure that we call de-Poissonization. Consider the
total mass process (||5”], y > 0) from Theorem 1.4 and the time-change

(1.6) p(u)::inf{yzO:/Oy 16" dz>u}, > 0.

THEOREM 1.6. Let (87, y > 0) denote a type-1 evolution, respectively, a type-0 evolu-
tion, with initial state B° € T \ {@}. Then the process

(Bu= 0= (|

-1 ,3'0(”), u> 0)

is a path-continuous Hunt process on (11, dz) where 1 :={B € Z: | 8]l = 1}, with a station-
ary distribution given by PDIP («, 0) respectively, PDIP (o, o).

In light of this, we will refer to the de-Poissonized evolutions (8%, u > 0) as (a, 0)- and
(ot, )-1P-evolutions. In a sequel paper [22] we show that the process of ranked block sizes
of an («, 0)- or (&, o)-IP-evolution is a reversible diffusion introduced by Petrov [45], ex-
tending Ethier and Kurtz [12], and further studied and ramified in [15, 17, 54-56]. Indeed,
the viewpoint of the richer IP-evolution in (Z, d7) gives insight into the creation of blocks
and the evolution of associated quantities, such as the «-diversity process, in their diffusions
on decreasing sequences. This is of interest in allele-frequency models with infinitely many
types [56].

CONJECTURE 1. De-Poissonized («, o)-IP-evolutions are reversible under their station-
ary law, PDIP(w, «).
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FIG. 2. Left: The slanted black lines comprise the graph of the scaffolding X. Shaded blobs decorating jumps
describe the corresponding spindles: points (tj, f;) of N. Right: Graph of one spindle. Bottom: A skewer, with
blocks shaded to correspond to spindles; not to scale.

We discuss this further at the end of Section 4 and explain why («, 0)-IP-evolutions are
not reversible. One way to resolve this conjecture would be to identify the transition kernels.
While we have done this for type-1 and type-0 evolutions, the construction via time-change
leaves the transition kernels of the (o, 0)- and («, «)-IP-evolutions implicit.

OPEN PROBLEM. Find explicit transition functions for the («,0)- and (o, )-IP-
evolutions.

The de-Poissonization transformation of Theorem 1.6 has appeared previously. Lamperti
[36] used the time-change (1.6) to construct continuous-state branching processes from Lévy
processes. Shiga [59] used de-Poissonization in a general construction of Fleming—Viot dif-
fusions that includes the labeled infinitely-many-neutral-alleles models of [13]. When (1.6)
is applied to Brownian motion, the diffusion coefficient becomes state-dependent, linear in
population size. When applied to BESQ, the diffusion coefficient becomes quadratic, and,
while this is wiped out when scaling by population size, the effect on the scaled interval
partition is that blocks behave like coupled Jacobi diffusions. Indeed, in [42, 62], Jacobi and
Wright-Fisher diffusions are obtained as a de-Poissonization of a vector of independent BESQ
processes via the same time-change. There, the sum of the BESQ processes turns out to be
independent of the de-Poissonized process; see also [43].

CONJECTURE 2. Consider a type-1 or type-O evolution (B”,y > 0) starting from
B € 1. Its total mass process (1871, ¥y = 0), as in Theorem 1.4, is independent of its de-
Poissonization (8%, u > 0), as in Theorem 1.6.

See Theorem 4.8 for a weaker result.

1.2. Construction of interval partition evolutions following [21]. In [21] we gave a gen-
eral construction of processes in a space of interval partitions based on spectrally positive
Lévy processes (scaffolding) whose point process of jump heights (interpreted as lifetimes of
individuals) is marked by excursions (spindles, giving “sizes” varying during the lifetime).
Informally, the IP-evolution, indexed by level, considers for each level y > 0 the jumps cross-
ing that level and records for each such jump an interval whose length is the “size” of the
individual (width of the spindle) when crossing that level, ordered from left to right without
leaving gaps. This construction and terminology is illustrated in Figure 2; we inscribe the
corresponding spindle vertically into each jump, depicted as a laterally symmetric shaded
blob.

Specifically, it N =", .; §(#;, f;) is a point process of excursions f; at times #; € [0, T'] of
excursion lengths ¢; (spindle heights), and X is a real-valued process with jumps AX (t;) :=



798 FORMAN, PAL, RIZZOLO AND WINKEL

X(t) — X(t;—) = ¢ attimes ¢;, i € I, we define the interval partition SKEWER(y, N, X) at
level y, as follows:

DEFRINITION 1.7. For y e R, t € [0, T], the aggregate mass in (N, X) at level y, up to
time ¢, is

(1.7) My x@):= Y fily—X@-).

iel: i<t

The skewer of (N, X) at level y, denoted by SKEWER(y, N, X), is defined as
(1.8) {(M]y”(t—), My () 1 €[0,T], M} 5 (1-) < M]{,’X(t)}

and the skewer process as SKEWER(N, X) := (SKEWER(y, N, X), y > 0).

Let N denote a Poisson random measure (PRM) with intensity measure Leb ®v (denoted
by PRM(Leb ®v)), where v is the Pitman—Yor excursion measure [50] of a [0, oo)-valued
diffusion. Let X be an associated Lévy process, with its PRM of jumps equaling the image
of N under the map from excursions to lifetimes, stopped at a stopping time 7. In [21] we
established criteria on v and 7 under which SKEWER(N, X) is a diffusion, that is, a path-
continuous strong Markov process. In this IP-evolution each interval length (block) evolves
independently according to the [0, oo)-valued diffusion, which we call the block diffusion,
while in between the (infinitely many) blocks, new blocks appear at times equal to the pre-
jump levels of X.

This IP-evolution has a particular initial distribution. In Definition 2.7 we formalize a
construction to start this diffusion from any 8 € Z. Informally, we define (Ng, Xp) as follows.
For each interval V € 8, let fy denote a block diffusion starting from Leb(V') and killed upon
hitting 0. We denote its lifetime by ¢ (fy). Let Xy be an independent Lévy process starting
from ¢ (fy), killed upon hitting 0. We form Ny by marking jumps of Xy with independent
excursions drawn from v, conditioned to have lifetimes equal to corresponding jump heights,
and we mark with fy the jump of height ¢ (fy) at time 0. We do this independently for each
V € B. Scaffolding Xg and point measure Ng are formed by concatenating Xy or Ny, V € B.
A continuous version of SKEWER(Ng, Xp) is an IP-evolution starting from 8.

THEOREM 1.8. When the block diffusion is BESQ(—2«) and the scaffolding is built from
spectrally positive STABLE(1 + «) Lévy processes, the IP-evolution constructed as above is
the type-1 evolution of Theorem 1.2.

Theorems 1.8 and 1.4 together can be viewed as a Ray—Knight theorem for a discontinuous
Lévy process. The local time of the stopped Lévy process is not Markov in level [11], but our
marking of jumps and skewer map fill in the missing information about jumps to construct
a larger Markov process. Moreover, the local time of the Lévy process can be measurably
recovered from the skewer process; see [18], Theorem 37. The appearance of BESQ(0) total
mass is an additional connection to the second Brownian Ray—Knight theorem [52], Theorem
XI.(2.3), in which local time evolves as BESQ(0).

It is well known (see [50, 60]) that BESQ processes of nonnegative dimensions satisfy an
additivity property. This does not extend to negative dimensions (see [49], however). Theo-
rem 1.4 states that the sum of countably many BESQ(—2«) excursions anchored at suitably
random positions on the time axis gives a BESQ(0) process. This can be interpreted as an
extension of the additivity of BESQ processes to negative dimensions.
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FI1G. 3. Left: A BCRT, courtesy of Igor Kortchemski, and the subtree (heavy black lines) spanned by the branch
points (red triangles) separating five leaves (green circles) and the root (green square). Right: Projection of mass
p onto the subtree spanned by these branch points, represented as interval partitions. The five green lines on the
outside of the tree represent masses of the subtrees containing the five leaves.

1.3. Bigger picture: Conjectures by Aldous and by Feng and Sun. The Brownian contin-
uum random tree (BCRT) is a random rooted, weighted continuum tree (7, d, p, i), where
(T,d) is a tree-like metric space called a continuum tree, p € 7 is the root and w is a
nonatomic probability measure supported on the leaves of 7 ; see Figure 3. The BCRT was
introduced by Aldous [1, 2] and has subsequently become a major topic of study, touching
fields including the Brownian map [38] and Liouville quantum gravity [41, 58]. The spinal
decomposition of a BCRT [48] is formed by sampling a random leaf ¥ ~ x and decomposing
the tree into a path from p to X, called the “spine,” and a totally ordered collection of “spinal”
subtrees branching off of this path. The spinal projection of the BCRT is an interval partition
with block masses equal to the p-masses of the spinal subtrees ordered by increasing distance
from the root. This forms a PDIP(%, %) [48].

In 1999, Aldous conjectured [3, 4] that a certain Markov chain on binary trees should have
a continuum analogue that would be a diffusion on continuum trees, stationary with the law
of the BCRT. The present work belongs to a series of papers by the same authors [18-21,
23, 24] that resolve this conjecture. In particular, we introduce a “multispinal projection”
of the CRT, depicted in Figure 3, that finds PDIP(%, %) and PDIP(%, O) components in the
BCRT. In [20], we construct the conjectured diffusion, via a projectively consistent system
of multispinal projections, in which the interval partitions evolve according to the dynamics
introduced here.

Lohr, Mytnik and Winter [40] have also solved a version of Aldous’s conjecture, but their
process is on a space of “algebraic measure trees” which capture the algebraic but not the
metric structure of the trees.

The present work also belongs to a project to resolve a conjecture of Feng and Sun [14,
15]. They conjecture that Petrov’s two-parameter Poisson—Dirichlet diffusions should arise
naturally as the projection onto the Kingman simplex of a Fleming—Viot diffusion. There
have been several attempts to solve this, most recently [10, 16]. In [22] we show that the
diffusions constructed here project down to Petrov’s diffusions with « € (0, 1) and # =0 or
6 = «a. In [26, 27] we extend the scaffolding-and-spindles methods of this paper and [21] to
construct the conjectured Fleming—Viot diffusions in the 6 > 0 regime.

1.4. Structure. This paper is structured as follows. In Section 2 we recall more details of
the setup of [21], as required in this paper. In Section 3 we prove Theorems 1.8, 1.2, 1.3 and
1.4 about transition kernels, type-0 evolutions and total mass processes. In Section 4 we turn
to pseudo-stationarity and de-Poissonization, and we prove Theorems 1.5 and 1.6.



800 FORMAN, PAL, RIZZOLO AND WINKEL

2. Preliminaries. In this section we recall the setup in which [21] constructed IP-
evolutions, including any of the technical notation and results that are relevant for the present
paper, from [21] and other literature. We fix « € (0, 1) throughout.

2.1. The state space (L, dr): Interval partitions with diversity. The definitions in this
section are recalled from [25].

DEFINITION 2.1. Let Zy denote the set of all interval partitions in the sense of Defini-
tion 1.1. We say that an interval partition 8 € Zy of a finite interval [0, M] has the o-diversity
property or that § is an interval partition with diversity, if the following limit exists for every
te[0, M]:

2.1) Pp(t) =T —a)}lii%h“#{(a, byeB:|b—al|l>h,b<t}.

We denote by Z C Iy the set of interval partitions B that possess the a-diversity property.
We call Zg(t) the diversity of the interval partition up to t € [0, M]. For U € B, t € U, we
write Zg(U) = Z4(t), and we write Zg(00) := Zg(M) to denote the total (a-)diversity of
B.

Note that Zg(U) is well defined, since Zg is constant on each interval U € B, as the
intervals are disjoint. We define a reversal involution and a scaling operation on interval
partitions 8 € Iy,

22 Rie®) = {UBI =D, Bl —a): (a,b) € B}, cp :={(ca, cb): (a,b) € B}

for ¢ > 0. Recall from (1.1) the notion of concatenation % ¢g yu of a summable family of
interval partitions, (yy)ueg-
Let us discuss some examples of interval partitions relevant for this paper.

PROPOSITION 2.2.

(1) Consider the zero set Z = {t € [0, 1]: Btbr = 0} of standard Brownian bridge Bbr.
Then, (0, 1) \ Z is a union of disjoint open intervals that form an interval partition y with
%-diversity a.s. The ranked interval lengths have PD( % %) distribution. We call y a Poisson—

Dirichlet interval partition PDIP(%, %)

(ii) For Brownian motion B, the interval partition y' of [0, 1] associated with its zero
set has %-diversity a.s. The ranked interval lengths have PD <%, O) distribution. We call the
reversal Rip(y') a PDIP(%, O).

(iii) With B® and B in (i)—(ii) as BESQ(2 — 2u) bridge and BESQ(2 — 2«) process, we
define PDIP(«, o) and PDIP(«, 0) which have a-diversity.

(iv) Let Y be a STABLE(w) subordinator with Laplace exponent ®()) = A%, Let
Z ~ EXPONENTIAL (r) be independent of Y and S := inf{s > 0: Y(s) > Z}. Then,
Y(§—) ~ GAMMA (o, r) and Z — Y (S—) ~ GAMMA (1 — «, r) are independent. For B :=
{(Y(5—),Y(s)):5€(0,9),Y(s—) <Y(s)} and ' ={(0, Z = Y(S—))} x B,

Rip(B) L B:= B~ B~ PDIP (a, 0) ,
B :=|g'|" B ~PDIP (e, 0).
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(v) Foranyr > 0, let Y, = (Y, (s), s > 0) denote a subordinator with Laplace exponent

(2.3) Q1) =(r+1*—r"= /000(1 — e F(la— o) 1% de,

and let S, ~ EXPONENTIAL (r%) independent. Let 8 be as in (iv). Then,
d
(2.4) {(Yr(s—),Y:(5)):5€(0,5), Y, (s—) <Y (s)} =B.

PROOF. That 8 is an interval partition with «-diversity follows from the Strong Law of
Large Numbers for the Poisson process of jumps and the monotonicity of Zg(t) in t. By
the definition of the scaling map, the same holds for 8. This entails the same for 8’ and §’.
Recall that the inverse local time of B is a STABLE(«) subordinator. Hence, the remainder is
well known,; see [44], Lemma 3.7, which states that the last zero G of B is a BETA(«, 1 — @)
variable independent of a Bessel bridge (B(uG)/«/E, 0 <u < 1). Finally, the PD(¢, ) and
PD(w, 0) distributions can be read from [47], Corollary 4.9, and the last claim follows from
[51], Proposition 21, and elementary properties of (killed) subordinators. [J

DEFINITION 2.3. We adopt the standard notation [n] := {1,2,...,n}. For B,y €
I, a correspondence from B to y is a finite sequence of ordered pairs of intervals
U1, V1), ..., WUy, V) € B x y, n >0, where the sequences (U;)je[n) and (V;)jepn) are
each strictly increasing in the left-to-right ordering of the interval partitions.

The distortion dis(B, y, (U, V;) je[n)) of a correspondence (U;, V;) je[n) from B to y is
defined to be the maximum of the following four quantities:

(D)-(1) supjep 1Z8(Uj) — Zy (V)| and |Zp(00) — Py (00)],
(i) > jern [ Leb(Uj) —Leb(VHI +1IBIl = 2 jern Leb(U)),
(V) X jem) 1 Leb(Uj) —Leb(Vi)| + Iy | = X jepn) Leb(V).
For B,y € T we define dz(B,y) := infu>0,w;.v});c dis(B, ¥, (Uj, V}) jern]), Where the
infimum is over all correspondences from 8 to y.

THEOREM 2.4 (Theorem 2.3(d) of [25]). (Z, dz) is Lusin, that is, a homeomorphic to a
Borel subset of a compact metric space.

2.2. Spindles: Excursions to describe block size evolutions. Let D denote the space of
cadlag functions from R to [0, 00). Let

(2.5) Szz{feD

3z € (0, 00) s.t. fl(—00,0)U[z,00) =0,
f positive and continuous on (0, z)

denote the space of positive cadlag excursions whose only jumps may be at birth and death.
We define the lifetime ¢ (f) = sup{s > 0: f(s) > 0}.

LEMMA 2.5 (Equation (13) in [29]). Let Z = (Z;,s > 0) be a BESQ(—2w) process
starting from z > 0. Then, the absorption time {(Z) = inf{s > 0: Z; = 0} has distri-
bution INVERSEGAMMA (1 + «, z/2), that is, z/(2¢(Z)) has density (I'(1 + o))" 'x%e ™,
x € (0, 00).

Since 0 is an exit boundary but not an entrance boundary for BESQ(—2«), there is no
Itd excursion measure associated with these diffusions. However, a general construction by
Pitman and Yor [50] includes a o -finite BESQ(—2«) excursion measure. For the purpose of
the following, we define first passage times H?: £ > [0, co] via Hb(f) =inf{s >0: f(s) =
b}, b > 0.
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LEMMA 2.6 (Description (3.1) in [50]).  There is a o -finite measure A on £ such that: (i)
A{fe&: f(0)£0}=0, (i) A{H? < oo} =b"""% b > 0and (iii) under A(-|H? < c0), the
restricted canonical process f | gy is @ BESQ(4 + 2a) process starting from 0 and stopped
at the first passage time of b (the 1-diffusion, in the terminology of [50]), independent of
f(Hb + -) which is a BESQ(—2«) process starting from b (the 0-diffusion, in [50]).

We call continuous excursions, such as A-a.e. f € &, spindles. If f € £ is discontinuous
at birth and/or death, we call it a broken spindle. We make the following choice of scaling
which yields ® (1) = A% in Proposition 2.10:

_ 20(1 + )
(2.6) VBESQ = v](gEZS()) = 1_‘(17

’

—a)
where A is as in Lemma 2.6. We will use this as the intensity measure for BESQ(—2«)
spindles in our Poissonian scaffolding and spindles construction.

We define a reversal involution Rspa1 and a scaling operator Ogpdl by saying, for a > 0
and f €€,

27 Repa(f):= () =y =), yeR) and aOyy f:=(af(y/a),y €R).
Lemmas 2.8 and 2.9 of [21] state that, for a > 0,

+

(2.3) VBESQ(Rspdl € -) = VBESQ, VBESQ(a Ogpqr f € ) =a'tvppsg  and

(2.9) vBEsQLf €1 ¢(f) =y} = ‘

2¢T(1 — ) (1 +a>y

—1—«

2.3. Scaffolding: Jumps describe births and deaths of blocks. Let N denote a PRM
on [0,00) x & with intensity Leb®vggsg. By (2.9) and standard mapping of PRMs,
[8(s,£(f))dN(s, f)is a PRM(Leb ®VBEsQ(S € -)), where, as z | 0,

/( L FUBESQs € d) = /‘S He(f) > 23¢(F) dveso(f)

_ l4+o
T 2Tl -1 +a):
As a consequence, for a PRM(Leb ®VBESQ(¢ € -)), the sum of ¢(f) over points (¢, f) in any

finite time interval (a, b) is a.s. infinite. To define a Lévy process X incorporating all £(f) as
jump heights, we require a limit with compensation, namely, X = &N, where for all > 0,

(I4+a)z™
20T(1 —a)I'(1+a) )

5 0.

(2.10)  é&n() :=lim / S(f)dNC(s, f)—1t
20 \J[0,1]x{ge€: ¢(9)>2})

Then, the scaffolding X is a spectrally positive stable Lévy process of index 1 + «, with

Lévy measure and Laplace exponent given by
a(14_a)x—2—a a1+

2.11 edx)= d d A)= —.
@1 veesQU € dn) = o ra v @ ™ Y= it
We write “STABLE(1 4 «)” to refer exclusively to Lévy processes with this Laplace exponent.
In particular, such processes are spectrally positive.

Boylan [8] proved that X has an a.s. unique jointly continuous local time process
(Zg((t); y € R, t > 0); that is, for all bounded measurable f: R — [0, c0) and ¢ > 0,

o0 t
f_ FOB@dy = /0 F(X(s))ds.
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(NX)

(Ny, Xy)
CEV A~
é\ga
)+ -

FI1G. 4. [llustration of the construction of (Ny, Xy ) in Definition 2.7.

2.4. Interval partition evolutions from scaffolding and spindles. We now formalize the
construction stated before Theorem 1.8. We write X|o, 7, respectively, N|jo,77 := Nlj0,7]x€&»
to restrict to times [0, T], respectively, [0, T] x &, by setting the process, respectively, mea-
sure, equal to 0 outside this set. In this setting and generally for a point measure N on
[0, 00) x &, we write

2.12) len(N) = inf{r > 0: N([t, 00) x E) =0)}.

DEFINITION 2.7 (P}g, vggsQ-IP-evolution, Lemma 5.1 of [21]). Let B e Z.1f B = &,
then P}g = 8 is the Dirac mass on the constant function & € C([0, 00), Z). Otherwise, for
each U € B we carry out the following construction independently; see Figure 4. Let N de-
note a PRM(Leb ®1)BESQ) with scaffolding X as in (2.10) and f an independent BESQ(—2«)
started from Leb(U) and absorbed at 0. Consider the hitting time 7 := inf{r > 0: X(¢) =
—¢(M}. Let

Ny :=6(0,f) + Nljo,71, Xy :=¢®) + X]j0,77-

Recall the skewer map of Definition 1.7. We call a dz-path-continuous version (8, y > 0)
of *yecp SKEWER(Y, Ny, Xy), y >0, a VBESQ-IP-evolution starting from B. We denote
its distribution on C([0, c0),Z) by IP)/lg. For probability measures © on Z, we write IP’}L =
i P};,bb(dﬁ ) to denote the p-mixture of the laws IP’},.

In [21], Proposition 5.11, we proved the existence of vggsq- and other IP-evolutions.
Moreover, we showed that we can define concatenations Ng := * /e gNy (and Xpg =
*yepXy) of point measures (and scaffoldings) such that SKEWER(Ng, Xp) is well defined,
dr-path-continuous and the diversities of the resulting interval partitions coincide with scaf-
folding local times at all times and levels,

(2.13) -@SKEWER(y,Nﬂ,Xﬁ)(Mgiﬂ,Xﬁ (t)) = 15;(1, (t) fort,y>0.

Recall from [21] the following useful property of vggs-IP-evolutions:

LEMMA 2.8 ([21], Lemma 5.1).  Let (Ny, Xy)ueg as in Definition 2.7, y > 0. Then,
a.s. SKEWER(y, Ny, Xy) # 9 for at most finitely many U € f.

2.5. Decompositions of scaffolding and spindles at a fixed level. This section summa-
rizes [21], Section 4. Let (N, X) denote a PRM (Leb ®v](3_E2§‘ é) and the associated STABLE(1 +

«) scaffolding, as above. For y € R we denote by
(2.14) TV (s) := 1 (s) :=inf{t > 0: €5 (¢) > s}, >0,

the level-y inverse local time process of X. In order to prove that the interval partition process
of Definition 2.7 has the transition kernel « @ of (1.4), it is useful to consider the decompo-
sition of a STABLE(1 + «) scaffolding process X into excursions about a level. For fixed
y € R, we can decompose the path of X after the first hitting time of level y into a collection
of excursions about level y. Itd’s excursion theory [32] states that excursions of X about level
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N Nt
mo
m0
‘ len(N) 7;16
Ty (N) : N-

FIG. 5. Decomposition of a bi-clade N into an anti-clade N~ and clade N

y form a PRM, 3~ o rv(5)=1v(s—) 0 (S, &), Where each g is an excursion of X about level y
and the corresponding s is the level-y local time at which gs occurs. The o -finite intensity
measure Vg, = vs(g)) of this PRM is called the Itd measure of these excursions.

Extending the restriction notation of the previous section, we write N|[‘;’ p) o denote the
shifted restriction, formed by first taking the restriction of N to [a, b] x &, then translating
to obtain a point process supported on [0, b — a] x £. If X = &(N) has an excursion g about
level y during the interval [a, b], then N = N|[‘;’b] satisfies g = £(N). We call N a bi-clade;
see Figure 5.

Each excursion of X about level y comprises an initial escape down from y, a single jump
up across y (which we call the middle jump) and a final return back down to y. For the
purpose of the following, let 7 denote the time of this middle jump in a bi-clade N. We split
the spindle fr marking the middle jump into two broken spindles: fT corresponding to the
part of the jump that occurs below level 0 and fT corresponding to the continuation of that
jump. Then, we decompose our bi-clade N into two point processes, depicted in Figure 5,

N™ =Nl p) +8(T. fr) and N¥=5(0. fr) + N7 o).

We call N~ and N the anti-clade and clade parts of N.

Consider the stochastic kernel A that takes in a scaffolding process g and maps it to the
law of a point process of spindles N with £(N) = g by independently marking each jump
of g with a BESQ(—2«) excursion conditioned to have lifetime equal to the height of the
jump. We can obtain a o -finite Itd measure on bi-clades by mixing this kernel over the 1t6
measure of STABLE(1 + «) excursions: V4 := véfé) = [A(g, ) dvsn(g). Let v:{d and vy
denote the pushforward of this measure onto clades and anti-clades, respectively,. We denote
by ¥ =3 0. rv(s)=7v(s—) 3(s, Ny) the point process of bi-clades corresponding to the ex-
cursions of X about level y, and we denote by F=¥ = 3" §(s, N;7) and F=Y = }"§(s, N;) the
corresponding point processes of (anti-)clades.

PROPOSITION 2.9 (Proposition 4.9 and Corollary 4.10 of [21]). F” is a PRM(Leb ®v.1),
F=Y is a PRM (Leb ®v$d) and F=Y is a PRM (Leb ®vc_,d).

We define a time-reversal involution and a scaling operator on point processes of spindles,

Rata(N) i= / 5 (len(N) — 1. Repat(f)) AN (. f),
(2.15)

b Oy N ;=f<s(b1+%,b@spd1 £) AN, f) forb >0,

where @spdl and Rypq) are as in (2.7) and len is as in (2.12). The map R4 reverses the order
of spindles and reverses time within each spindle. Lemma 4.11 of [21] notes that, for b > 0
and A, a measurable set of bi-clades,

(2.16) Veld(Re1d(A)) = vead(A)  and  veg(d Oygq A) = b~ “veia(A).
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Note that each bi-clade of N corresponding to an excursion of X about level y gives rise to
a single block in SKEWER(y, N, X), with block mass equal to a cross-section of the spindle
marking the middle jump of the excursion. We denote this mass by

(2.17) mO(N) ::/max{f((—X(s—)) =), F(= X))} dNGs, ).

The two quantities in the max{-, -} are equal for typical bi-clades but will differ when m? is

applied to an anti-clade or clade; cf. Figure 5.

PROPOSITION 2.10 (Aggregate mass process, Proposition 8(i) of [18] with g =c = 1).
Consider N ~ PRM(Leb ®vggsQ) and X = én, as in (2.10). Then, for any fixed y € R, the
process MY (s) := Mﬁ,x o T%(s) — MIXJX o r)y((O), s >0, is a STABLE(«) subordinator with
Laplace exponent ® (1) = \“.

Note that the Lévy measure for this subordinator equals vciq (m0 € -), so the formula for
this is implied by the proposition; we state it explicitly in Proposition 3.2(i).

By Lemma 4.14 of [21], v¢q has a unique mo—disintegration veld (-|m®) with the scaling
property that, for all b > 0,

2.18) vea(1m® = b) = vaa (b Ogg N € [m°=1).

Proposition 4.15 of [21] notes that under veq(-|m® = b) the point measure is distributed as
the concatenation

(2.19) N, « N} where N/ is independent of N,

with the convention that the two broken spindles at the concatenation time len(N » )» which
are, respectively, rightmost for N , and leftmost for N Z and which, respectively, end and

start at mass b, are concatenated to form a single spindle. This concatenation reverses the
decomposition depicted in Figure 5. The same proposition states that

—— d =+ d
(2.20) Raa(N,) = N =Ny ~ vyl im® = b},
where Ny is as in Definition 2.7 with U = (0, b).

3. Transition kernels, total mass and type-0 evolutions.
3.1. The transition kernel of vggsQ-IP-evolutions and proofs of Theorems 1.2 and 1.8.

DEFINITION 3.1. We define statistics of bi-clades N with X = &y:
e QOvershoot and undershoot at T0+ (N)=inf{r > 0: X(t) >0}
JY(N) :=X(T;H(N)) and J~(N):=—X(T;F(N)-),
e Clade lifetime and anti-clade lifetime

+ . - . :
N) = su X(t) and N):=— inf  X(@).
¢T(N) te[O,leE(N)] () ¢ (N) o g ()

The above quantities appear labeled in Figure 6. The rates at which they scale un-
der Oy are listed in Table 1. We call ¢ T “lifetime” rather than “maximum” since val-
ues in the scaffolding function play the role of times in the evolving interval partitions
(SKEWER(y, N, X), y > 0) that we ultimately wish to study. As with conditioning on mY in
(2.18), there are unique kernels with scaling properties that allow us to condition vg on the
exact value of any one of the other quantities of Definition 3.1 and get a resulting probability
distribution.
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FI1G. 6. A bi-clade, with the statistics of (2.17) and Definition 3.1 labeled.

PROPOSITION 3.2.

(i) vea{m® > b} = l"(ll ob %
(i) veaf¢t >z} = zaz 1
+a
(iii) vcld{J+edy|m =b} = m
(iv) vczd{§+ <zlm®=b} =P/
V) vea{m® <b|JT =y} =1—e7b/2.

o
i) veal¢t <2lIt =y} =10z= y} (2) "
(Vi) veam® € dblet > 2} = FEESb 74 (1 — e7P/%) db.

-

2—0a,—b/2y dy.

All of these equations remain true if we replace all superscripts “+” with “—".

The proof of this is given in Appendix A; it is based on (2.20) and well-known properties
of our spectrally one-sided STABLE(] + «) process.

COROLLARY 3.3. Take y > 0. Let A ~ EXPONENTIAL (1/2y). Conditionally, given A,
let f denote a BESQ(—2a«) first-passage bridge from £(0) = A to £f(y) = 0, in the sense of
[7]. Let N be a PRM(Leb ®vBEsQ), with T~ the hitting time of —y by X. Then, § (0,f) +
Nljo.7-»] has law v ,(-|JT = y).

PROOF. By (2.20), under véjd(-lmO = b) aclade N1 has the form 5(0, f) +N'. Here, fisa
BESQ(—2«) starting from b and, conditionally, given f, the point process N’ is distributed like
N stopped at time 7 ¢ Then, JT(NT) = ¢ (f). Thus, we may further condition v (-[m® =
b, JT* =y). Under this new law, Nt has the same form, and f is now distributed like a
BESQ(—2w) first-passage bridge from b to 0 in time y. So, since its lifetime is fixed, in this
setting f is independent of N’. Now,

vt =y) = / v Clm® =b, I = y)wh,m® e dblJt = y).

The conditional law of m® above appears in Proposition 3.2(v). In particular, under this law
m® ~ EXPONENTIAL (1/2y). O

On a suitable probability space (€2, A, P), let N be a PRM(Leb ®vggsq) on [0, 00) x £. We
write X = &N for the scaffolding associated, as in (2.10). Fix » > 0, and let f be a BESQ(—2«)

TABLE 1
How statistics of (2.12), (2.17) and Definition 3.1 scale as N is scaled, as in Section 2.5

JH (e OygN)=cJT(N) J7(cOyg N)=cJ(N)
T (O N)=cC () {T(cOyg N)=ct™(N)
Ty (¢ Ogg N) =T TH (V) len(c Oy N) = c1+°‘len(N)

0 0 y y/ —1—
m-(c ©yq N) =cm”(N) ES(CQCMN)(I)—C“Z (N)(tc @)
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starting from b and absorbed upon hitting zero, independent of N. Let N := 8 (0, f) + N. We
use barred versions of our earlier notation to refer to the corresponding objects associated
with N, for example, X = X+ (). Let 70 = T77¢® denote the first hlttlng time of 0 by X
or of —¢(f) by X, and set N:= Nl[O 70y By (2.20), N has distribution vcld( |m =Db). We use
hatted versions of our earlier notation to refer to the corresponding objects associated with
N. Set (B, y > 0) := SKEWER(N, X).

PROPOSITION 3.4 (Entrance law for vgggq-IP-evolution from {(0, b)}). The lifetime of
(,3y y > 0) has INVERSEGAMMA (1, b/2) distribution, that is,
(3.1) P{cT(N) >y} =PB #2)=1—-¢"" fory>0.

The conditional law of,By given the event (BY #+ &}, equals ,ub 1/2y’ as defined in (1.3).

We restate the claim about the leftmost block LY := Lé 1) 2y under M[gal) 2y in terms of the
leftmost spindle mass at level y in a bi-clade N with X = f;N,

(3.2) m”(N) := My, x(inf{t > 0: My (1) > 0}).

LEMMA 3.5. Forb,c,y >0, vyg{m’ € dc|mO =b, T >y} equals

o, ,0 1

2 M —l—a fc/2y < bc )
oy S d
by — 1€ Zn‘F(n—a) ¢

with Laplace transform as specified in (1.2) forr =1/2y.

(3.3) P(L" edc) =

That this distribution has Laplace transform (1.2) is elementary. We prove the remainder
of this lemma at the end of Appendix A.

REMARK 3.6. By Proposition 2.2(iv)—(v), taking BY ~ GAMMA («, 1/(2y)) indepen-
dent of ¥ ~ PDIP (o, &) and ¥ ~ EXPONENTIAL ((2y)~*) independent of a subordinator
(R?, y = 0) with Laplace exponent ®1,2, (1), then

(3.4) BY £ {(R*(t-), R'(1): 1 €10, 8”1, R (=) < R (1)},
and we denote its distribution by ,u((fl) 12y

PROOF OF PROPOSITION 3.4. By construction, ¢(f) is independent of N. By Propo-
sition 2.9 and the aforementioned independence, the point process F¥ = FY~{® jg a
PRM(Leb @vea). Let 8Y := £Y(TY). If N survives past level y, then S is the level y local
time at which some excursion of X about level y first reaches down to level zero,

$ =1{¢*(N) > y}inf s > 0: F*([0, 5] x (N: ¢~ (W) = y)) > 0}.

Conditionally, given the event {§+(ﬁ) > y} of survival beyond level y, it follows from the
Poisson property of F¥ and the description of vq{¢~ € -} in Proposition 3.2(ii) that Sy ~
EXPONENTIAL ((2y)~%), which is the distribution of S, as specified in Remark 3.6. In light
of this, up to null events,

(35) (¢+(N) <y} = [§¥ =0} = [F= =0} = (3 = ).

Recall from (2.20) that N ~ v, {-|m® = b}. Thus, (3.1) follows from the formula for
viy{e ™ > zlm® = b} stated in Proposition 3.2(iv).
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Assumlng §+(N) > y, time T occurs during an anti-clade of N below level y at local
time Sy In particular, the subsequent level-y clade, also at local time SV, is cut entirely
from N. Thus, F=Y = F27| [0.5v)- That s, F2 is obtained from F=Y by Poisson thinning. By
Proposition 3.2 assertions (i), (ii) and (vii),

vea(m® € db; ¢~ < y)

= vaa{m® € db} — vaa{m® € db|c™ > yhvaal¢ ™ > ¥}

20{ o
=Y plagp —y—“&u _ ety g
rd—o r'(—a)
= %b—l—“e—bﬂy db = e~/ vy {m® € db).
—

Thus, it follows from Proposition 2.10 that the conditional law of (MA o Tx (s)
11%(0), s € [0, §y]), given {g“*(l/i) > y}, equals the law of RY|[o, s¥]. :l:hus, appeahng to (3.5),
the conditional distribution of Y minus its leftmost block, given {” # &}, is as described
in (3.4).

The mass m” (N) of the leftmost block is a function of Nl[o’fy), whereas Ey minus its
leftmost block is a function of Nl[fy’oo). When the latter is shifted to a measure N|[(E o) ON

[0, 00) x &, these are independent by the strong Markov property of N. We conclude by
Lemma 3.5. O

COROLLARY 3.7 (Transition kernel for vggsg-IP-evolutions). Fix y > 0. Let (,BIyJ, U e
y) denote an independent family of partitions, with each B ZV] distributed like 87 in Proposition

3.4 with b = Leb(U). Then, SKEWER(y, Ng, Xg) 4 *Ueﬁﬁly], and this law is supported on
7.

PROOF OF THEOREMS 1.2 AND 1.8. Note that Corollary 3.7 identifies (Kﬁ“), y >0) as
the semigroup of vggsq-IP-evolutions, which are 1-self-similar path-continuous Hunt pro-
cesses by [21], Theorem 1.4, and continuous in the initial state by Proposition [21], Proposi-
tion 5.20. Hence, (Ky(,“), y > 0) is as required for Theorem 1.2, and vggs-IP-evolutions are
type-1 evolutions, as claimed in Theorem 1.8. [

3.2. Type-0 evolutions: Construction, properties and proof of Theorem 1.3. 'We will con-
struct type-0 evolutions from point measures of spindles and associated scaffolding. Let N
denote a PRM(Leb ®VBESQ) on [0, 00) x &. For y € R, let T? denote the first hitting time of
y by the scaffolding X = &y associated with N in (2.10). We define

B = SKEWER (y, Nljo.7—iys j + X|[0jf,-)) for j e N,y e [0, j].

Note that, for k > j, the pair (N}[Tj,k -k K+ X][Tj,k T*k)) shifted to a pair (N!E;j,k T—)>
k 4 X| (7« 7-&)) on time interval [0, T—% — T77K] has the same distribution as (N|jo 7y,
J +Xl0.7-7))» and, thus,

(3.6) By €10 ) £ (B).y €10, j]).

Thus, by Kolmogorov s extension theorem and [53], Lemma I1.35.1, there exists a continuous
process (,By y > 0) such that, for every j € N, we have (,8y yelo,j) = (,By, ye[0,jD.
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FI1G. 7. To the left of the y-axis, (KI, }2), as in Remark 3.9. To the right, (Ng,Xp), as below Definition 2.7.

DEFINITION 3.8 (PY, Pg). Let B €Z. Let (ﬁy y > 0) be as above and (,By y>0) an

independent type-1 evolution starting from S. Consider (87, y > 0) = (,3y * ﬂy y > 0). Let
IP’% its law on C([0, 00), 7). For probability measures & on Z, we write IP’Z i PY M(dﬁ).

We will show that IP’% is the distribution of a type-0 evolution starting from initial distri-
bution p by showing that (]P)%, B € 7) is a family of distributions of a Markov process with

transition semlgroup (K , y > 0), as defined just above Theorem 1.3. The path-continuity

of (/Sy * ,By y > 0) follows from our results for type-1 evolutions.

REMARK 3.9. It is possible to construct the type-0 evolution as the skewer of a point
process of spindles rather than via consistency and the extension theorem, as we have done
above. This would involve setting up a point process of spindles N on (—00, 0) x & such that,
for a suitable extension of the definition (2.10) of X, the resulting process X could be under-
stood as a STABLE(1 + «) first-passage descent from oo down to 0; see Figure 7. Related
processes have been studied in the literature. For example, Bertoin [5], Section VIIL.2, con-
structs spectrally negative Lévy processes that are conditioned to stay positive. Transforming
such a process via sign change and an increment reversal results in a spectrally positive pro-
cess coming down from oo to 0. We find the above consistency approach to be notationally
friendlier.

Note that (Ey , ¥ > 0) itself has distribution ]P’%. We will see that & is a reflecting boundary
for type-0 evolutions, whereas it is absorbing for type 1.

PROPOSITION 3.10 (Transition kernel under P ) Take y € 7 and y > 0. Let (yly], Ue

y) denote an independent family of partitions, wzth each yg distributed as B> in Proposi-

tion 3.4 with b =Leb(U). Let yy ~ /JL((fl)/zy be as in (3.4), independent of(yg, U e€y).Then,
under ]P’?,, the interval partition B> has the same distribution as yo x %y ey yg in (1.5).

PROOF Let (,BZ) and (,BZ) be as in Definition 3.8 with § = y. By Corollary 3.7,

,By *UeyyU By construction this is independent of ﬂy It remains only to show that ,By
is distributed like the interval partition arising from the range of R”, up to time S”, in the
notatlon of (3.4).

Let N have law v ld{ m®=1,¢% > y}. Let T” denote the first hitting time of y in its scaf-
folding X. It follows from the description of vcld{ |m® = 1} in (2.20) and the strong Markov
property of N applied at time 77 that the pair (Nl[fy’ 50)? 3\(|[fy7 o0))» When shifted by TV to

(NI X|=

7 OO)), has the same distribution as (N|7y-; 7-iy, j + Xl{zy-i 7-j)) for j >y,

[T7,00)’

P

~ o d
(3.7) SKEWER (y, NIFr o0 Xl[(%y’oo)) =p.
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Note that SKEWER(y, N, X) equals a single leftmost block, corresponding to the first jump
of X across level y, concatenated with the skewer on the left in (3.7). By (3.4), that term in
(3.7) has the desired distribution. [

We now state the simple Markov property with respect to the natural filtration (F3, y > 0)
generated by the canonical process on C([0, 00),Z).

PROPOSITION 3.11 (Simple Markov property under Pg). Let . be a probability distri-
butiononZ. Fix y > 0. Take n, f: C([0, 00), L) — [0, 00) measurable, with n measurable in

Fy. Let 6 denote the shift operator. Then, }P’g [nfoby]= IP’?L [n]P’%y [f]].
We prove this result in Appendix B.

PROPOSITION 3.12 (Continuity in the initial state). For f: Z — [0, 00) bounded and
continuous and z > 0, the map B+ P%[f(ﬁz)] is continuous on (I, dr).

PROOF Consider a sequence (B8,,n > 0) in Z such that dz(8,, Bo) — O and ,Bn =
/8,, * ,Bn, y > 0, associated evolutlons as in Definition 3.8, n > 0. Then, we have ,B — /30 in
distribution by weak continuity of K ) of Theorem 1.2. By Skorokhod’ s representation the-
orem we may assume a.s. convergence, and we may also assume /30 on the same probablhty

space, independent of (,3 n > 0). Set ,BZ = ,80 * ,8 n > 0. Then, dz(ﬂn ﬁo) = dz(ﬂn ,80)
and, hence,

P Lf (B =ELf (BO]=ELf (B)]1— ELf (B)1=PY [f(B)]. m

COROLLARY 3.13. Take m € N, let f1,..., fm: L — [0,00) be bounded and continu-
ous and take 0 < zy < --- < zp,. Then, B > ]P’% [T/, fi(B%)] is continuous.

See [21], Corollary 5.21, for a proof in the type-1 case. The type-0 case is analogous, and
we also deduce the strong Markov property in the natural filtration (F3, y > 0) generated by
the canonical process on C([0, 00), 7).

PROPOSITION 3.14 (Strong Markov property). Let p be a probability distribution on
T. Let Y be an a.s. finite stopping time in (F3,y > 0). Take 1, f: C([0, 00),Z) — [0, o0)
measurable, with n measurable with respect to ]-"%/ . Let 0 denote the shift operator. Then,

PG [nf o 0] =19, [, [£1].

PROOF OF THEOREM 1.3. Taking Sharpe’s definition of a Hunt process, for example,
[39], Definition A.18, we must check four properties for the semigroup (Eﬁa), y > 0) on
(Z,dz). By Proposition 3.10 the distributions IP’Z are distributions of Markov processes with
semigroup (E)(,a), y=>0):

(i) By Theorem 2.4, (Z, d7) is Lusin.
(ii) From Proposition 3.12, (ky (a), y > 0) is continuous in the initial state.

(iii) By construction before Definition 3.8, sample paths under lP’g are continuous.
(iv) Proposition 3.14, the strong Markov property holds under IP’%.

We prove 1-self-similarity in Lemma 4.2. [
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3.3. Total mass processes: Proof of Theorem 1.4. Recall that Theorem 1.4 claims
BESQ(0) and BESQ(2«) total masses, respectively, for all type-1 and type-0 evolutions, re-
gardless of their initial state 8 € Z. By the path-continuity in Theorems 1.2 and 1.3, the total
mass processes are path-continuous, so we only need to check finite-dimensional marginal
distributions.

PROOF OF THE TYPE-1 ASSERTION OF THEOREM 1.4. Let (Ey, y > 0) be as in Propo-
sition 3.4. We proceed by establishing: (i) the desired one-dimensional marginals; (ii) finite-
dimensional marginals. For each of these, we show the property first for (|| B*|l, y = 0), then
for (1871, y = 0):

(i) By [52], p. 441, the Laplace transform of the marginal distribution at time y > 0 of a
BESQ(0) process (Z(u), u > 0) starting from b is

E [e—AZ(y)] = exp (— Zy)):l:— 1 ) .

We wish to compare this to the Laplace transform of |A”|. In the notation of Proposi-

tion 3.4, Lemma 3.5 and Remark 3.6, given that it is not zero, Ey H 4 RY(SY) + L”. As
noted in Remark 3.6, RY(S”) ~ GAMMA («, 1/2y), with Laplace transform (2yA 4+ 1)7%. As
for L”, we note that, by Lemma 3.5,

: 2eyx X 1 b \" [o°
LY y v n—l—a —(A+1/2y)c
E[e ]_eb/Zy—l Zn!f'(n—Ot) (4y2> /0 ‘ ¢ ae

n=1

_ Qya+ 1) i 1 ( b )"
st -1 =l \2yQya+ 1))

(3.8)

From (3.1), P{By =g} =70/,
Now, to prove E [exp (—A| B])] = E [exp (—2Z(y))], it suffices to show

E [e—AZ(y)] —e b2y 4 (1— e—b/Zy)E [e—ARy(S)')] E [e—ALy] ;

that is,
(1 _ efb/Zy)E[ef)\R}(S))]
_ @A+ DY oty —by2y

Qyr+1)* X1 b "
Toeb/2y —1 r; n! <2y(2yk + 1)) ’
which is the expression in (3.8). Hence, BY | is distributed like Z(y) for fixed y. This result
extends to general initial states § € Z by way of the independence of the point measures
(Ny, U € B) in Definition 2.7 and by [50], Theorem 4.1(iv), which states that an arbitrary
sum of independent BESQ(0) processes with summable initial values is a BESQ(0).

(i1)) We now prove equality of finite-dimensional marginal distributions by an induction
based on the Markov properties of type-1 evolutions and of BESQ(0). For one-dimensional
marginals we have proved the result in part (i). We now assume the result holds for all n-
dimensional marginal distributions starting from any initial distribution. We write Q, to de-
note the law of a BESQ(0) process (Z(y), y > 0) starting froma > 0. Forall0 <y; <--- <
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Yn < Ynt1 and A € [0, 00), j € [n + 1], we have, by the simple Markov property,
LT sl
—x:|18Yi
Plo.ay | [Te™

j=1

n
1 _ y 1 —A Yi+1—1
=Py | ¢ Py {He o H
k=1

n
1 — 1B et Z 3
=Plo.ay | € 1B IIQ”ﬂy1 i |:l_[ e M1 Z (k41 y1)i|i|

k=1

n n+1
=Qq |:e_)»1Z(y1)QZ(yl) |:l_[ e—)»k+1Z(Yk+1—y1)i|i| =Q, |:l_[ e—)\jZ(yj)i| '
j=1

k=1

Again, this extends to general initial distributions by [50], Theorem 4.1(iv), and the indepen-
dence of the (Ny, U € B) in Definition 2.7. This completes the induction step and establishes
the equality of finite-dimensional distributions, hence the equality of distributions of the pro-
cesses. [

We now show that, for any B € Z, under IP’% we have (||8”]|, y > 0) ~ BESQ (2w).

PROOF OF THE TYPE-0 ASSERTION OF THEOREM 1.4. By definition, a type-0 evolution
is continuous, so it suffices to show that the total mass process is a Markov process with
the same transition kernel as BESQ(2«). First, assume 8 = &. The marginal distribution of
BESQ(2w) is given in [29], (50), as

q)()Qa)(O’ b)db = 1 Lba—le—bﬁy db,
29y% T' (o)

which is the GAMMA (¢, 1/2y) distribution. Note that there is no point mass at b = 0, as
0 is reflecting for BESQ(2w). As noted in (3.4), RV(SY) ~ GAMMA (¢, 1/2y) as well. The
extension to finite-dimensional marginals follows, as in the proof of the type-1 assertion of
Theorem 1.4 above. This completes the proof when § = &. Now, by Definition 3.8 the total
mass process of a type-0 evolution from a general initial state is a BESQ(2«) added to the total
mass process of an independent type-1 evolution which, by the type-1 assertion, is a BESQ(0).
Thus, the theorem follows from the well-known additivity property of BESQ-processes; see,
for example, [52], Theorem XI.(1.2). [

As noted in the Introduction, type-1 evolutions can be viewed as branching processes, with
each interval giving rise to an independently evolving component. We have shown that type-1
evolutions have BESQ(0) total mass which is itself a continuous-state branching process. We
have now also shown that type-0 evolutions have BESQ(2«) total mass; this can be viewed
as a continuous-state branching process with immigration [34]. Indeed, in the construction in
Definition 3.8 the By component can be viewed as all descendants of the initial population g,
while Ey includes all descendants of subsequent immigrants; see [18, 21] for more discussion
of the branching process interpretation of the scaffolding-and-spindles construction.

We note one additional connection between type-0 and type-1 evolutions.
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PROPOSITION 3.15. Fix f€Z,a >0, and let y :={(0,a)} x B. Consider an indepen-
dent pair (£, (87, y > 0)) comprising a BESQ(—2a) and a type-0 evolution with respective
initial states a and y . Let (Ey , ¥ > 0) denote a type-1 evolution starting from y, and let Y
denote the lifetime of the original leftmost block in (B“y ,¥>0).Then, Y isan (}'%)-stopping
time and

B,y €10, V) £ ({0, £(y))} x B, y € 0, £ (£))).

PROOF. We begin with 8 = &. LetN,, ~ vcﬁd(-lmo =a). By (2.20), N, is distributed like
5(0,f) + Nl[O’T—g(f)), where f is a BESQ(—2«) starting from a, independent of N. Comparing

this to the construction of the type-0 evolution (Ey, y > 0) around (3.6) proves the claimed
identity in this case. For other values of 8, the type-1 and type-0 evolutions with respective
laws IP’)I, and IP’% may be constructed by concatenating each of the evolutions in the previous

case with an independent type-1 evolution with law P}g- O

We define L: Ty — [0, 0o) to map an interval partition to the mass of its leftmost block,
or 0 if none exists. Let R: Zg — [0, oo) denote the remaining mass, R(8) = |||l — L(B). It
is not hard to see that these maps are measurable.

COROLLARY 3.16. Let Y :=inf{y > 0: L(8Y—) = 0}, where (87, y > 0) is a type-1
evolution. Then, (L(BY),y € [0,Y)) and (R(B?),y € [0,Y)) are jointly distributed as an
independent BESQ(—2«) and BESQ(2w), stopped when the BESQ(—2«) hits zero.

PROOF. This follows from Proposition 3.15 and Theorem 1.4. [J
4. De-poissonization and stationary IP-evolutions.

4.1. Pseudo-stationarity of type-1 and type-0 evolutions: Proof of Theorem 1.5. We
prove Theorem 1.5 in stages over the course of this section by considering different cases
for the law of the initial total mass Z(0). Later, we demonstrate a stronger form of this theo-
rem in Theorem 4.8.

PROPOSITION 4.1. Suppose that in the setting of the type-1, respectively, type-0 asser-
tion of Theorem 1.5, we have Z(0) ~ EXPONENTIAL (p), respectively, Z(0) ~
GAMMA (a, p), for some p € (0,00). Then, the conditional law of B”, given {B> # &},
equals the unconditional law of 2yp + 1)Z(0)B.

PROOF. We begin with the type-1 case. We prove this by separately comparing the
Laplace transforms of the leftmost blocks of the two interval partitions, comparing Laplace
exponents of the subordinators of remaining block masses and confirming that in each parti-
tion the leftmost block is independent of the remaining blocks. This is done in three steps:

Step 1. Following Proposition 2.2(iv), we may represent B as {(0,1 — G)} » (G?),
where G ~ BETA (a, 1 — «) is independent of ¥ ~ PDIP (a, ). Let 8 := Z(0)B and y :=
Z(0)Gy. We denote the leftmost block of 8 by Up := (0, Z(0)(1 — G)). Since Z(0) ~
EXPONENTIAL (p), the masses Leb(Up) and |y | are independent GAMMA(1 — «, p) and
GAMMA («, p) variables.

By Proposition 2.2(iv) the partition y corresponds to the range of a STABLE(«) subordi-
nator stopped prior to crossing an independent random level S ~ EXPONENTIAL (p). This
stopping corresponds to thinning the Poisson random measure of jumps, tilting the Lévy
measure by a factor of e™**.
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By the branching property of the transition kernel K)(,a) of type-1 evolutions, we can write
B” =% yep yu with independent interval partitions yy ~ MI%{)(U),I 2y U € B. We also write
y? =%uyey Yu so that B7 = yy, *y”.

If we consider each yy, U € y as a mark of the corresponding jump of the tilted subordi-
nator, these marks form a PRM(Leb ® ™) on [0, 00) x Z with

* __ () —l—« —pb
no= (0200 )Mb 1/2y71_‘(1 )b db,

stopped at an independent exponential time E of rate

o b o
/ (1—ePy—— p~ =2 gp = p*.
0 Il —a)

Since /Lb 1 2y (@} = e P/ the rate of nonempty interval partitions in a PRM(Leb ®u™*) is

o0 1\“ 2 1\¢
/ (1 _ e—b/Zy)Le_Pbb—l—Ol db = (/O + _) _ p(x — (( yp + ) _ 1) IOOl
0 'l —ow) 2y 2yp

By competing exponential clocks the probability of seeing no nonempty interval partition
before the independent EXPONENTIAL(p®) time is

(4.1) Py’ =0} = p* _ ( 2yp >a.
(2yp +1)/Q2yp)* — 1) p* + p* 2yp +1

Since Leb(Up) ~ GAMMA (1 — «, p), we also have

00 1 2 |-«
4.2) P{m:@}:/ ety L iaya, pbdb:< o ) .
0 ri—w’ 2p 41

Thus, by the independence of yy, and y”,

» 2 a+1—a 1

4.3) P{p’ 7&@}:1—( P ) - .
2yp+1 2yp+1

Step 2. First, we compute the Laplace transform of the leftmost block mass L(8”) on the

event that it arises from yy,; then, we compute it on the event that it arises from one of the

() —AL]

interval partitions that make up y”. The Laplace transform s, | /2y [e may be read from

(1.2). We multiply (1.2) by the probability 1 —e~?/2Y of being nonempty and integrate against
the GAMMA(1 — «, p) law of Leb(Uy),

E I:e—kL(VUO)l{yUO £ @}]
=E [H“Leb(Uo) 12, le e ML # 0}]]

1_
_/ 2yr+ D (ef)tb/(Zy)&l) _ e—b/zy) (1 _ efb/Zy) p b o5 gb
1—e b2y rad-—a)

pQRyr+1) ' 2yp \'™
— Qa4 e (LA ) .
@yr+1) ((p(zywrl)ﬂ) <2y,0+1> )
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The nonempty partitions in %¢, yu form an ii.d. sequence with law p*(-|L # 0). Then,
the contribution to E[exp(—AL(8”))] follows similarly:

E [e—AL(y")l{L(yy) >0= L(VUo)}]

_ P{L(y")>0= L(VUO)}M* [e**Ll{L y 0}]

pu*{L # 0}
() - ()
(4.4) T () ) e

Okt 1) < 2yp )1“_( 2yp )(k+p(2y?»+1))°‘
- 20 + 1 2o+ 1)\ pen+n ) )

Adding these terms and dividing by the formula for P{8Y # &} in (4.3), we get

E [e—)»L(ﬂy) B @]

11—« o
=<2yx+1>“(<zyp+1>( Pl ), (w))

pQyr+ 1)+ A p2yi+ 1)

~Gartre) - ()

This is the Laplace transform of (2yp + 1) Leb(Ug) ~ GAMMA (1 — «, p/(2yp + 1)).

Step 3. As noted after Theorem 1.2, we have yy # @ for, at most, finitely many U € 8,
and B” equals the concatenation of yy, with those finitely many yy. Recall from Step
1 that we may view the yy, U € y, as points of a PRM(Leb®u*) stopped at an inde-
pendent EXPONENTIAL(p®) time. If we condition on {8 # &} then, following the com-
peting exponential clocks argument around (4.1), we may view the nonempty yy beyond
the leftmost nonempty interval partition as coming from an infinite sequence of indepen-
dent interval partitions with distribution p*(-|L # 0) stopped after an independent number
D ~ GEOMETRIC((2yp/(2yp + 1))*) of clades, where D can equal 0.

In the notation of Remark 3.6, the ith interval partition with distribution p*(-|L £ 0) con-
tributes its own leftmost block (0, Liy ), followed by masses from an independent subordinator
R; stopped at an independent EXPONENTIAL((2y)™%) time S, for all i > 1. The leftmost
nonempty interval partition contributes a special leftmost block, studied in Step 2, and inde-
pendent masses from (R, Sg), as for i > 1. We call the masses from (Riy, Sl-y), i >0, the
“remaining masses.” So, we may view the masses in 87 beyond the far leftmost as arising
from an alternating sequence of remaining masses of interval partitions i =0, ..., D and the
leftmost blocks fori =1, ..., D.

The stopped Rl-y from all i > O can be combined to capture all remaining masses in a single
unstopped subordinator Rjen, with Laplace exponent ® /2y as in Remark 3.6, independent
of (Sl.y, i > 0) and D, and hence of Y= Sg 4+ 4 S{) which is exponential with parameter

2y)™*Qyp/Qyp +1)% = (p/2yp + ).

This is the time that corresponds to stopping Ryiem after the Dth nonempty interval partition.
This independence also yields the independence of Rjen, from the subordinator that has jumps
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of sizes L;V attimes So+- - -+ Siy_l, i > 1, with Laplace exponent (2y) ™% u*[1 —e ML #0].
Note
/’L* [e_A,L‘L # O]

w*{L # 0}

<2yp+l )“ _ (p+(2yp+l)k)“
2yp p(1+21y)

(2yp+1)0‘ 1 ’
2yp

w* [1 —e*“}L;Ao]:l—

=1—Qyr+1)~

where the expression is a multiple of that in (4.4). By an elementary thinning argument this
subordinator stopped after the Dth jump can be viewed as a subordinator with Laplace expo-
nent

P pp (M)
_ 1 (1—( 2)’,0 >a> IL* I:l_e—)\L‘L#O:I
2y)° 2yp + 1

1 2 ¢ 2 « 2 DA
_ (1—( yp ) —(2yk+1)0‘<1—< yp ) <p+(yp+)>))’
(2y)« 2yp+1 2yp+1 pR2yr+1)
stopped at the independent time S¥ ~ EXPONENTIAL((p/(2yp + 1))%).
Putting these pieces together, ®1 /2, (A) + @{MB (A) is given by

2yp \*
2\ +1°‘—1+1—< )
<( Y ) 2yp +1

) (p+Qyp+ m)“)

2y)*
2y
2yp+1

P “ P * o0 o
= <)» + ) — < ) =/ (1 —e M)y ——7¥/QuptD  =l—a gy
2yp +1 2yp +1 0 'l —a)

The last expression above is the Laplace transform of a subordinator that, when stopped at an
independent EXPONENTIAL((p/(2y,0 + 1))"‘) time, corresponds, as in (3.4), to a PDIP(«, @)
scaled by a GAMMA (¢, p/(2yp + 1)) variable that is independent of the PDIP(«¢, «). Putting
this together with the result of Step 2 and the independence, in both 8 and 8, of the left-
most block from the rest, we conclude that §” is distributed like a PDIP(«, 0) scaled by an
independent EXPONENTIAL(p/(2yp + 1)) variable, as desired.

Looking at the semigroup Tc’ﬁa) defined in the Introduction, Step 3 above also proves the
claim for the type-0 evolution. [

— (2yx+1)°‘+(

LEMMA 4.2 (Scaling invariance of type-1 and type-0 evolutions). Fixc > 0.If (87, y >
0) is a type-1 (respectively, type-0) evolution, then so is (¢8*/¢, y > 0).

PROOF. As scaling clearly preserves path properties and Markovianity, we compare the
semigroups of (8%, y > 0) and (¢f*/¢, y = 0). It suffices to show that cLl(ja/)C’rCi Ll(fr) and
Y& (s /e % ¥ (5):

2/ (ot
E [exp (—)»CLZ(;;)C’N)] _ <I"C;|;)\.C>O‘ e(b/C)e(:ljcj:};ci)»;) —1 _E [exp (—)LLI()O’?):I ’

E [exp (—)Lch(g‘)(s/c“))] = ¢~ 6/eNetia)®) _ g [exp (—)»Yr(“)(s) ] . 0

We can now invert Laplace transforms to deduce the following:
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PROPOSITION 4.3. Both assertions of Theorem 1.5 hold if Z(0) = b > 0 is fixed.

PROOF. Type-1I case. The case b = 0 is trivial. The transition density of BESQ(0) can be
read from [29], equation (51). For Z(0) =b > 0 we get P{Z(y) =0} = e~b/2Y and on (0, 00)

(4.5) P{Z(y) € dc} = —f b + C I (“/b_) db,

Yy

where [ is the Bessel function. Let (ﬂly , ¥ > 0) denote a type-1 evolution with initial state

B ~ PDIP (r, 0). Forc > 0and y > 0, let 8 := c,BY/C by Lemma 4.2 this is a type-1 evolution.
For p > 0, let Z, ~ EXPONENTIAL (p) be independent of (,81y ). By Proposition 4.1, for all
p > 0 and all bounded continuous f: Z — [0, c0) with f (&) =0, we have

[ e e gnab = e[ 7 (s2,)]

e PPELF(2yp + VBB db

4.6 =
(4.6) 2yp +1Jo

= m /(;OO e—PC/(Zy,O-H)E[f(CIg)] de.

We want to identify this Laplace transform as the claimed

fooe—pb/ \/je p b+c 11<‘/b—>E[f(cﬁ)]dcdb
0 0

—C/ZyE[f(Cﬁ)][ Ve~ PH1/2yb (@) dbdc

y

1 C
. —c/2yE _ de,
/ 2yf N tyeTye P(4yz(p+(1/2y))) ‘

where we use well-known formulas for integrals involving the Bessel function /7 : specifically,
the normalization of (4.5) and differentiation d/dx under the integral sign give rise to

/oo by, (Vuv) du = 2 (e”/‘*x - 1) and
0 u ﬁ

4.7) / 2 \/,

/ \/—e xull(\/_)du_\/_ v/4x

for all x, v € (0, co). As desired, (4.6) and (4.7) can easily be seen to be equal. By continuity
in the initial condition for type-1 evolutions (proved in [21], Proposition 5.20), the map b —

E[f(ﬁg)] is continuous, so, for all b, y € (0, c0), we conclude that E [f(,b’g)] equals

0 f—wmm,( )E[f(cﬂ)]dc— [f(Z(y)E)]-

Equality in distribution follows since, as noted in Theorem 2.4, (Z, d7) is Lusin, so bounded
continuous functions separate points in Z.

Type-0 case. We begin with a similar argument, making the obvious adjustments of let-
ting (ﬂg ,y > 0) denote a type-0 evolution for b > 0, taking B ~ PDIP («, o) and setting
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Z, ~ GAMMA («a, p). Then, Proposition 4.1 gives
[7 oot R 81
0 T'@) ’

0 ] _
=E[1#)]= [ fae e B @0y + D)1

B R S P\ —pe/@oy+D) z
_/0 F(oz)c (2py_|_1> ¢ E[f(cB)]ldc.

Since the total mass evolution is BESQ(2«), considering f of the form g (||-||) gives
1 _ IO o _ o0 ] _ _
ol ( ) o—Pc/ oy +1) :/ P b= Pbg G () db
() 2py +1 0o T(a) yoo ’
)

where qﬁza is the time-y transition density of BESQ(2«). Hence, after the cancellation of

p%/ T (a),
00 00 00 _
/ b* e PPE[f(B])1db = / b lerb / q** (b, OE[f (cB)ldcdb.
0 0 0
Since this holds for all p > 0, we conclude by uniqueness of Laplace transforms that
m J—
b IRL ()1 =0"" [ g . OBLF (el de.
0

first for Lebesgue-a.e. b > 0, then for every b > 0 by continuity. Again, this gives equality in
distribution, since (Z, dz) is Lusin. [

PROOF OF THEOREM L.5.  The arguments for types 0 and 1 are identical. We showed in
the proof of Proposition 4.3 that ,Bg has the same distribution as Z(y)g for all Z(0) =b > 0.
Now, consider any random Z(0) independent of (,31y ,y=>0).

E[f (Br0)]= /OOO ELf (8))IP(Z(0) € db)

- /O EL/(Z()B)|Z(0) = bIP{Z(0) € db)
—ELf(Z0)B)L. 0

4.2. Diffusions with PDIP(«, 0) and PDIP(«, &) stationary laws: Proof of Theorem 1.6.
Throughout this section we write Z1 := {y € Z: ||y| = 1}. Recall the de-Poissonization
transformation of Theorem 1.6. In this section we prove that theorem. We slightly update
our earlier notation.

DEFINITION 4.4 (De-Poissonization). For 8 = (8”,y > 0) € C([0, o), T) with 8° # &,
we set, for all u > 0,

B! = H pre

-1 y
prew wherepﬂ(u)zinf{yzo: / 184" dz>u}.
0

We ca_ll the map D sending (B”,y > 0) — (B“, u > 0) the de-Poissonization map, and we
call (8%, u > 0) the de-Poissonized process.

PROPOSITION 4.5. For B =(BY,y > 0) a type-0 or type-1 evolution with initial state
B # O, the time-change pg is continuous and strictly increasing, and limy 400 pg(u) =
inf{y > 0: g7 = o}.
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This is really an assertion about integrals of inverses of the BESQ total mass processes of
Theorem 1.4, and in that setting it is common knowledge. It can be read, for example, from
[29], p. 314-5. The a.s. path-continuity claimed in Theorem 1.6 follows from Proposition 4.5
and the path-continuity of the type-1 and type-0 evolutions. It remains to prove the claimed
Markov property and stationary distributions.

Take B = (B¥,y = 0) € C([0, 00), T) with B° # @. By changes of variables, we see that

D(B) = D(cB¥/¢,y>0) forallc>0.

Consequently, a type-1 (resp., type-0) evolution starting from ¢ has the same de-Poissonized
process as a type-1 (resp., type-0) evolution starting from S. Thus, for laws p© on 7 \ {&}
we can denote by Plﬁ (resp., F%) the distribution of a de-Poissonized type-1 (resp., type-0)
evolution starting from the initial distribution 7z of || 8 |~ B, where 8 ~ .

Recall the natural filtration (F5, y > 0) on C([0, c0),Z) used in the Markov properties
of type-0 and type-1 evolutions, such as Propositions 3.11 and 3.14. Since (pg(u),u > 0) is
an increasing family of (.F%)—stopping times, we can introduce the time-changed filtration

_%:fé)ﬂ(u), u 20

PROPOSITION 4.6 (Strong Markov property of de-Poissonized evolutions). Let [t be a
probability distribution on I. Let U be an a.s. finite (F')-stopping time. Let 7j and f be
nonnegative, measurable functions on C([0, 00), Z1), with 7 being F g -measurable. Then,

B[ F obu) =Bl 1L, [7]] and BOLFo6u) =B 782, [7]].

PROOF. We begin by proving the type-0 assertion. In fact, we prove a stronger statement.
Consider the canonical process 8 = (8”7, y > 0) under IP’%, so D(f) is a de-Poissonized type-
0 evolution with law F%. We show the strong Markov property of D(f) with respect to
(F4,u>0).

Let V be an a.s. finite (F' )-stopping time. Consider 1: C([0, 00), Z) — [0, 00) measur-
able in J?%/, and set f := f o D, where f is as in the statement above. Let Y := pg(V). Since
0B s (F “)-adapted, continuous and strictly increasing, [33], Proposition 7.9, yields that Y is
an (]-'%)—stopping time and ]-'% =F ‘I/ Now, let 6 denote the shift operator. For u > 0,

-1

B+ — ”IBPﬁ(V-Ht) -1 BP0 ”ﬂmh(u) ﬂY—i-h(u)’

where h(u) := pg,g(u). Thus, Oy o D = D o 0y. Then,
PY, [nfo Oy o D] =P [nf o by]

= B [Py 171] = B [Py [ 7o ]| = B [nBS, [ 7]

by the strong Markov property of the type-0 evolution, Proposition 3.14. The same argument
works for the de-Poissonized type-1 evolution and the laws IP’IH. O

PROOF OF THE HUNT ASSERTION OF THEOREM 1.6. As in the proof of Theorem 1.3,
we must check four properties:

(i) By Theorem 2.4, (Z, dz) is Lusin. Since the mass map ||-|| is continuous, the set 7 is a
Borel subset of this space and is thus Lusin as well.

(i1) From Proposition 3.12 (and Theorem 1.2) the semigroup for the type-0 (resp., type-1)
evolution is continuous in the initial state. Helland [30], Theorem 2.6, shows that time-change
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operations of the sort considered here are continuous maps from Skorokhod space to itself.
Thus, the semigroup for the de-Poissonized type-0 (resp. type-1) evolution is also continuous.
(iii) Sample paths are continuous, as noted after the statement of Proposition 4.5.
(iv) Proposition 4.6 gives the required strong Markov property. [

To prove stationarity, we progressively strengthen the pseudo-stationarity results of Theo-
rem 1.5. Denote by (Finasss y > 0) the right-continuous filtration on C([0, c0), Z) generated

by (1871, y = 0).

LEMMA 4.7.  Let u denote the law of B B, where B is some nonnegative random variable
independent of B ~ PDIP (t, 0). Then, for all y > 0, all Faass-measurable n: C([0, 00), ) —
[0, 00) and all measurable h: T1 — [0, 00), we have

Py 1 # 2 (187171 8°) | =P [n1(8” # @) E [ (B)].
The same assertion holds if we replace superscript “1”s with “0”s and take B ~ PDIP (a, o).

PROOF. We begin with the type-1 assertion. Let (y¥,y > 0) denote a type-1 evolu-

tion with y° = B ~ PDIP («, 0), and suppose this is independent of B, with both defined on
(2, A, P). Then, (By?/®, y > 0) has law P},. By Theorem 1.5, for fo, f1: [0, 00) — [0, 00)
measurable,

By [ fo DA (187 1) 1B £ 21 (1877 £7)]
=E| foB) A1 (8|2 ]) 16277 2 o (|72 00 ) |
= [ o[ Ay (m [y |y 1077 2 2 (|| ) [ € am)
= [ o E [ fi (m [y ) 1172/ £ 21| BT BYIP(B € dm)
0
=2, [f0([8°]) £1 (18" ) 1B® # 2} | ELh (B,

An inductive argument based on the Markov property of the type-1 evolution then says that
for 0 < y; <--- <y, (writing y; = y; — y1, j € [n]) and fo,..., fu: [0,00) — [0, 00)
measurable,

PL[ [T (871" = (18] ﬂyn)}
j=0

—

LG R e S|

—_

=P

L 5o (18°]) P [ I15 (7)) g™ 2 @}}E[h(ﬁ)}}
j=1

—

=P

W TT (18 ) 1B @}}E[h(ﬁ)].

L j=0

A monotone class theorem completes the proof. The same argument works for type 0. [J

To de-Poissonize, we will replace y by a stopping time in the filtration (Fimass, ¥ = 0),
specifically the time-change stopping times Y = pg(u).
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THEOREM 4.8 (Strong pseudo-stationarity). Let u denote the law of BB, where B is a
nonnegative random variable independent of B ~ PDIP (a, 0). Let Y be an (Finass y > 0)-
stopping time. Then, for all féass-measurable n: C([0, 00),T) — [0, 00) and all measurable
h: 7 — [0, 00),

-1 _
1 Y Y Y 1 Y
ph [ nig” 2 om ([67] " 8" ) | =L [mg” £ 2] E[n (5)].
The same assertion holds if we replace superscript “1”s with “0”s and take p ~ PDIP («, ).
PROOF. We begin with the type-1 assertion. We use the standard dyadic approximation
of Y by ¥, =27"[2"Y + 1] A 2" which eventually tends to Y from above. Since Y and Y,

are (.Frﬁass)—stopping times, the random variable n; = n1{Y,, = k27"} is ]-'r’;%l;: -measurable
for k € [22" —1]. By Lemma 4.7,
o)

)
=P, [m1{p?" # o] | Bl @)

—P, [nl {,BY" £ Yy = k2—"}] E[h(B)].

P, [nl {,BY" 40 Y, = kz—"} h (H,gYn

=ph[ma ] o) (|

Summing over k € [2%* — 1] and letting n — oo, the continuity of (8”) and the observation
that U2y { B £, Y, = k2_”} increases to { Bl £ & } complete the proof for type 1,
first for continuous /4, but then for measurable 4 via the monotone class theorem. The type-0
argument is identical. [J

PROOF OF THE STATIONARITY ASSERTIONS OF THEOREM 1.6.  We apply Theorem 4.8
to n = 1 and the stopping times ¥ = pg(u) which satisfy BY # @ a.s. In the notation of
Proposition 4.6,

B Fn =F} [1 {0 2 o (|grew] " por) | = Bincp

for each u > 0, as required. The same argument applies to type 0. [

We conclude with a remark on Conjecture 1 which asserts reversibility for («, or)-IP-
evolutions. As noted in the Introduction, we will show in [22] that the (o, 0)- and («, @)-
IP-evolutions both project down, under the map to ranked block masses, to Petrov’s [45]
reversible Poisson—Dirichlet diffusions.

From our construction of type-1 evolutions, we see that new blocks never arise at the far
left end of the evolving interval partition, but the leftmost block will eventually die out. In the
reversed type-1 evolution, new blocks can arise at the left end of the partition, corresponding
to the death of the leftmost block in the forward process. Thus, (¢, 0)-IP-evolution, which is
constructed from the type-1 via de-Poissonization, cannot be reversible.

APPENDIX A: STATISTICS OF CLADES AND EXCURSIONS

In this section we prove Proposition 3.2. More results in the vein of Proposition A.1 may
be derived from these in a similar manner. Several of the following may be construed as
descriptions of the Itd excursion measure vgy, associated with X. We write J := J+ + J~.
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PROPOSITION A.1.

. _ (14a)x—/(1+0)
() veiaflen > x} = 2T (1+a) /O (1/(14a)) °

(i) vaa{J > 2} = rFa ==t

(if) veraf J* € dy|m® = b} = PEZTy 2P dy.

(iv) vea|m® > b} = ﬁb*“.

™) vaalJ " > v} = mrmta—aE Y

(Vi) veafm® <blJ T =y} =1—e"b/2.
(vii) vew{¢ ™ < 2]JF =y} =1z =y} (%)
(viii) vea{¢t < zlm® = b} =e7V/%.

(%) vealtt >z} = w2

() vea{m® € dblc = 2} = £ (1 — e7b/%) db.

o

’»

Each of these identities also holds if we replace all superscripts “+” with “—.

The equivalence when replacing “4-’s with ‘‘—"’s follows from the reversal property stated
in (2.20). Before proving these identities we note a pair of relevant properties of X. Recall
that (77, y € R) denotes the first hitting times for X.

PROPOSITION A.2 (Theorem VIL.1 of [5]). The process (T ™Y,y > 0) of hitting times is
STABLE(1/(1 + «)) subordinator, and its Laplace exponent is the inverse ' of the Laplace
exponent of X,

AL E[e =0 where y Tl (0) = (2T (1 + o) /I g1 1+,

PROPOSITION A.3. Foreach level y € R, the shifted inverse local time process (77 (s) —
Y(0), s > 0) is a STABLE(«/(1 + «)) subordinator with Laplace exponent

@) = (1 +a) 2°T (1 +a)) /1) go/ 1+,

PROOF. Itis straightforward to check that this is a STABLE(«/(1 + «)) subordinator. For
f: R — R bounded and measurable,

f_ FOEOdy

t
- /O F(X(s))ds

ch /Ot f (cl/(1+o‘)X (%)) ds = /Ot/cf (cl/(H“)X(r))cdr

00 t 00 “1/(+a), [T
:/ cf (Cl/(H—ot)y) Y (_) dy :/ f(z)cot/(1+a)£c 1/(+e) (_) dz.
—00 C —00 C

Hence, (¢®/1+@0 g™ "y 10): 1 >0,y e R) £ (€2 (1)t > 0, y € R), and 50
) L inf{z >0: /001 /¢) > s] — 105 /c/(Fo))

satisfies STABLE(«/(1 + «)) self-similarity. Thus, E[e_efo(s)] = ¢~ for some b €

(0, 00). To identify b, we use the property that P{X(¢) <0} = 1/(1 + «) for all # > 0. This
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follows from an identity in [5], p. 218. Specifically, let Sg be an EXPONENTIAL (6) random
variable independent of X, and define Ky := E[¢°(Sp)]. Then, on the one hand,

Ky = /Ooo P{¢°(Sp) > s}ds

_ [~ 0 (TR0 g — Lo—aste
= P{Sy > 1°(s)}ds = E|e ds =-0 .
0 0 b

On the other hand, by the strong Markov property of X at the hitting time 7, spatial homo-
geneity and Proposition A.2,

E[£¥(Sg)] = P{T” < Sg)E[°(Sp)] =’V @K, for y <0.

By Fubini’s theorem and the occupation density formula for local times

. P{X(Sy) <0} =E [/OOO Oe~ P 1{X(s) <0} ds}

14+«
=E [foooe%—“ /Ot 1{X(s) <0} ds dt}
00 0 0
:E[ A 62e Y /_Ooey(z)dydz] =9f_ooE[ey(Se)] dy

0 _
=0Kpy / VO gy — 9K, (2°T (1 + @)~/ H@ =1/t
—00

Substituting in for Kg, we get 1/(1 4+a) = (1/b) 2*T(1 + «)) /049 isolating b gives the
desired value. [

Recall that P{X(¢#) <0} = 1/(1 4+ «). On the other hand, the It6 excursion measure vgy, of
X, which we can obtain as push-forward of vggs under the scaffolding construction (2.10),
is invariant under increment reversal (180° rotation around the unique jump across 0), by
(2.16). This means that, typically, the process has spent half its time positive up to the last
zero but is likely to be found in the first half of a much longer excursion. We now derive the
results in Proposition A.1.

PROOF OF PROPOSITION A.1. (i). For convenience, we quote (2.16) here,
(A.2) Veld(Retd(N) € ) =vea  and  vea(c Ogg N € -) = ¢~ “vea.

The latter of these formulas entails that vgg{len > x} = Cx~ /(4% for some constant
C. As noted in Proposition A.3, the inverse local time process (z%Gs),s > 0) is a sub-
ordinator. Its Lévy measure I1 equals vcq{len € -}. Then, recalling the identity ®(0) =
fooo(l — e %) dT1(x), which may be read from [5], Chapter 3, we obtain (i) by solving for C
in

(14 @) (2T (1 + )~/ ger/re) = foo(l — ey —Eyla/Ue) g
0 Y

(ii). The length of a bi-clade N equals the time until the first crossing of zero, plus the
subsequent time until its scaffolding X hits zero. Suppose N ~ vciq{-|J " = y}. Decomposing
N = N~ x N7 with the convention of a split central spindle, the scaffolding Xt of the positive
part is a STABLE(1 + «) first-passage path from y down to zero independent of the negative
part X, by the strong Markov property under vy, at the crossing time T0+. Thus, by (A.2),
if N ~vq{-|J~ = x}, then X~ is the increment reversal of a STABLE(1 + «) first-passage
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path from x down to zero, again independent of X . Appealing to the subordinator property
noted in Proposition A.3, under veg{-|(J~, JT) = (x, y)}, the length len is distributed as the
hitting time 7~*~Y. Thus, veg{len € -|J = z} equals the law of 7%,

It follows from the right-continuity of X that vq{J > z} is finite for all z > 0. By the
scaling property (A.2) this equals Cz~% for some constant C. It remains to determine the
value of C. By Proposition A.3 our argument for (i) above and Proposition A.2,

I+« af(+a) — [1 _ e—@len(N)]

2a/(1+oz)(r(1 + a))l/(l—l—a)e
o0
= 1—Ele T |)aCz %4z
J0-xl)

= C]"(l _ Ol) (zal—w(l +a))a/(l+a) 005/(1_’_05).

Solving for C gives the desired result.

(iii). Let N have law veiq{-|m® = b}. Let f denote the leftmost spindle in N T, that is, the
top part of the middle spindle of N. By (2.20), f is a BESQ(—2«) started from b and killed
at zero. Then, J*T(N) = ¢( f ); the law of the latter is specified in Lemma 2.5 which quotes
[29]. In particular, this has distribution INVERSEGAMMA(1 4 «, b/2).

(iv). We know this formula up to a constant from (A.2) and the m" entry in Table 1 on
page 806. To obtain the constant, we appeal to (ii) and (iii). In particular, it follows from
(2.19)—(2.20) that for N with law veg{-|m® = b}, the over- and undershoot are i.i.d. with law
INVERSEGAMMA(I + «, %), as in (iii) above. This allows us to express v¢ig{J € dy|m0 = b}
as

y b2+20{ 1 b b
/ 5 5 N exp(———7> dz.
0 22F2(I(1+a)?) (zy —z%)*F 2z 20y—2)
Integrating this against the law vea{m® € db} = Cb~' =% db, we get

ved{J € dy}
00 y b2+2a (Zy _ ZZ)—Z—a b b
=d / ch~'—« <—— — 7> dzdb
Y 0 22F2(I(1 4+ a))? P2 20 —2) ¢
Cdy 2 —2—a ( y >_2_a
_ @ - d
22+2°‘(F(1 +a))? / @y =29 @+a) 2(zy — 72) ‘

_ (1+a)C y_l_“d
29T (1 + @)
Setting this equal to (ii) gives C =«/I'(1 — «), as desired.

(v) and (vi). The former arises from integrating the product of formula (iii) with the deriva-
tive of (iv). The latter is then computed by Bayes’ rule.

(vii). By the strong Markov property under vgy, at the crossing time TO+, this equals the
probability that a STABLE(1 + «) process started from y exits the interval [0, z] out of the
lower boundary first. This is a standard calculation via scale functions [5], Theorem VIL.8,
and carried out for a spectrally negative stable process in [6], from which the claimed result
can be obtained by a sign change.

(viii). This is computed by integrating the product of formulas (iii) and (vii) which can be
reduced to a Gamma integral.

(ix) and (x). The former is computed by integrating the product of the derivative of formula
(iv) with (viii). The latter follows via Bayes’ Rule. [

The remaining results in this section go toward proving Lemma 3.5 and thereby completing
the proof of Proposition 3.4.
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TnO(N*)

FI1G. 8. Illustration of the coupling in the proof of Lemma A .4.

LEMMA A.4. Recall (3.2) defining m” (N) as the mass of the leftmost spindle at level y.
Then, forall0 <z < y,
azac—l—a e—c/2y _ e—c/2(y—z)

(A.3) vhim? edelJT =2t >y} = de.
Id Fl—a) (y—2)*—y™@

PROOF. We prove this by showing that v:[d{my edc|lJt =z, > y} equals
vialm® e delct € (y =z, )

cld{m € dC|§+ >y - Z}Vcld{f_l— >y—z}— Vc1d{m € dc|§+ > y}VC1d{§+ > y}
cld{§+ >y—z}— cld{g > y}
The latter equals the right-hand side of (A.3) by Proposition A.1(ix) and (x). We prove this
by a coupling construction, illustrated in Figure 8.

Fix y > z > 0. Let Ny ~ vCJ[d{-IJ"r = z}. As in Corollary 3.3, this may be expressed as
Ni =6(0.f1) + Ni, 7> Where £(f1) =z, Ny is a PRM(Leb ®vpEsq) and Ty * =T} is
the hitting time of —z by the scaffolding X associated with Ny, as in (2 10), or that of 0 by
X1 Correspondingly, let N2 =46(0,f) + N2|[0 Ty have distribution v ; d( |JT =y). Let T2

denote the time at which X2 first hits z and T, y TO the time at which it hits zero. Then,
(N2|(T 70y X2|[Tz To]) shifted to turn into measure/scaffolding on [0, T0 TZ] denoted by

(Nz\(T To),le[T To]) will satisfy

(A4 (Rl 79y Kol 700) = (Nil .70y Kl 0.7
which is a STABLE(]1 + «) first passage from z down to zero.

The time Tf = T2Z ~ occurs during the first bi-clade N* of Ny about level O that has
{7 (N*) > y — z. Now, consider the event A, that X, returns up to level y during the time
interval [77, Tzo]. Then, A> = {¢ ~(N*) < y}. Thus, conditionally given A,, the mass m®(N*)
is distributed according to v:[d{mo €-¢” € (y — z,y)}. This is equal, via the time-reversal
invariance of (2.20), to the distribution vjd{m0 elctely—2zy)

The quantity mO(N *) and the event A, correspond, via (A.4), to the quantity m” (ﬁl)
and the event A that X reaches level y before reaching zero. Conditionally, given Ay, the
mass my(Nl) is distributed according to vcld{my €-|JT =z,¢T > y}. Thus, the two laws are
equal, as desired. [J

PROOF OF LEMMA 3.5. Fix y > 0. We decompose the event {¢T > y} into two compo-
nents, based on whether J© > y,

vealm? ede,y e [J+, ¢H)m® = b}
+vea{m? € de,y < JT|m° = b}

(A.5) vidmY edeim®=b, ¢t >y} =
cld g vetafe ™ > ylm® = b}
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The second summand in the above numerator describes the case in which the initial leftmost
spindle of the clade survives to level y. Thus, this summand equals the density of the time y
distribution of a BESQ(—2«) started from b. We denote this by qﬁ_za) (b, c)dc. From [29],
Proposition 3; equation (49),

1 /b 1+0)/2 /b
gy (b, 0) = (e b) = (—) O, (Y5) fores o0,
2y \c¢ y
Hence,
’ 1 /b 1+0)/2 /b
(A.6) vadim?® ede,y < JT|im® =b) = % <E) e~ Oty L, yc .

It remains to evaluate the first summand in the numerator in (A.5). Via Corollary 3.3, under
the law v}{-|J* =z}, the variables ¢ ™ and m” for y > z are independent of m°. Thus,

viglm¥ €db,y e [JF,¢H)m’ = a}
y
=/ JVatm” € bl = 2,6 > yhvgle T = 1T = 2hlI T edzim® = a).
7=

We have formulas for these three conditional laws in Lemma A.4 and Proposition A.1(iii)
and (vii). Plugging in, the above expression equals

y azotc—l—ot e—c/Zy _ e—c/Z(y—z) y—z o bl-i—oze—b/Zz
/ (1 _ ( ) ) dz | de.
=0 M'(l—a) (y—2)™*—y™ y 21T (1 4 )z
Setu =z/y and then v = (1 — u)/u. Note that 1/(1 —u) =1+ (1/v). Our integral becomes

() (e (-5 e (5p0)
2yF(1—oc)F(l—|—oz)eXp 2y 0 cxp 2y v cxP 2yv voar

We distribute the difference and compute the two resulting integrals separately;

f exp (——v) Wdv=T({+a) <_y>
0 2y b

and, via [57], Exercise 34.13,

00 ( c 1 b ) o
/ expl—=————v v dv
0 2yv 2y

. (f)(wa)/z ri-wrd+a (m (@) L (@))
y y

b o

Subtracting the second component from the first and multiplying in all constants, we find that
vaa{m? ede,y e [JT, ¢ T)m® = b} equals

(14+a)/2
i(?)(lw)/ze—(bﬂ)/zy o (v
2y \c¢ 'l —a)\ bc

() ()
y y

Via Proposition A.1(viii), the denominator in (A.5) is 1 — e ?/2Y. Adding (A.6) to (A.7)
and dividing by 1 — e~%/2Y  the expression in (A.5) equals

1 <b>(1+a)/2 (bro)2y ( be >—(1+a)/2§: 1 ( be )n
— - e — —_—— ,
2y \c 4y2 = nll(n —a) \4y?

(A7)
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since the n = 0 term in the /_;_,-series is

be \—U+®/2 be \~+o)/2
<W> M(—a) (4—y2> rl—a) 0

This lemma completes the proof of Proposition 3.4.

APPENDIX B: MARKOV PROPERTY OF TYPE-0 EVOLUTIONS

Let us recall some more terminology and results from [21], as needed in the proof. It
will be useful to concatenate the anti-clades in the point measure F=Y defined just before
Proposition 2.9 into a point measure of spindles. Recall that an anti-clade includes a broken
spindle which has been cut off at the level corresponding to the upward passage of level
y € R by the associated scaffolding. Let us use notation f=Y(z) = f(z)1{z € [0, y]} and
f=Y(z) = f(y + 2)1{z € [0, 00)} for the lower and upper parts of a spindle f broken at
level y. More precisely, for y > 0, the point measure F=Y excludes the incomplete anti-clade
before the scaffolding X first exceeds level y at time T=Y = inf{z > 0: X(z) > y}, via a jump
marked by a spindle f7=y. We add this incomplete anti-clade as an additional point, for y > 0,

F3” =5 (0, Nljo.7=) +6 (77, f?i;x”z"‘))) FFSY,

Also, set ng :=F=Y for y < 0. Then, we define the concatenation

CUTOFFY = * Ny
points (s,N; ) of Fg"’
Lety > 0. Foraclade Ny = §(0, f) +N] o 7«0, and general Ng = *ycgNy, f € Z, obtained

by concatenating independent clades Ny, U € 8, we generalize this definition by restriction
and concatenation,

N

CUTOFEY) := 6 (0, =) + * N-
points (s,N; ) of Fy? 0. s<gy—c®(7-c()

<y._ <y. L >y
and CUTOFFNﬂ =kyep CUTOFFy, ; see [21], Lemma 3.41. We similarly define CUTOFFNﬂ.

Let P/lg denote the distribution of Ng; this was denoted by P/(Sa) in [21], Definition 5.2, but
here we prefer the superscript “1” as a reference to type-1 evolutions, and we suppress the «.
Denote by ]-"KI the o -algebra generated by CUTOFF§y and by flzl,g the o -algebra generated by
CUTOFFfIZ . These o -algebras form filtrations as y varies, and the Markov property of type-1
evolutions can be expressed in terms of cut-off processes and these filtrations.

PROPOSITION B.1 (Proposition 4.24 of [21]). Let N~ PRM(Leb®vBgsq). Let T be a
stopping time in the natural time filtration (FN(t),t > 0), with FN(t) generated by N|jo,]
such that SO := €9(T) is measurable in the level-0 o-algeba .7’-'1(\)I and such that X < 0 on the
time interval (t°(S°—), T). Let N:= Nljo,7) and Ey = SKEWER(y, N, )~(), y > 0. Then, for
each y > 0, the point measure CUTOFFI%Iﬁ or is conditionally independent of ]-"KI given ,3~y ,

with the regular conditional distribution (r.c.d.) P1~y.

PROPOSITION B.2 (Proposition 5.6 of [21]). Let B¥ = SKEWER(y,Ng,Xpg), y >0,
where Ng ~ Pllg. For y > 0, the point process CUTOFFﬁz is conditionally independent of

]:151,3’ given B, with r.c.d. Pllgy.
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We also note a natural property of the skewer map to be unaffected by the cutoffs.

LEMMA B.3 (Lemma 4.23(ii) of [21]). For N a PRM(Leb ®vBEsQ), it is a.s. the case
that, for every t > 0,

N SKEWER(y, CUTOFFIE‘Z[O ,J> ify <z,
SKEWER (y, ) = ’
[0.7] SKEWER (y -2z, CUTOFF§ﬁ0 [J) ify=z.

The same holds for Ng, for any B € Ty, with z > 0.
PROOF OF PROPOSITION 3.11. Take Be€Z,0<u;j<---<up,<yand0<v; <---<

Um. Suppose 1(B%,z = 0) =n'(B*, j € [n]) and f(B*,z2=>0) = f'(BY, j € [m]). We will
show that, in this case,

PY[n' (B, j € InD) f/(B7+Y, j € [m)]
=PY[n' (8", j € (nDPY [ f'(BY, j € [mD]].

Indeed, this will suffice to prove the proposition: we can extend to general n and f by a
monotone class theorem, and we generalize the equation from IP’% to ]P’g by mixing.

(B.1)

For x > 0, set ltlx := NJ[o,7-x), similar to the point processes discussed in (3.6). Let Ng ~
Pé, independent of N - For the purpose of this argument, we define ng gto be the distribution
of Ny g := I(Ix x Ng. We work toward a type-0 version of Proposition B.2.

Take z > u,. Set ﬁy := SKEWER(y, ng) ﬁzﬂ = SKEWER( — z,N.1,) and By =
/SHy * ,By Let NZ = Nz+y|[0 7-2y and N = Nzyylir—2,7-2-v), where T™% is the hitting

time of —z in Xz+y. By the strong Markov property of N, these components are independent.
Recall the cutoff processes above. In our setting,

CUTOFFI%J_Z =N, * CUTOFF;0 * CUTOFFEIy and
=+y.p ’ N B
(B.2) _ - )
CUTOFFy ¢ = CUTOFF= % CUTOFFﬁy.
=+y.p NS B

By Proposition B.1, CUTOFFE? is conditionally independent of CUTOFFE?, given ,Bzy +yo
N; N;
with r.c.d. PLv . Analogously, substituting Proposition B.2 for Proposition B.1, we see that
2ty
CUTOFFN is conditionally independent of CUTOFF Y, given ﬁy with r.c.d. P;} . Thus, since

>—z

(ltlz, ltli, Njg) is an independent triple, CUTOFFy . is, therefore, conditionally independent

5 given ,Bz+y, with r.c.d. P Now (B.1) follows by Lemma B.3. [J

of CUTOFFY_©
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