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Abstract. We study existence and Besov regularity of densities for solutions to stochastic differential equations with Hölder continuous
coefficients driven by a d-dimensional Lévy process Z = (Z(t))t≥0, where, for t > 0, the density function ft of Z(t) exists and satisfies,
for some (αi)i=1,...,d ⊂ (0,2) and C > 0,

lim sup
t→0

t1/αi

∫
Rd

∣∣ft (z + eih) − ft (z)
∣∣dz ≤ C|h|, h ∈R, i = 1, . . . , d.

Here e1, . . . , ed denote the canonical basis vectors in R
d . The latter condition covers anisotropic (α1, . . . , αd)-stable laws but also

particular cases of subordinate Brownian motion. To prove our result we use some ideas taken from (J. Funct. Anal. 264 (2013),
1757–1778).

Résumé. Nous étudions le problème de l’existence et de l’appartenance à un espace de Besov pour les densités de solutions d’équations
différentielles stochastiques à coefficients hölderiens, conduites par un processus de Lévy d-dimensionnel Z = (Z(t))t≥0, où, pour
t > 0, la densité ft de la loi de Z(t) existe et vérifie, pour un certain (αi)i=1,...,d ⊂ (0,2) et C > 0,

lim sup
t→0

t1/αi

∫
Rd

∣∣ft (z + eih) − ft (z)
∣∣dz ≤ C|h|, h ∈R, i = 1, . . . , d.

Ici, e1, . . . , ed désignent les vecteurs de la base canonique de Rd . La précédente condition s’applique au cas de lois anisotropiques
(α1, . . . , αd)-stables, mais aussi à des cas particuliers de mouvements browniens subordonnés. Pour démontrer ces résultats, nous
utilisons certaines idées de (J. Funct. Anal. 264 (2013), 1757–1778).
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1. Introduction

Let d ≥ 1 and X = (X(t))t≥0 ⊂R
d be a solution to the Lévy driven SDE

dX(t) = b
(
X(t)

)
dt + σ

(
X(t−)

)
dZ(t), (1.1)

where b ∈ R
d is the drift, σ ∈ R

d×d the diffusion coefficient and Z a d-dimensional pure jump Lévy process with Lévy
measure ν, i.e.,

E
[
ei〈ξ,Z(t)〉] = e−t�ν(ξ), �ν(ξ) =

∫
Rd

(
1 + 1{|z|≤1}i〈ξ, z〉 − ei〈ξ,z〉)ν(dz). (1.2)

If the drift and diffusion coefficients b, σ in (1.1) are smooth enough, then there exists a unique strong solution to (1.1).
Moreover, under additional regularity properties of the driving noise Z, existence of a smooth density for the law of X(t)
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can be obtained by the Malliavin calculus (see, e.g., [2,19,21,31,32]). For Hölder continuous coefficients, as studied in
this work, the situation is much less developed. One possibility is to apply the parametrix method, see, e.g., [5,14,15,18],
which under certain restrictions on the coefficients, typically provides a construction and two-sided estimates for the
heat kernel and thus uniqueness in law for (1.1). For these cases one assumes, in addition, that b, σ are bounded, σ is
uniformly non-degenerate, i.e., infx∈Rd inf|v|=1 |σ(x)v| > 0, and most of the results are designed for a driving noise Z

which is comparable to a

(Z1) rotationally symmetric α ∈ (0,2)-stable Lévy process with characteristic exponent �ν(ξ) = |ξ |α , ξ ∈R
d .

Recently, in [8] a simple method for proving existence of a density on

� = {
x ∈R

d | σ(x) is invertible
}

(1.3)

for solutions to (1.1) with bounded and Hölder continuous coefficients has been developed. Their main condition was
formulated in terms of an integrability and non-degeneracy condition on the Lévy measure ν from which, in particular,
the following crucial estimate was derived

c|ξ |α ≤ Re
(
�ν(ξ)

) ≤ C|ξ |α, |ξ | 	 1, (1.4)

where c,C > 0 and α ∈ (0,2). Similar ideas have been first applied in dimension d = 1, see [11], where the density was
studied in terms of its characteristic function. The technique in [8] has been further successfully applied in [9,23,24] to the
Navier–Stokes equations driven by Gaussian noises in d = 3, and in [10] to the space-homogeneous Boltzmann equation.
A summary of this method and further extensions can be found in [25]. At this point it is worthwile to mention that this
method, in contrast to the parametrix method, provides neither weak uniqueness for (1.1) nor estimates on the heat kernel.

In the recent years we observe an increasing interest in the study of (1.1) for a Lévy process Z with anisotropic jumps
(see, e.g., [1,3,4,16,17]). The most prominent example here is

(Z2) Z = (Z
α1
1 , . . . ,Z

αd

d ), where Z
α1
1 , . . . ,Z

αd

d are independent, one-dimensional symmetric α1, . . . , αd ∈ (0,2)-stable
Lévy processes, i.e., one has for some constants cα1, . . . , cαd

> 0

ν(dz) =
d∑

j=1

cαj

dzj

|zj |1+αj
⊗

∏
k �=j

δ0(dzk), �ν(ξ) = |ξ1|α1 + · · · + |ξd |αd . (1.5)

Since (Z2) satisfies (1.4) only for the case where α1 = · · · = αd , one obtains existence of a density on � from [8], provided
that b, σ are bounded, Hölder continuous and α1 = · · · = αd . If α1, . . . , αd are possibly different, b = 0, σ is Lipschitz
continuous, bounded and uniformly non-degenerate, then existence of a heat kernel (being lower semi-continuous) and
the strong Feller property are obtained in [17]. In contrast, this work provides the first result on the existence of a density
for solutions to (1.1) with Hölder continuous coefficients, σ being not necessarily uniformly non-degenerate and Z being
given by (Z2) and that has possibly different indices α1, . . . , αd . However, we neither study uniqueness for solutions to
(1.1) nor investigate pointwise estimates on the obtained densities. Nevertheless, if one knows (by other methods) that
(1.1) determines a Feller process, then the results of this work can be used to prove the strong Feller property, see also
[12] for the particular case of the anisotropic stable JCIR process.

2. Statement of the results

2.1. Assumption on the Lévy noise

Consider (1.1) for a Lévy process Z = (Z(t))t≥0 with Lévy measure ν and characteristic exponent (1.2). We suppose that
Z satisfies the following condition:

(A1) For each t > 0, the law of Z(t) has density ft and there exist α1, . . . , αd ∈ (0,2) and a constant C > 0 such that,
for any k ∈ {1, . . . , d},

lim sup
t→0

t1/αk

∫
Rd

∣∣ft (z + ekh) − ft (z)
∣∣dz ≤ C|h|, h ∈ R. (2.1)

The anisotropic regularization property of the noise is reflected by (2.1). It imposes a growth condition for the Besov
norm of ft at the singularity in t = 0 (since ft |t=0 = δ0).
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Remark 2.1. Let W , Z be independent Lévy processes. If Z satisfies (A1) for some (αk)k∈{1,...,d}, then also Z + W

satisfies (A1) for the same (αk)k∈{1,...,d}.

The following proposition can be used to provide many examples of Lévy processes satisfying condition (A1).

Proposition 2.1. Let m ≤ d and I1, . . . , Im ⊂ {1, . . . , d} be disjoint with I1 ∪ · · · ∪ Id = {1, . . . , d}. For each j ∈
{1, . . . ,m}, let Zj be a |Ij |-dimensional Lévy process with Lévy measure νj and characteristic exponent

�νj
(ξ) =

∫
R

|Ij |
(
1 + i1{|z|≤1}〈ξ, z〉 − ei〈ξ,z〉)νj (dz).

Suppose that Z1, . . . ,Zm are independent and there exist constants c,C > 0 and α1, . . . , αm ∈ (0,2) such that

c|ξ |αj ≤ Re
(
�νj

(ξ)
) ≤ C|ξ |αj , |ξ | 	 1, j ∈ {1, . . . ,m}.

Then Z = (Z1, . . . ,Zm) has a smooth density ft such that∫
Rd

∣∣∇Ij
ft (z)

∣∣dz ≤ Ct−1/αj , t → 0, j ∈ {1, . . . ,m}.

In particular, Z satisfies condition (A1).

The proof of this statement essentially follows from the arguments given in [8, Lemma 3.3] combined with the mutual
independence of the processes Z1, . . . ,Zm, and hence is left to the reader. Note that this proposition is applicable to the
fully isotropic case (Z1) (m = 1, α := α1 and I1 = {1, . . . , d}) but also to the fully anisotropic case (Z2) (m = d and
Ij = {j}). Below we provide two examples of Lévy measures which satisfy condition (A1).

Example 2.1. Let Z1, . . . ,Zd be independent one-dimensional pure-jump Lévy processes with Lévy measures

νk = c+
k r−1−α+

k 1(0,1](r) dr + c−
k |r|−1−α−

k 1[−1,0)(r) dr + μk,

where c±
1 , . . . , c±

d ≥ 0, α±
1 , . . . , α±

d ∈ (0,2), and μ1, . . . ,μd are one-dimensional Lévy measures. If c+
k + c−

k > 0 holds
for each k = 1, . . . , d , then previous proposition is applicable and hence, by Remark 2.1, (A1) holds for

αk =

⎧⎪⎨⎪⎩
α+

k , if c+
k �= 0, c−

k = 0,

α−
k , if c+

k = 0, c+
k �= 0,

max{α+
k , α−

k }, if c+
k �= 0, c−

k �= 0.

An example of processes Z which satisfy condition (A1) with Lévy measures having no absolutely continuous com-
ponent with respect to the Lebesgue measure is given in [8, Example 1.6]. Condition (A1) also holds true for the case
where each Zk is a subordinate Brownian motion.

Example 2.2. Let S1(t), . . ., Sd(t) be independent subordinators with Laplace exponents

ψk(λ) = λαk/2(log(1 + λ)
)βk/2

, αk ∈ (0,2), βk ∈ (−αk,2 − αk), k = 1, . . . , d.

Let B(t) a d-dimensional Brownian motion independent of S1, . . . , Sd , and define Zk(t) = Bk(Sk(t)), k = 1, . . . , d . Let
�k , k = 1, . . . , d , be the corresponding characteristic exponents. Then Z = (Z1, . . . ,Zd) satisfies condition (A1) with

α̃k =
{

αk, βk ∈ [0,2 − αk),

αk − εk, βk ∈ (−αk,0),
k ∈ {1, . . . , d},

for any choice of εk ∈ (0, αk).

A proof that this example satisfies condition (A1) is given in the Appendix.
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2.2. Some notation

For a d × d matrix A, we set |A| = sup|x|=1 |Ax|. Then 1/|A−1| = inf|x|=1 |Ax| with the convention that 1/|A−1| := 0 if
A is not invertible. Given another d × d matrix B , we deduce that

1

|A−1| ≤ |A|,
∣∣∣∣ 1

|A−1| − 1

|B−1|
∣∣∣∣ ≤ |A − B|. (2.2)

Here and below we denote by C a generic positive constant which may vary from line to line. Possible dependencies on
other parameters are denoted by C = C(a,b, c, . . .). For a, b ≥ 0, we set a ∧ b := min{a, b}.

Here and below we say that X is a solution to (1.1), if it is a weak solution to (1.1) in the following sense: There exist a
stochastic basis (
,F, (Ft )t≥0,P) with the usual conditions, an (Ft )t≥0-Lévy process Z, and an (Ft )t≥0-adapted cádlág
process X such that (1.1) is satisfied. In order to simplify the notation, we simply write X for the (weak) solution to (1.1).
Note that under the conditions imposed in this work existence and uniqueness of solutions to (1.1) not fully established.
The classical existence and uniqueness theory for stochastic equations with jumps is discussed, e.g., in [13,28], see also
[6,22,30] for some recent results in this direction.

For λ ∈ (0,1) the (classical) Besov space Bλ
1,∞(Rd) is defined as the Banach space of L1(Rd)-functions f with finite

norm

‖f ‖Bλ
1,∞

:= ‖f ‖L1(Rd ) + sup
|h|≤1

|h|−λ‖�hf ‖L1(Rd ),

where �hf (x) = f (x + h) − f (x), h ∈R
d , see [29] for additional details and references.

2.3. General case

We study (1.1) for bounded and Hölder continuous coefficients and keep track of the moments of the Lévy process Z,
i.e., we suppose that:

(A2) There exist constants γ ∈ (0,2] and δ ∈ (0, γ ] such that∫
Rd

(
1{|z|≤1}|z|γ + 1{|z|>1}|z|δ

)
ν(dz) < ∞. (2.3)

Moreover b, σ are bounded, and there exist β ∈ [0,1], χ ∈ (0,1) and C > 0 such that∣∣̃b(x) − b̃(y)
∣∣ ≤ C|x − y|β,

∣∣σ(x) − σ(y)
∣∣ ≤ C|x − y|χ , x, y ∈ R

d,

where b̃(x) = b(x) − 1(0,1)(γ )σ (x)
∫
|z|≤1 zν(dz).

Note that β = 0 corresponds to the case where b̃ is only bounded. Let α1, . . . , αd be as in condition (A1). Set αmin =
min{α1, . . . , αd} and αmax = max{α1, . . . , αd}. The following is our first main result.

Theorem 2.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Assume that Z satisfies
condition (A1) and that condition (A2) is satisfied. Suppose that the constants γ , δ, β , χ satisfy:

(a) If γ ∈ [1,2], then suppose that

αmin
(

1 + β ∧ δ

γ

)
> 1{b �=0},

αmin

γ

(
1 + χ ∧ (δ/γ )

)
> 1. (2.4)

(b) If γ ∈ (0,1), then suppose that

αmin
(

1 + β

γ

)
> 1, αmin

(
1

γ
+ χ

)
> 1, αmin + β > 1. (2.5)

Let (X(t))t≥0 satisfy (1.1) and denote by μt the law of X(t). Then there exists λ ∈ (0,1), C > 0 and gt ∈ Bλ
1,∞(Rd), for

t > 0, such that |σ−1(x)|−1μt(dx) = gt (x) dx and

‖gt‖Bλ
1,∞

≤ C

(1 ∧ t)1/αmin , t > 0. (2.6)

In particular, μt has, for each t > 0, a density on � defined in (1.3).
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The indicatior function in (2.4) indicates that, for b = 0, the first condition in (2.4) can be omitted. Likewise, for b = 0,
we may choose β = χ in condition (2.5). The proof of this Theorem is given in Section 4 where it is actually shown that
the constant C is independent of the particular choice of solution X. Without assuming finite moments for the big jumps
as in (2.3), we still get existence of a density but may lose Besov regularity.

Corollary 2.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Assume that Z satisfies
condition (A1) and condition (A2) is satisfied for δ = 0. Finally, suppose that either condition (2.4) holds for δ = γ ∈
[1,2] or (2.5) is satisfied for γ ∈ (0,1). Let (X(t))t≥0 satisfy (1.1) and denote by μt the distribution of X(t). Then μt

has, for each t > 0, a density when restricted to �.

Proof. Observe that Theorem 2.1 is applicable for the truncated Lévy measure ν(n)(dz) = 1{|z|≤n}ν(dz), n ∈ N, which has
finite moments of all orders for the big jumps. Repeating the arguments given in [8, Corollary 1.2] proves the assertion. �

Below we reformulate Theorem 2.1 for the particular case where Z is given as in (Z1).

Remark 2.2. Suppose that the Lévy process Z is given as in (Z1). Then (A1) is satisfied for α = α1 = · · · = αd , and (2.3)
holds for any choice of γ ∈ (α,2] and δ ∈ (0, α). Hence conditions (2.4) and (2.5) are reduced to:

(a) If α ∈ [1,2), then (2.4) is automatically satisfied.
(b) If α ∈ (0,1), then (2.5) is implied by α + β > 1 which coincides with the condition imposed in [8, Theorem 1.1].

In particular, we recover for Z given as in (Z1) the results obtained in [8].

Let us briefly comment on the conditions (2.4) and (2.5). Our proof is based on a small-time Euler approximation of the
process X for which a precise convergence rate κ > 0 is obtained, i.e., we find an Ft−ε-measurable process Uε(t) such that
E[|X(t) − Xε(t)|η] ≤ Cεηκ , where η ∈ (0,1), 0 ≤ t < 1 ∧ ε, ε � 1 and Xε(t) = Uε(t) + σ(X(t − ε))(Z(t) − Z(t − ε)).
Based on this approximation, we deduce regularity of the law of X(t) from the regularity of the law of Z(ε). In this
framework the above conditions (2.4) and (2.5) read as αminκ > 1. It is clear that such a rate of convergence κ depends on
the moments of the Lévy measure ν, i.e., on γ and δ, but also on the Hölder indices β and χ . Hence αminκ > 1 imposes a
balance condition between the regularity of coefficients represented by (β,χ), moments of the Lévy measure represented
by (γ, δ) and smoothness index of the driving Lévy noise represented by αmin.

When γ ∈ [1,2], we may simply take Uε(t) = X(t − ε) + εb(X(t − ε)), while for γ ∈ (0,1) this choice is not
optimal. In order to obtain a good convergence rate when γ ∈ (0,1) we employ some ideas taken from [8]. A similar
problem was also encountered in [14,18] for the particular case with Z being given as in (Z1). Indeed, in [18] such a
problem was treated by a different approximation for which the same balance condition α + β > 1 (compare with (2.5)
and Remark 2.2(b)) was used. In the same spirit, cases A and C from [14] are covered by (2.4) or (2.5), respectively, when
applied to Z given as in (Z1). Finally, case B therein reads as α + αβ > 1 and hence implies our condition α + β > 1
when α ∈ (0,1).

Although it follows from Remark 2.2 that our result covers [8], the following example shows that Theorem 2.1 may
be applicable to cases which cannot be teated by [8, Theorem 1.1].

Example 2.3. Consider (1.1) with d ≥ 2 and suppose that the Lévy process Z has Lévy measure

ν(dz) = dz

|z|d+α
+ dz1

|z1|1+α̃
⊗

∏
k �=1

δ0(dzk), α, α̃ ∈ (0,2).

If α �= α̃, then condition (Hα) from [8] fails to hold. However, condition (A1) is satisfied with α1 = max{α, α̃} and
α2 = · · · = αd = α, while (2.3) holds for each γ > max{α, α̃} and each δ < min{α, α̃}.

Note that in the above example one may take any γ > αmax. The next example shows that this does not need to be the
case, i.e. the obligation to keep track of the parameters γ ∈ (0,2] and δ ∈ (0, γ ] that determine the moments of the Lévy
measure is not artificial.

Example 2.4. Consider (1.1) with d = 1 and suppose that the Lévy process Z is given by Z = Z0 + Z1 where Z0, Z1
are indepent Lévy processes with Lévy measures ν0, ν1 given by

ν0(dz) = dz

|z|1+α
, ν1(dz) =

∞∑
n=1

a−α̃
n δan(dz),
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where α, α̃ ∈ (0,2) are such that α < α̃, an = 2−cn
and c is an integer greater than 2/(2 − α̃). It is not difficult to see

that condition (A1) is satisfied for α1 = α. Since the law of Z1(t) is, for t > 0, not absolutely continuous with respect
to the Lebesgue measure (see [20] and [26, Exercise 29.12]), the particular choice of index α1 cannot be improved, i.e.
condition (A1) fails to hold for any choice of α1 > α. Moreover, it can be shown that (2.3) holds for each δ ∈ (0, α) and
each γ > α̃.

For the case where Z is given as in (Z2), the situation is slightly more complicated.

Remark 2.3. Let Z = (Z1, . . . ,Zd) be a Lévy process given by (Z2). Suppose that (A2) is satisfied. Then (2.3) holds for
any γ ∈ (αmax,2] and δ ∈ (0, αmin). Hence the assumptions of Theorem 2.1 are satisfied, provided:

(a) if αmax ∈ [1,2), it holds that

αmin + αmin

αmax

(
β ∧ αmin) > 1{b �=0},

αmin

αmax

(
1 + χ ∧

(
αmin

αmax

))
> 1.

(b) if αmax ∈ (0,1), it holds that

αmin

αmax + αminχ > 1, αmin + αmin

αmax (β ∧ χ) > 1.

Finally we consider the particular case

dX(t) = σ
(
X(t−)

)
dZ(t), t > 0 (2.7)

with Z being given as in (Z2). If σ is continuous, bounded, uniformly non-degenerate and α1 = · · · = αd , then exis-
tence and uniqueness in law were shown in [1]. If σ is Lipschitz continuous, bounded, uniformly non-degenerate and

α1, . . . , αd ∈ (0,2) satisfy αmin

αmax > 2
3 , then the corresponding heat kernel was constructed in [17] where it was also shown

that the corresponding Markov process is strong Feller. Our result complements [17] by providing Besov regularity for
the densities of any solution to (2.7) when σ is merely Hölder continuous and not necessarily uniformly non-degenerate.

The price we have to pay is that the conditions given below are more restrictive than their condition αmin

αmax > 2
3 .

Corollary 2.2. Let Z be given by (Z2). Suppose that σ is bounded and there exists χ ∈ (0,1) such that |σ(x) − σ(y)| ≤
C|x − y|χ for all x, y ∈R

d . Finally, suppose that

(a) if αmax ∈ [1,2), assume that αmin

αmax > 1

1+χ∧( αmin
αmax )

;

(b) if αmax ∈ (0,1), assume that αmin > 1
1+χ

.

Then Theorem 2.1 is applicable.

Proof. If αmax ∈ (0,1), then αmin > 1
1+χ

implies that αmin

αmax + αminχ > 1 and αmin + χ > 1 hold. �

Note that uniqueness for (2.7) when σ is Hölder continuous, bounded and uniformly non-degenerate still remains a
challenging open problem.

2.4. Diagonal case

If σ in (1.1) is diagonal, then each component Xk is only driven by one Lévy process Zk and hence one may expect that
previous conditions are too rough. Below we show that this is indeed the case, i.e., we study the system of stochastic
equations

dXk(t) = bk

(
X(t)

)
dt + σk

(
X(t−)

)
dZk(t), t ≥ 0, k ∈ {1, . . . , d}, (2.8)

where the driving Lévy noise Z, σ1, . . . , σd : Rd −→ R and the drift b satisfy:
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(A3) For each k ∈ {1, . . . , d} there exist γk ∈ (0,2] and δk ∈ (0, γk] such that∫
Rd

(
1{|z|≤1}|zk|γk + 1{|z|>1}|zk|δk

)
ν(dz) < ∞, k ∈ {1, . . . , d}. (2.9)

Moreover, b1, . . . , bd and σ1, . . . , σd are bounded and there exist β1, . . . , βd ∈ [0,1], χ1, . . . , χd ∈ (0,1) and C > 0
such that, for each k ∈ {1, . . . , d},∣∣̃bk(x) − b̃k(y)

∣∣ ≤ C|x − y|βk ,
∣∣σk(x) − σk(y)

∣∣ ≤ C|x − y|χk , x, y ∈ R
d,

where b̃k(x) = bk(x) − 1(0,1)(γk)σk(x)
∫
|z|≤1 zkν(dz).

Set γ max = max{γ1, . . . , γd}, δmin = min{δ1, . . . , δd}, χmin = min{χ1, . . . , χd} and βmin = min{β1, . . . , βd}. The follow-
ing is our second main result of this work.

Theorem 2.2. Let Z be a Lévy process with Lévy measure ν and characteristic exponent as in (1.2). Assume that Z

satisfies condition (A1) and (A3) and suppose that, for each k ∈ {1, . . . , d}, the following conditions are satisfied

(a) if γk ∈ [1,2], suppose that

αk

(
1 + βk ∧ δmin

γ max

)
> 1{bk �=0}, αk

(
1

γk

+ χk ∧ (δmin/γk)

γ max

)
> 1; (2.10)

(b) if γk ∈ (0,1), suppose that

αk

(
1 + βk

γ max

)
> 1, αk

(
1

γk

+ χk ∧ (δmin/γk)

max{1, γ max}
)

> 1, αmin + βmin > 1. (2.11)

Let (X(t))t≥0 satisfy (2.8) and denote by μt the law of X(t). Then there exists λ ∈ (0,1) and gt ∈ Bλ
1,∞(Rd), for t > 0,

such that |σ−1(x)|−1μt(dx) = gt (x) dx and (2.6) holds. In particular, μt has, for each t > 0, a density on

� = {
x ∈R

d | σk(x) �= 0, k ∈ {1, . . . , d}}.
A proof of this Theorem is given in Section 5. In contrast to the proof of Theorem 2.1, we estimate the convergence

rate κk of the small-time Euler approximations now for each component k ∈ {1, . . . , d} separately. The regularity result
is then deduced from the regularity of the law of Z(ε) for which we employ an anisotropic analogue of [8, Lemma 2.1]
(see Section 3). To summarize, conditions (2.10) and (2.11) read as αkκk > 1, for k ∈ {1, . . . , d}. We could have studied
this case also by directly applying [8, Lemma 2.1] instead of our anisotropic analogue given in Section 3. However,
corresponding results would require to replace αk by αmin, i.e., would reduce to αminκk > 1, for k ∈ {1, . . . , d}. The latter
condition is certainly not sufficient for some particular models, see the example given at the end of this section or [12] for
the anisotropic stable JCIR process.

Note that in condition (A3) one may always replace β1, . . . , βd by βmin, χ1, . . . , χd by χmin, γ1, . . . , γd by γ max and
δ1, . . . , δd by δmin. However, conditions (2.10) and (2.11) would become more restrictive in these cases. Hence, it is not
artificial to assume different Hölder regularity for different components and to keep track of the moments of the Lévy
measure ν in different directions.

We have the following analogue of Corollary 2.1.

Corollary 2.3. Let Z be a Lévy process with Lévy measure ν and characteristic exponent as in (1.2). Assume that
Z satisfies condition (A1) and condition (A3) holds for δ1 = · · · = δd = 0. Assume that conditions (a) and (b) from
Theorem 2.2 hold with δk = min{γ1, . . . , γd}. Let (X(t))t≥0 satisfy (2.8) and denote by μt the law of Xt . Then μt has, for
each t > 0, a density on

� = {
x ∈R

d | σk(x) �= 0, k ∈ {1, . . . , d}}.
If Z is given as in (Z2), we have the following.

Remark 2.4. Let Z = (Z1, . . . ,Zd) be a Lévy process given by (Z2). Suppose that (A3) is satisfied and σ is diagonal.
Then (2.9) is satisfied for γk ∈ (αk,2] and δk ∈ (0, αk). In particular, Theorem 2.2 is applicable, provided for each k ∈
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{1, . . . , d} with αk ∈ (0,1) one has

αmin + βmin > 1, αk + αk

αmax βk > 1.

Note that, for k ∈ {1, . . . , d} and αk ∈ [1,2), no additional restriction on the parameters have to be imposed.

Finally, let us consider the system of stochastic equations

dXk(t) = σk

(
X(t−)

)
dZk(t), t ≥ 0, k ∈ {1, . . . , d}, (2.12)

where Z is given by (Z2). If σ1, . . . , σd are continuous, bounded and σ = diag(σ1, . . . , σd) is uniformly non-degenerate,
then existence and uniqueness in law holds for (2.12), see [4]. Moreover, if in addition α1 = · · · = αd , then the corre-
sponding Markov process X(t) has a transition density for which also sharp two-sided estimates have been obtained in
[16]. Below we complement these results for the case where α1, . . . , αd ∈ (0,2) may be different.

Corollary 2.4. Let Z be given by (Z2) and suppose that σ1, . . . , σd are bounded, χ -Hölder continuous with χ ∈ (0,1)

and σ = diag(σ1, . . . , σd) is uniformly non-degenerate. If αmax ∈ (0,1) suppose, in addition, that

αmin + min{χ1, . . . , χd} > 1.

Then the corresponding transition probabilities Pt (x, dy) have a heat kernel pt (x, y) and R
d � x �−→ pt (x, ·) ∈ L1(Rd)

is continuous. In particular, the Markov process determined by (2.12) has the strong Feller property.

Proof. Since weak existence and uniqueness in law holds for (2.12) due to [4], the corresponding Markov process exists
and one may check that it has a Markov transition kernel Pt (x, dy). Using classical tightness arguments, it is not difficult
to show that the Markov process determined by (2.12) has the Feller property. Applying a variant of Theorem 2.2 to this
particular case (see also Remark 5.1) shows that Pt(x, dy) = pt(x, y)dy with ‖pt(x, ·)‖Bλ

1,∞
≤ C(1 ∧ t)−1/αmin

for each

x ∈ R
d and t > 0. Note that the constant C > 0 can be choosen to be independent of x. Arguing like in [12, Lemma 4.3]

(with the particular choice ρδ ≡ 1 therein) proves the assertion. �

Comparing our result with [17] we do not impose the condition αmin

αmax > 2
3 in order to prove the strong Feller property.

It would be interesting to obtain similar results to [16] and [17] for this case.

2.5. Structure of the work

This work is organized as follows. In Section 3 we introduce our main technical tool of this work. Section 4 is devoted to
the proof of Theorem 2.1, while Theorem 2.2 is proved in Section 5. Basic estimates on stochastic integrals with respect
to Lévy processes, technical details for the small-time Euler approximations used in the proofs of our main results and a
proof that Example 2.2 satisfies condition (A1) are given in the Appendix.

3. Main technical tool

3.1. Anisotropic Besov space

Anisotropic smoothness related to processes given as in (A1) will be measured by an anisotropic analogue of classical
Besov spaces as introduced below. We call a collection of numbers a = (a1, . . . , ad) an anisotropy if it satisfies

0 < a1, . . . , ad < ∞ and a1 + · · · + ad = d. (3.1)

Let a = (a1, . . . , ad) be an anisotropy and take λ > 0 with λ/ak ∈ (0,1) for all k ∈ {1, . . . , d}. The anisotropic Besov
space B

λ,a
1,∞(Rd) is defined as the Banach space of L1-functions f with finite norm

‖f ‖
B

λ,a
1,∞

:= ‖f ‖L1(Rd ) +
d∑

k=1

sup
h∈[−1,1]

|h|−λ/ak‖�hek
f ‖L1(Rd ), (3.2)
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where �hf (x) = f (x + h) − f (x), h ∈ R
d , and ek ∈ R

d denotes the canonical basis vector in the k-the direction (see
[7] and [29] for additional details and references). In the above definition, λ/ak describes the smoothness in the k-th
coordinate, its restriction to (0,1) is not essential. Without this restriction we should use iterated differences in (3.2)
instead (see [29, Theorem 5.8(ii)]). Note that, for a1 = · · · = ad = 1, we recover the classical Besov space in which case
we write B

λ,1
1,∞(Rd) = Bλ

1,∞(Rd). Moreover, one clearly has B
λ,a
1,∞(Rd) ⊂ Bλ′

1,∞(Rd) with λ′ = λ/max{a1, . . . , ad}.

3.2. Discrete integration by parts

Existence of a density for solutions to (1.1) is, in the isotropic case, essentially based on a discrete integration by parts
lemma formulated for the difference operator �h acting on the classical Hölder–Zygmund space (see [8, Lemma 2.1]).
Such density belongs, by construction, to an isotropic Besov space. In this work we use an anisotropic version of this
lemma which is designed for Lévy processes satisfying condition (A1).

The anisotropic Hölder–Zygmund space C
λ,a
b (Rd) is defined as the Banach space of functions φ with finite norm

‖φ‖
C

λ,a
b

= ‖φ‖∞ +
d∑

k=1

sup
h∈[−1,1]

|h|−λ/ak‖�hek
φ‖∞. (3.3)

The following is our main technical tool for the existence of a density.

Lemma 3.1. Let a = (a1, . . . , ad) be an anisotropy in the sense of (3.1) and λ,η > 0 be such that (λ+ η)/ak ∈ (0,1) for
all k = 1, . . . , d . Suppose that q is a finite measure over R

d and there exists A > 0 such that, for all φ ∈ C
η,a
b (Rd) and

all k = 1, . . . , d ,∣∣∣∣∫
Rd

(
φ(x + hek) − φ(x)

)
q(dx)

∣∣∣∣ ≤ A‖φ‖C
η,a
b

|h|(λ+η)/ak , ∀h ∈ [−1,1]. (3.4)

Then q(dx) has a density g with respect to the Lebesgue measure and

‖g‖
B

λ,a
1,∞

≤ μ
(
R

d
) + 3dA(2d)η/λ

(
1 + λ

η

)1+ η
λ

. (3.5)

Proof. Given an anisotropy a as above, define the corresponding anisotropic (maximum-)norm on R
d by |x|a =

max{|x1|1/a1 , . . . , |xd |1/ad }. We show the assertion in 3 steps.
Step 1. For r ∈ (0,1] let ϕr(x) = (2r)−d1{|x|a<r} = (2r)−d1{|x1|<ra1 } · · ·1{|xd |<rad }. Fix ψ ∈ L∞(Rd). Then for each j

and h ∈ [−1,1] we have∣∣(ψ ∗ ϕr)(x + hej ) − (ψ ∗ ϕr)(x)
∣∣ ≤ ‖ψ‖∞

∫
Rd

∣∣ϕr(x + hej − z) − ϕr(x − z)
∣∣dz

≤ ‖ψ‖∞
2raj

∫
R

|1{|xj +h−z|<r
aj } − 1{|xj −z|<r

aj }|dz

≤ 2 min

{
1,

|h|
raj

}
‖ψ‖∞ ≤ 2r−η|h|η/aj ‖ψ‖∞.

Since also ‖ψ ∗ ϕr‖∞ ≤ ‖ψ‖∞, we obtain ‖ψ ∗ ϕr‖C
η,a
b

≤ 3d‖ψ‖∞r−η and hence∣∣∣∣∫
Rd

ψ(x)
[
(q ∗ ϕr)(x + hej ) − (q ∗ ϕr)(x)

]
dx

∣∣∣∣ =
∣∣∣∣∫

Rd

[
(ψ ∗ ϕr)(z − hej ) − (ψ ∗ ϕr)(z)

]
q(dz)

∣∣∣∣
≤ A‖ψ ∗ ϕr‖C

η,a
b

|h|(η+λ)/aj

≤ 3dA‖ψ‖∞r−η|h|(η+λ)/aj .

By duality this implies that for all j = 1, . . . , d and h ∈ [−1,1],∫
Rd

∣∣(q ∗ ϕr)(x + hej ) − (q ∗ ϕr)(x)
∣∣dx ≤ 3dAr−η|h|(η+λ)/aj . (3.6)
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Step 2. Let us first suppose that q has a density g ∈ C1(Rd) with ∇g ∈ L1(Rd). Then we obtain, for any h ∈ R
d with

|h|a ≤ 1,∫
Rd

∣∣g(x + h) − g(x)
∣∣dx ≤

d∑
k=1

∫
Rd

∣∣g(x + hkek) − g(x)
∣∣dx

≤
d∑

k=1

∫
Rd

∣∣(g ∗ ϕr)(x + hkek) − (g ∗ ϕr)(x)
∣∣dx + 2d

∫
Rd

∣∣(g ∗ ϕr)(x) − g(x)
∣∣dx

≤ 3dAr−η
d∑

k=1

|hk|(η+λ)/ak + 2d

(2r)d

∫
Rd

∫
Rd

∣∣g(y) − g(x)
∣∣1{|x−y|a<r} dy dx

≤ 3d2Ar−η|h|η+λ
a + 2d

(2r)d

∫
{|u|a<r}

∫
Rd

∣∣g(x + u) − g(x)
∣∣dx du,

where we have used (3.6). For t ∈ (0,1], set It := sup|h|a=t

∫
Rd |g(x + h) − g(x)|dx and St := sups∈(0,t] s−λIs . Then,

using
∫
Rd |u|λa1{|u|a<r} du ≤ (2r)drλ and S|u|a ≤ S1 for |u|a ≤ 1, we obtain

t−λIt ≤ 3d2A

(
t

r

)η

+ 2d

(2r)d
t−λ

∫
Rd

|u|λa1{|u|a<r}S|u|a du

≤ 3d2A

(
t

r

)η

+ 2d

(
r

t

)λ

S1.

Letting r = εt with 0 < ελ < (2d)−1 and then taking the supremum over t ∈ (0,1] on both sides yield S1 ≤ 3d2Aε−η +
2dελS1 and hence S1 ≤ 3d2A

1−2dελ
1
εη . A simple extreme value analysis shows that the right-hand side of the last inequality

attains its minimum for ελ = η
λ+η

1
2d

, which gives

sup
|h|a≤1

|h|−λ
a

∫
Rd

∣∣g(x + h) − g(x)
∣∣dx = S1 ≤ 3d2A(2d)η/λ

(
1 + λ

η

)1+ η
λ

.

Step 3. For the general case let qn = q ∗ Gn, where Gn(x) = ndG(nx) and 0 ≤ G ∈ C∞
c (Rd) satisfies ‖G‖L1(Rd ) = 1

with support in {x ∈ R
d ||x| ≤ 1}. Then qn has a density gn ∈ C1(Rd) with ∇gn ∈ L1(Rd). Moreover, for any φ ∈

C
η,a
b (Rd) and h ∈ [−1,1],∣∣∣∣∫

Rd

(
φ(x + hej ) − φ(x)

)
qn(dx)

∣∣∣∣ =
∣∣∣∣∫

Rd

[
(φ ∗ Gn)(x + hej ) − (φ ∗ Gn)(x)

]
q(dx)

∣∣∣∣
≤ A‖φ ∗ Gn‖C

η,a
b

|h|(λ+η)/aj ≤ A‖φ‖C
η,a
b

|h|(λ+η)/aj .

Applying step 2 for gn gives

‖gn‖B
λ,a
1,∞

≤ q
(
R

d
) + 1

d
sup

|h|a≤1
|h|−λ

a

∫
Rd

∣∣gn(x + h) − gn(x)
∣∣dx

≤ q
(
R

d
) + 3dA(2d)η/λ

(
1 + λ

η

)1+ η
λ

. (3.7)

The particular choice of Gn implies that gn is also tight, i.e.

sup
n∈N

∫
|x|≥R

gn(x) dx −→ 0, R → ∞.

Hence we may apply the Kolmogorov-Riesz compactness criterion for L1(Rd) to conclude that (gn)n∈N is relatively
compact in L1(Rd). Let g ∈ L1(Rd) be the limit of a subsequence of (gn)n∈N. Since also gn(x) dx −→ q(dx) weakly as
n → ∞, we conclude that q(dx) = g(x)dx. The estimate (3.5) is now a consequence of (3.7) and the Lemma of Fatou. �
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Note that the restriction (λ + η)/ak ∈ (0,1), k = 1, . . . , d , in the above lemma is not essential since we may always
replace λ,η > 0 by some smaller values which satisfy this condition and (3.4).

4. Proof of Theorem 2.1

4.1. Small-time Euler approximation

Below we provide a small-time Euler approximation of processes X obtained from (1.1). Their proofs follow essentially
the arguments given in [8, Lemma 3.1] (for γ ∈ [1,2]) and [8, Lemma 3.2] (for γ ∈ (0,1)), where we use instead of [8,
Lemma 5.2] now Lemma A.1. Hence we omit the proofs of the statements given below. We start with the case γ ∈ [1,2]
and define κ = κ(γ, δ,β,χ) by

κ =
{

min{1 + β∧δ
γ

, 1
γ

+ χ∧(δ/γ )
γ

}, b �= 0,

1
γ

+ χ∧(δ/γ )
γ

, b = 0.
(4.1)

Then we can prove that the following proposition.

Proposition 4.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.3)
holds with γ ∈ [1,2] and condition (A2) is satisfied. Let X be given as in (1.1). Then

(a) For each η ∈ (0, δ] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣X(t) − X(s)

∣∣η] ≤ C(t − s)η/γ , 0 ≤ s ≤ t ≤ s + 1.

(b) For each η ∈ (0,1 ∧ δ] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣X(t) − Xε(t)

∣∣η] ≤ Cεηκ, t > 0, ε ∈ (0,1 ∧ t),

where Xε(t) is defined by

Xε(t) = Uε(t) + σ
(
X(t − ε)

)(
Z(t) − Z(t − ε)

)
, Uε(t) = X(t − ε) + b

(
X(t − ε)

)
ε.

The next statement treats the case γ ∈ (0,1) for which we let κ = κ(γ, δ,β,χ) be given by

κ = min

{
1 + β

γ
,

1

γ
+ χ,

1

1 − β

}
. (4.2)

Then we can prove the following.

Proposition 4.2. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.3)
holds for γ ∈ (0,1) and condition (A2) is satisfied. Let X be as in (1.1). Then

(a) For each η ∈ (0, δ] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣X(t) − X(s)

∣∣η] ≤ C(t − s)η, 0 ≤ s ≤ t ≤ s + 1.

Moreover, if η ∈ (0,1), then

E
[∣∣X(t) − X(s)

∣∣η ∧ 1
] ≤ C(t − s)η, 0 ≤ s ≤ t ≤ s + 1.

(b) For each t > 0 and ε ∈ (0,1 ∧ t) there exists an Ft−ε-measurable random variable Uε(t) such that, setting Xε(t) =
Uε(t) + σ(X(t − ε))(Z(t) − Z(t − ε)), for any η ∈ (0, δ] there exists a constant C = C(η,b,σ,Z) > 0 with

E
[∣∣X(t) − Xε(t)

∣∣η] ≤ Cεηκ, t > 0, ε ∈ (0,1 ∧ t).

Let us stress that the constant C is independent of the particular choice of solution X as well as the parameter ε.
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4.2. Concluding the proof of Theorem 2.1

Below we use the isotropic Hölder–Zygmund space defined in (3.3) with a1 = · · · = ad = 1. To simpify the notation we
let C

η,1
b (Rd) = C

η
b (Rd). Recall that κ is defined by (4.1) or (4.2), respectively. Based on the previous approximation we

prove the following.

Proposition 4.3. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.3),
(A1) and (A2) are satisfied. Let X be as in (1.1) and let η ∈ (0,1 ∧ δ). Then there exists a constant C = C(η,b,σ,Z) > 0
and ε0 ∈ (0,1 ∧ t) such that, for any ε ∈ (0, ε0), |h| ≤ 1 and φ ∈ C

η
b (Rd),∣∣E[∣∣σ−1(X(t)

)∣∣−1
�hφ

(
X(t)

)]∣∣ ≤ C‖φ‖C
η
b

(|h|ηε χ∧δ
max{1,γ } + |h|ε−1/αmin + εηκ

)
.

Moreover, the constant C is independent of the particular choice of solution X and of ε.

Proof. For ε ∈ (0,1 ∧ t) let Xε(t) be the approximation from Proposition 4.1 or Proposition 4.2, respectively. Then
|E[|σ−1(X(t))|−1�hφ(X(t))]| ≤ R1 + R2 + R3 where

R1 = ∣∣E[
�hφ

(
X(t)

)(∣∣σ−1(X(t)
)∣∣−1 − ∣∣σ−1(X(t − ε)

)∣∣−1)]∣∣,
R2 = E

[∣∣�hφ
(
X(t)

) − �hφ
(
Xε(t)

)∣∣∣∣σ−1(X(t − ε)
)∣∣−1]

,

R3 = ∣∣E[∣∣σ−1(X(t − ε)
)∣∣−1

�hφ
(
Xε(t)

)]∣∣.
For the first term we use (2.2) to get ||σ−1(x)|−1 − |σ−1(y)|−1| ≤ |σ(x) − σ(y)| ≤ C|x − y|χ∧δ and then Proposi-
tion 4.1(a) or Propostion 4.2(a), respectively, to obtain

R1 ≤ ‖φ‖C
η
b
|h|ηE[∣∣X(t) − X(t − ε)

∣∣χ∧δ|] ≤ C‖φ‖C
η
b
|h|ηε χ∧δ

max{1,γ } .

For R2 we use again (2.2), i.e. |σ−1(x)|−1 ≤ |σ(x)| ≤ C, to obtain

R2 ≤ C‖φ‖C
η
b
E

[∣∣σ−1(X(t − ε)
)∣∣−1∣∣X(t) − Xε(t)

∣∣η] ≤ C‖φ‖C
η
b
εηκ ,

where in the second inequality we have used η ∈ (0,1 ∧ δ) so that Proposition 4.1(b) or Proposition 4.2(b) is applicable.
Let us turn to R3. Let ft be the density given by (A1) and write Xε(t) = Uε(t) + σ(X(t − ε))(Z(t) − Z(t − ε)), where
Uε(t) is either given by Proposition 4.1(b) or Proposition 4.2(b), respectively. Then we obtain

R3 =
∣∣∣∣E[∫

Rd

∣∣σ−1(X(t − ε)
)∣∣−1

(�hφ)
(
Uε(t) + σ

(
X(t − ε)

)
z
)
fε(z) dz

]∣∣∣∣
=

∣∣∣∣E[∫
Rd

∣∣σ−1(X(t − ε)
)∣∣−1

φ
(
Uε(t) + σ

(
X(t − ε)

)
z
)
(�−σ−1(X(t−ε))hfε)(z) dz

]∣∣∣∣
≤ ‖φ‖∞E

[∣∣σ−1(X(t − ε)
)∣∣−1

∫
Rd

∣∣(�−σ−1(X(t−ε))hfε)(z)
∣∣dz

]
≤ C‖φ‖C

η
b
|h|ε−1/αmin

E
[∣∣σ−1(X(t − ε)

)∣∣−1∣∣σ−1(X(t − ε)
)∣∣]

≤ C‖φ‖C
η
b
|h|ε−1/αmin

,

where we have used (2.1), i.e.∫
Rd

∣∣fε(z + w) − fε(z)
∣∣dz ≤

d∑
i=1

∫
Rd

∣∣fε(z + wiei) − fε(z)
∣∣dz ≤ C

d∑
i=1

ε−1/αi ≤ Cε−1/αmin
,

for ε ∈ (0, ε0), ε0 ∈ (0,1) small enough, w = −σ−1(X(t − ε))h and,

E
[∣∣σ−1(X(t − ε)

)∣∣−1∣∣σ−1(X(t − ε)
)∣∣] ≤ 1. (4.3)

Summing up the estimates for R0, R1, R2, R3 yields the assertion. �
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Below we provide the proof of Theorem 2.1.

Proof of Theorem 2.1. Fix t > 0. It suffices to show that Lemma 3.1 is applicable to the finite measure

qt (dx) = ∣∣σ−1(x)
∣∣−1

μt(dx), (4.4)

where μt(dx) denotes the law of X(t). Using (2.4) or (2.5), respectively, we obtain καmin > 1. Choose c > 0 and η ∈
(0,1 ∧ δ) such that 1

κ
< c < αmin(1 − η) and define

λ =
{
c

χ ∧ δ

max{1, γ } ,1 − η − c

αmin
, η(cκ − 1)

}
> 0.

Let φ ∈ C
η
b (Rd). By Proposition 4.3 we obtain, for |h| ≤ 1 and ε = |h|c(1 ∧ t)ε0,∫

Rd

�hφ(x)qt (dx) = ∣∣E[∣∣σ−1(X(t)
)∣∣−1

�hφ
(
X(t)

)]∣∣
≤ C‖φ‖C

η
b

(|h|ηε χ∧δ
max{1,γ } + |h|ε−1/αmin + εηκ

)
≤

C‖φ‖C
η
b

(1 ∧ t)1/αmin

(|h|η+c
χ∧δ

max{1,γ } + |h|1−c/αmin + |h|cηκ
)

≤
C‖φ‖C

η
b

(1 ∧ t)1/αmin |h|(η+λ).

This shows that Lemma 3.1 is applicable for a1 = · · · = ad , i.e. Theorem 2.1 is proved. �

5. Proof of Theorem 2.2

5.1. Small time Euler approximation

Recall that γ max = max{γ1, . . . , γd}, δmin = min{δ1, . . . , δd}, χmin = min{χ1, . . . , χd} and βmin = min{β1, . . . , βd}. Fix
i ∈ {1, . . . , d}. If γi ∈ [1,2] define

κi =
⎧⎨⎩min{1 + βi∧δmin

γ max , 1
γi

+ χi∧(δmin/γi )
γ max }, bi �= 0,

1
γi

+ χi∧(δmin/γi )
γ max , bi = 0,

while for γi ∈ (0,1) define

κi = min

{
1 + βi

γ max ,
1

γi

+ χi ∧ (δmin/γi)

max{1, γ max} ,
1

1 − βmin

}
.

We start with the case where γi ∈ [1,2] and provide a refined version of Proposition 4.1.

Proposition 5.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.9) and
(A3) are satisfied. Let i ∈ {1, . . . , d} be such that γi ∈ [1,2], and let X be given as in (2.8). Then

(a) For each η ∈ (0, δi] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣Xi(t) − Xi(s)

∣∣η] ≤ C(t − s)η/γi , 0 ≤ s ≤ t ≤ s + 1.

(b) For each η ∈ (0,1 ∧ δi] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣Xi(t) − Xε

i (t)
∣∣η] ≤ Cεηκi , t > 0, ε ∈ (0,1 ∧ t),

where Xε
i (t) is defined by

Xε
i (t) = Uε

i (t) + σi

(
X(t − ε)

)(
Zi(t) − Zi(t − ε)

)
, Uε

i (t) = Xi(t − ε) + bi

(
X(t − ε)

)
ε.
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A proof of this statement is given in the Appendix. Below we provide a similar statement for the case γi ∈ (0,1).

Proposition 5.2. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.9) and
(A3) are satisfied. Let i ∈ {1, . . . , d} be such that γi ∈ (0,1) and let X be as in (2.8). Then

(a) For each η ∈ (0, δi] there exists a constant C = C(η,b,σ,Z) > 0 such that

E
[∣∣Xi(t) − Xi(s)

∣∣η] ≤ C(t − s)η, 0 ≤ s ≤ t ≤ s + 1.

Moreover, if η ∈ (0,1), then

E
[∣∣Xi(t) − Xi(s)

∣∣η ∧ 1
] ≤ C(t − s)η, 0 ≤ s ≤ t ≤ s + 1.

(b) For each t > 0 and ε ∈ (0,1 ∧ t) there exists a Ft−ε-measurable random variable Uε
i (t) such that, setting Xε

i (t) =
Uε

i (t) + σi(X(t − ε))(Zi(t) − Zi(t − ε)), for any η ∈ (0, δi] there exists a constant C = C(η,b,σ,Z) > 0 with

E
[∣∣Xi(t) − Xε

i (t)
∣∣η] ≤ Cεηκi , t > 0, ε ∈ (0,1 ∧ t).

A proof of this statement is given in the Appendix. Let us mention that the constant C is independent of the particular
choice of solution X and of ε.

5.2. Concluding the proof of Theorem 2.2

For α1, . . . , αd given as in condition (A1), we define an anisotropy (a1, . . . , ad) and mean order of smoothness α > 0 by

1

α
= 1

d

(
1

α1
+ · · · + 1

αd

)
, ai = α

αi

, i = 1, . . . , d. (5.1)

As in the proof of Theorem 2.1, we proceed to prove a refined version of Proposition 4.3.

Proposition 5.3. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that (2.9),
(A1) and (A3) are satisfied. Let X be as in (2.8), take an anisotropy a = (ai)i∈{1,...,d} and η ∈ (0,1) with

η

aj

≤ 1 ∧ δmin, j ∈ {1, . . . , d}. (5.2)

Then there exists a constant C = C(η,b,σ,Z) > 0 and ε0 ∈ (0,1 ∧ t) such that, for any ε ∈ (0, ε0), h ∈ [−1,1], φ ∈
C

η,a
b (Rd) and i ∈ {1, . . . , d},

∣∣E[∣∣σ−1(X(t)
)∣∣−1

�hei
φ
(
X(t)

)]∣∣ ≤ C‖φ‖C
η,a
b

(
|h|η/ai ε

χmin∧δmin

max{1,γ max} + |h|ε−1/αi + max
j∈{1,...,d}

εηκj /aj

)
.

Moreover the constant C is independent of the particular choice of solution X and of ε.

Proof. For ε ∈ (0,1 ∧ t) let Xε(t) be the approximation from Proposition 5.1 or Proposition 5.2, respectively. Then
|E[|σ−1(X(t))|−1�hei

φ(X(t))]| ≤ R1 + R2 + R3 where

R1 = ∣∣E[
�hei

φ
(
X(t)

)(∣∣σ (
X(t)

)∣∣−1 − ∣∣σ−1(X(t − ε)
)∣∣−1)]∣∣,

R2 = E
[∣∣�hei

φ
(
X(t)

) − �hei
φ
(
Xε(t)

)∣∣∣∣σ−1(X(t − ε)
)∣∣−1]

,

R3 = ∣∣E[∣∣σ−1(X(t − ε)
)∣∣−1

�hei
φ
(
Xε(t)

)]∣∣.
For the first term we use (2.2) to get ||σ−1(x)|−1 − |σ−1(y)|−1| ≤ |σ(x) − σ(y)| ≤ C|x − y|χmin∧δmin

and then Proposi-
tion 5.1(a) or Propostion 5.2(a), respectively, to obtain

R1 ≤ ‖φ‖C
η,a
b

|h|η/aiE
[∣∣X(t) − X(t − ε)

∣∣χmin∧δmin |] ≤ C‖φ‖C
η,a
b

|h|η/ai ε
χmin∧δmin

max{1,γ max} .
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For R2 we use again (2.2), i.e. |σ−1(x)|−1 ≤ |σ(x)| ≤ C, to obtain

R2 ≤ C‖φ‖C
η,a
b

max
j∈{1,...,d}

E
[∣∣σ−1(X(t − ε)

)∣∣−1∣∣Xj(t) − Xε
j (t)

∣∣η/aj
] ≤ C‖φ‖C

η,a
b

max
j∈{1,...,d}

εηκj /aj ,

where in the last inequality we have used (5.2) so that Proposition 5.1(b) or Proposition 5.2(b) is applicable. Let us turn to
R3. Let ft be the density given by (A1) and write Xε(t) = Uε(t) + σ(X(t − ε))(Z(t) − Z(t − ε)), where Uε(t) is either
given by Proposition 5.1(b) or Proposition 5.2(b), respectively. Then we obtain

R3 =
∣∣∣∣E[∫

Rd

∣∣σ−1(X(t − ε)
)∣∣−1

φ
(
Uε(t) + σ

(
X(t − ε)

)
z
)
(�−hσ−1(X(t−ε))ei

fε)(z) dz

]∣∣∣∣
≤ ‖φ‖∞E

[∣∣σ−1(X(t − ε)
)∣∣−1

∫
Rd

∣∣(�−hσ−1(X(t−ε))ei
fε)(z)

∣∣dz

]
≤ C‖φ‖C

η,a
b

|h|ε−1/αiE
[∣∣σ−1(X(t − ε)

)∣∣−1∣∣σ−1(X(t − ε)
)
ei

∣∣]
≤ C‖φ‖C

η,a
b

|h|ε−1/αi ,

where we have used (2.1) for ε ∈ (0, ε0), ε0 ∈ (0,1) small enough and (4.3). Summing up the estimates for R0, R1, R2,
R3 yields the assertion. �

Finally we give the proof of Theorem 2.2.

Proof of Theorem 2.2. Fix t > 0. It suffices to show that Lemma 3.1 is applicable to the finite measure qt given by (4.4).
For this purpose we use a refinement of the arguments given in in the proof of Theorem 2.1 applied to the anisotropy
a = (a1, . . . , ad) and mean order of smoothness defined in (5.1). Using (2.10) or (2.11), respectively, we obtain κjαj > 1
and hence κj /aj > 1/α for all j ∈ {1, . . . , d}. This implies

aj

κj

1

ai

<
α

ai

= αi, i, j ∈ {1, . . . , d}.

Hence we find η ∈ (0,1) and c1, . . . , cd > 0 such that, for all i, j ∈ {1, . . . , d},

0 <
η

ai

< 1 ∧ δmin,
aj

κj

1

ai

< ci < αi

(
1 − η

ai

)
.

Define

λ = min
i,j∈{1,...,d}

{
ci

χmin ∧ δmin

max{1, γ max}ai, ai − η − aici

αi

, η

(
ciai

κj

aj

− 1

)}
> 0.

Let φ ∈ C
η,a
b (Rd). By Proposition 4.3 we obtain, for h ∈ [−1,1], ε = |h|ci (1 ∧ t)ε0 and i ∈ {1, . . . , d},∣∣E[∣∣σ−1(X(t)

)∣∣−1
�hei

φ
(
X(t)

)]∣∣
≤ C‖φ‖C

η,a
b

(
|h|η/ai ε

χmin∧δmin

max{1,γ max} + |h|ε−1/αi + max
j∈{1,...,d}

εηκj /aj

)
≤

C‖φ‖C
η,a
b

(1 ∧ t)1/αi

(
|h|η/ai+ci

χmin∧δmin

max{1,γ max} + |h|1−ci/αi + max
j∈{1,...,d}

|h|ciηκj /aj

)
≤

C‖φ‖C
η,a
b

(1 ∧ t)1/αi
|h|(η+λ)/ai .

This shows that Lemma 3.1 is applicable. �

By inspection of the proof we obtained the following simple observation.
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Remark 5.1. Suppose that, in addition to the conditions of Theorem 2.2, σ = diag(σ1, . . . , σd) is uniformly non-
degenerate. Then above arguments can also be applied to the measure qt (dx) = μt(dx). In this case one needs to adapt
the proof of Proposition 5.3 by showing that∣∣E[

�hei
φ
(
X(t)

)]∣∣ ≤ C‖φ‖C
η,a
b

(
|h|ε−1/αi + max

j∈{1,...,d}
εηκj /aj

)
.

Appendix A: Small time estimates on stochastic integrals with respect to Lévy processes

Below we state some useful estimates on stochastic integrals with respect to Lévy processes. Similar results were obtained
in [8, Lemma 5.2].

Lemma A.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent given by (1.2). Suppose that there
exist γ ∈ (0,2] and δ ∈ (0, γ ] such that∫

Rd

(
1{|z|≤1}|z|γ + 1{|z|>1}|z|δ

)
ν(dz) < ∞.

Then the following assertions hold.

(a) Let 0 < η ≤ δ ≤ γ and 1 ≤ γ ≤ 2. Then there exists a constant C > 0 such that, for any predictable process H(u)

and 0 ≤ s ≤ t ≤ s + 1,

E

[∣∣∣∣∫ t

s

H(u)dZ(u)

∣∣∣∣η] ≤ C(t − s)η/γ sup
u∈[s,t]

(
E

[∣∣H(u)
∣∣γ ])η/γ

.

(b) Let 0 < η ≤ δ ≤ γ < 1 and define Y(t) := Z(t) + t
∫
|z|≤1 zν(dz). Then there exists a constant C > 0 such that, for

any predictable process H(u) and 0 ≤ s ≤ t ≤ s + 1,

E

[∣∣∣∣∫ t

s

H(u)dY (u)

∣∣∣∣η] ≤ C(t − s)η/γ sup
u∈[s,t]

(
E

[∣∣H(u)
∣∣γ ])η/γ

.

Moreover, setting �Y(u) = limr↗u(Y (u) − Y(r)) and �Y(0) = 0, we obtain

E

[( ∑
u∈[s,t]

∣∣�Y(u)
∣∣)η]

≤ C(t − s)η/γ .

Proof. (a) Let N(du,dz) be a Poisson random measure with compensator N̂(du, dz) = dum(dz) such that

Z(t) =
∫ t

0

∫
|z|≤1

zÑ(du, dz) +
∫ t

0

∫
|z|>1

zN(du,dz),

where Ñ(du, dz) = N(du,dz) − N̂(du, dz) denotes the corresponding compensated Poisson random measure. Then

E

[∣∣∣∣∫ t

s

H(u)dZ(u)

∣∣∣∣η] ≤ CE

[∣∣∣∣∫ t

s

∫
|z|≤1

H(u)zÑ(du, dz)

∣∣∣∣η] + CE

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zN(du,dz)

∣∣∣∣η].

If η ≥ 1, then by the BDG-inequality, sub-additivity of x �−→ x
γ
2 and Hölder inequality we obtain

E

[∣∣∣∣∫ t

s

∫
|z|≤1

H(u)zÑ(du, dz)

∣∣∣∣η] ≤ CE

[∣∣∣∣∫ t

s

∫
|z|≤1

∣∣H(u)z
∣∣2

N(du,dz)

∣∣∣∣η/2]

≤ CE

[∣∣∣∣∫ t

s

∫
|z|≤1

∣∣H(u)z
∣∣γ N(du, dz)

∣∣∣∣η/γ ]



266 M. Friesen, P. Jin and B. Rüdiger

≤ C

(
E

[∫ t

s

∫
|z|≤1

∣∣H(u)z
∣∣γ duν(dz)

])η/γ

≤ C(t − s)
η
γ

(∫
|z|≤1

|z|γ ν(dz)

)η/γ

sup
u∈[s,t]

(
E

[∣∣H(u)
∣∣γ ])η/γ

.

If 0 < η ≤ 1 ≤ γ ≤ 2, then the Hölder inequality and previous estimates imply

E

[∣∣∣∣∫ t

s

∫
|z|≤1

H(u)zÑ(du, dz)

∣∣∣∣η] ≤
(
E

[∣∣∣∣∫ t

s

∫
|z|≤1

H(u)zÑ(du, dz)

∣∣∣∣])η

≤ C(t − s)
η
γ sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣γ ])η/γ

.

Let us turn to the integral involving the big jumps. If δ ∈ (0,1], then by sub-additivity of x �−→ xδ and Hölder inequality
we get

E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zN(du,dz)

∣∣∣∣η] ≤ E

[∣∣∣∣∫ t

s

∫
|z|>1

∣∣H(u)z
∣∣δN(du, dz)

∣∣∣∣η/δ]

≤
(
E

[∫ t

s

∫
|z|>1

∣∣H(u)z
∣∣δ duν(dz)

])η/δ

≤ (t − s)
η
δ sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣δ])η/δ

.

If δ ∈ (1, γ ], then

E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zN(du,dz)

∣∣∣∣η] ≤ CE

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zÑ(du, dz)

∣∣∣∣η] + CE

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)z duν(dz)

∣∣∣∣η].

The stochastic integral can be estimated similarly as before, which gives

E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zÑ(du, dz)

∣∣∣∣η] ≤ C(t − s)η/δ sup
u∈[s,t]

(
E

[∣∣H(u)
∣∣δ])η/δ

.

The second integral can be estimated by

E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)z duν(dz)

∣∣∣∣η] ≤
(
E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)z duν(dz)

∣∣∣∣δ])η/δ

≤ (t − s)η sup
u∈[s,t]

(
E

[∣∣H(u)
∣∣δ])η/δ

.

Collecting all estimates and using t − s ≤ 1, so that (t − s)η/δ ≤ (t − s)η/γ and (t − s)η ≤ (t − s)η/γ , gives

E

[∣∣∣∣∫ t

s

H(u)dZ(u)

∣∣∣∣η] ≤ C(t − s)
η
γ

(
sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣γ ])η/γ + sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣δ])η/δ

)
.

Applying Hölder inequality with p = γ /δ and q = γ /(γ − δ) gives the assertion.
(b) Consider the decomposition

Z(t) =
∫ t

0

∫
|z|≤1

zN(du,dz) +
∫ t

0

∫
|z|>1

zN(du,dz) − (t − s)A,

where A = ∫
|z|≤1 zν(dz). Then we obtain

E

[∣∣∣∣∫ t

s

H(u)dZ(u)

∣∣∣∣η] ≤ E

[∣∣∣∣∫ t

s

∫
|z|≤1

H(u)zN(du,dz)

∣∣∣∣η] +E

[∣∣∣∣∫ t

s

∫
|z|>1

H(u)zN(du,dz)

∣∣∣∣η]
+E

[∣∣∣∣∫ t

s

H(u)Adu

∣∣∣∣η]
≤ C(t − s)η/γ sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣γ ])η/γ + C(t − s)η/δ sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣δ])η/δ



Existence of densities for stochastic differential equations driven by Lévy processes with anisotropic jumps 267

+ C(t − s)η sup
u∈[s,t]

E
[∣∣H(u)

∣∣η]
≤ C(t − s)η/γ sup

u∈[s,t]
(
E

[∣∣H(u)
∣∣γ ])η/γ

,

where we have used the same estimates as in part (a). �

Appendix B: Proof of Proposition 5.1

Proof. (a) Write

E
[∣∣Xi(t) − Xi(s)

∣∣η] ≤ CE

[∣∣∣∣∫ t

s

bi

(
X(u)

)
du

∣∣∣∣η] + CE

[∣∣∣∣∫ t

s

σi

(
X(u)

)
dZi(u)

∣∣∣∣η] =: R1 + R2.

Using the boundedness of bi and η ≤ γi yields for the first term R1 ≤ C(t − s)η ≤ C(t − s)η/γi . For the second term we
apply Lemma A.1(a) and the boundedness of σi to obtain

R2 ≤ C(t − s)η/γi sup
u∈[s,t]

E
[∣∣σi

(
X(u)

)∣∣γi
]η/γi ≤ C(t − s)η/γi .

This proves the assertion.
(b) Write E[|Xi(t) − Xε

i (t)|η] ≤ R1 + R2, where

R1 = E

[∣∣∣∣∫ t

t−ε

(
bi

(
X(u)

) − bi

(
X(t − ε)

))
du

∣∣∣∣η],

R2 = E

[∣∣∣∣∫ t

t−ε

(
σi

(
X(t−)

) − σi

(
X(t − ε)

))
dZi(u)

∣∣∣∣η].

For the first term we use |bi(x) − bi(y)| ≤ C|x − y|βi∧δmin
and part (a) to obtain

R1 ≤ E

[∫ t

t−ε

∣∣bi

(
X(u)

) − bi

(
X(t − ε)

)∣∣du

]η

≤ Cεη sup
u∈[t−ε,t]

(
E

[∣∣X(u) − X(t − ε)
∣∣βi∧δmin])η

≤ Cεη
d∑

j=1

sup
u∈[t−ε,t]

(
E

[∣∣Xj(u) − Xj(t − ε)
∣∣βi∧δmin])η ≤ Cε

η+ η(βi∧δmin)

γ max .

For the second term we use Lemma A.1(a), |σi(x) − σi(y)| ≤ C|x − y|χi∧(δmin/γi ) and then part (a) to obtain

R2 ≤ Cεη/γi sup
u∈[t−ε,t]

(
E

[∣∣σi

(
X(u)

) − σi

(
X(t − ε)

)∣∣γi
])η/γi

≤ Cεη/γi sup
u∈[t−ε,t]

(
E

[∣∣X(u) − X(t − ε)
∣∣γi (χi∧(δmin/γi ))

])η/γi

≤ Cεη/γi

d∑
j=1

sup
u∈[t−ε,t]

(
E

[∣∣Xj(u) − Xj(t − ε)
∣∣γi (χi∧(δmin/γi ))

])η/γi ≤ Cε
η
γi

+ η

γ max χi∧(δmin/γi )
.

This proves the assertion. �
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Appendix C: Proof of Proposition 5.2

Proof. (a) This can be shown exactly in the same way as Proposition 5.1(a).
(b) Define Yi(t) = Zi(t) − t

∫
Rd 1{|z|≤1}ziν(dz) and

b̃j (x) =
{

bj (x), γj ∈ [1,2],
bj (x) − σj (x)

∫
Rd 1{|z|≤1}zj ν(dz), γj ∈ (0,1),

j ∈ {1, . . . , d}.

Set τ = ε1/(1−βmin) and define, for s ∈ [t − ε, t], sτ = t − ε + τ�(s − (t − ε))/τ�. Let Wε be the solution to

Wε(u) = X(t − ε) +
∫ u

t−ε

b̃
(
Wε(sτ )

)
ds, u ∈ [t − ε, t].

Then Wε(t) is well-defined and Ft−ε-measurable, because it is a deterministic continuous function of X(t − ε). Define

Xε
i (t) = Uε

i (t) + σi

(
X(t − ε)

)(
Zi(t) − Zi(t − ε)

)
,

Uε
i (t) = Wε

i (t) + εσi

(
X(t − ε)

)∫
Rd

1{|z|≤1}ziν(dz).
(C.1)

It remains to prove the desired estimate. Thus write

Xε
i (t) = Xi(t − ε) +

∫ t

t−ε

b̃i

(
Wε(s)

)
ds +

∫ t

t−ε

σi

(
X(t − ε)

)
dYi(s) +

∫ t

t−ε

(̃
bi

(
Wε(sτ )

) − b̃i

(
Wε(s)

))
ds,

so that E[|Xi(t) − Xε
i (t)|η] ≤ E[Iη

ε ] +E[J η
ε ] +E[J η

ε ] with

Iε =
∫ t

t−ε

∣∣̃bi

(
X(s)

) − b̃i

(
Wε(s)

)∣∣ds,

Jε =
∣∣∣∣∫ t

t−ε

(
σi

(
X(s−)

) − σi

(
X(t − ε)

))
dYi(s)

∣∣∣∣,
Kε =

∫ t

t−ε

∣∣̃bi

(
Wε(sτ )

) − b̃i

(
Wε(s)

)∣∣ds.

For the second term we apply Lemma A.1(b), the χi ∧ (δmin/γi)-Hölder continuity of σ and part (a), to obtain

E
[
J η

ε

] ≤ Cεη/γi sup
s∈[t−ε,t]

(
E

[∣∣σi

(
X(s)

) − σi

(
X(t − ε)

)∣∣γi
])η/γi

≤ Cεη/γi sup
s∈[t−ε,t]

(
E

[∣∣X(s) − X(t − ε)
∣∣γi min{χi ,δ

min/γi } ∧ 1
])η/γi

≤ Cεη/γi

d∑
j=1

sup
s∈[t−ε,t]

(
E

[∣∣Xj(s) − Xj(t − ε)
∣∣γi min{χi ,δ

min/γi } ∧ 1
])η/γi

≤ C

d∑
j=1

(
1[1,2](γj )ε

η
γi

+ η min{χi ,δ
min/γi }

γj + 1(0,1)(γj )ε
η
γi

+min{χi,δ
min/γi }) ≤ Cεηκi .

For the last term we use the βi -Hölder continuity of b̃i to obtain

E
[
Kη

ε

] ≤ CE

[∫ t

t−ε

∣∣Wε(sτ ) − Wε(s)
∣∣βi ds

]η

≤ Cετηβi ≤ Cε
η

1−βmin ,

where we have used |Wε(s) − Wε(sτ )| ≤ Cτ (since b̃ is bounded), and βi ≥ βmin. Hence it remains to show that

E
[
Iη
ε

] ≤ C
(
ε
η(1+ βi

γ max ) + ε
η

1−βmin
)
.
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For this purpose, write

Wε(u) = X(t − ε) +
∫ u

t−ε

b̃
(
Wε(s)

)
ds +

∫ u

t−ε

(̃
b
(
Wε(sτ )

) − b̃
(
Wε(s)

))
ds,

and let, for each j ∈ {1, . . . , d},

Rε
j (t) =

{
| ∫ t

t−ε
σj (X(s−)) dYj (s)|, γj ∈ (0,1),

| ∫ t

t−ε
σj (X(s−)) dZj (s)|, γj ∈ [1,2].

Then, for each j ∈ {1, . . . , d}, we obtain∣∣Xj(t) − Wε
j (t)

∣∣ ≤
∫ t

t−ε

∣∣̃bj

(
Wε(sτ )

) − b̃j

(
Wε(s)

)∣∣ds +
∫ t

t−ε

∣∣̃bj

(
X(s)

) − b̃j

(
Wε(s)

)∣∣ds + Rε
j (t).

Setting Sε
j (t) = sups∈[t−ε,t] |Xj(s) − Wε

j (s)|, using the βj -Hölder continuity of b̃j and that |Wε(s) − Wε(sτ )| ≤ Cτ , we
obtain

Sε
j (t) ≤ Rε

j (t) + Cετβj +
d∑

k=1

(Cε)Sε
k (t)

βj

≤ Rε
j (t) + Cε

1
1−βmin + βj

d∑
k=1

Sε
k (t),

where we have used βj ≥ βmin, so that ετβj ≤ ε
1

1−βmin , and the Young inequality xy ≤ (1 − βj )x
1/(1−βj ) + βjy

1/βj with
x = Cε and y = Sε

k (t)
βj . Taking the sum over j ∈ {1, . . . , d} and using that βj < 1, we obtain

d∑
j=1

Sε
j (t) ≤ C

d∑
j=1

Rε
j (t) + Cε

1
1−βmin .

Using this inequality we obtain

Iε ≤ C

∫ t

t−ε

∣∣X(s) − Wε(s)
∣∣βi ds ≤ Cε

(
d∑

j=1

Sε
j (t)

)βi

≤ Cε

d∑
j=1

(
Rε

j (t)
βi + ε

βi

1−βmin
)
.

Using now Lemma A.1(a) we obtain

E
[
Iη
ε

] ≤ Cεη

(
ε
η

βi

1−βmin +
d∑

j=1

E
[
Rε

j (t)
ηβi

]) ≤ C
(
ε

η

1−βmin + ε
η+η

βi
γ max

)
.

This proves the assertion. �

Appendix D: Proof of Example 2.2

Before we show that Example 2.2 satisfies condition (A1), we prove the following simple modification of [8, Lemma 3.3]
which provides a general estimate on the derivative of the density of a Lévy process.

Proposition D.1. Let Z be a Lévy process with Lévy measure ν and characteristic exponent (1.2). Suppose that

lim inf|ξ |−→∞
Re(�ν(ξ))

log(1 + |ξ |) = ∞, (D.1)

and assume that there exists t0 > 0 and C1 > 0 such that∫
Rd

e−t Re(�ν(ξ))|ξ |d+2dξ ≤ C1�(t)2d+2, t ∈ (0, t0), (D.2)
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where δ(η) = sup|ξ |≤η Re(�ν(ξ)) and �(t) = δ−1(1/t). Then Z(t) has a density gt ∈ C1(Rd) such that ∇gt ∈ L1(Rd)

and for some constant C2 > 0 and t1 > 0,

‖∇gt‖L1(Rd ) ≤ C2�(t ∧ t1), t > 0. (D.3)

Proof. From (D.1) it follows that Z(t) has a density pt . For r > 0 write �ν = �νr + �ν′
r

where ν′
r (dz) = 1{|z|>r}ν(dz)

and νr(dz) = 1{|z|≤r}ν(dz). Then pt = qr
t ∗ pr

t , where qr
t is the infinite divisible distribution with characteristic exponent

�ν′
r

and pr
t the density with characteristic exponent �νr . It follows from [27, Proposition 2.3] that there exist t1 > 0 and

C > 0 such that for all t ∈ (0, t1],∣∣∇p
1/�(t)
t (z)

∣∣ ≤ C�(t)d+1(1 + |z|�(t)
)−d−1

, z ∈R
d ,

and hence ‖∇p
1/�(t)
t ‖L1(Rd ) ≤ C�(t)

∫
Rd (1 + |z|)−d−1 dz < ∞. By Young inequality we obtain for t ∈ (0, t1] and some

constant C′ > 0,

‖∇pt‖L1(Rd ) = ∥∥q
1/�(t)
t ∗ (∇p

1/�(t)
t

)∥∥
L1(Rd )

≤ ∥∥∇p
1/�(t)
t

∥∥
L1(Rd )

≤ C′�(t).

Now let t > t1, then using the infinite divisibility of pt , we obtain pt = pt−t1 ∗ pt1 and hence

‖∇pt‖L1(Rd ) = ∥∥pt−t1 ∗ (∇pt1)
∥∥

L1(Rd )
≤ ‖∇pt1‖L1(Rd ) ≤ C′�(t1). �

Proof that Example 2.2 satisfies condition (A1). It suffices to show that Proposition D.1 is applicable in d = 1 to each
Zk with characteristic exponent �k , k ∈ {1, . . . , d}. Fix k ∈ {1, . . . , d} and observe that, by [27, Example 1.4], one has

Re
(
�k(ξ)

) � |ξ |αk
(
log

(
1 + |ξ |))βk/2

, as |ξ | → ∞.

Hence we easily see that (D.1) is satisfied. It follows from the proof of [27, Example 1.4] and [27, Theorem 1.3] that
(D.2) is satisfied and, moreover, one has

�k(t) � t
− 1

αk

(
log

(
1 + 1

t

))− βk
2αk

, as |ξ | → ∞.

If βk ∈ [0,2 − αk), then we may use log(1 + t−1) ≥ log(2) for t ∈ (0,1], to obtain

�k(t) ≤ Ct
− 1

αk

(
log(2)

)− βk
2αk , as t → 0.

If βk ∈ (−αk,0), then we may use log(1 + t−1) ≤ Ct−rk , where rk = 2αk|βk |
εk

αk(αk−εk)
, to obtain

�k(t) ≤ Ct
− 1

αk

(
log

(
1 + 1

t

)) |βk |
2αk ≤ Ct−1/α̃k , as t → 0. �
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