
TAIWANESE JOURNAL OF MATHEMATICS
Vol. 8, No. 4, pp. 593-628, December 2004
This paper is available online at http://www.math.nthu.edu.tw/tjm/

MULTIPLICATIVE RENORMALIZATION AND GENERATING
FUNCTIONS II

Nobuhiro Asai, Izumi Kubo and Hui-Hsiung Kuo

Abstract. Let µ be a probability measure on the real line with finite moments
of all orders. Suppose the linear span of polynomials is dense in L2(µ). Then
there exists a sequence {Pn}∞n=0 of orthogonal polynomials with respect to
µ such that Pn is a polynomial of degree n with leading coefficient 1 and
the equality (x − αn)Pn(x) = Pn+1(x) + ωnPn−1(x) holds, where αn and
ωn are Szegö-Jacobi parameters. In this paper we use the concepts of pre-
generating function, multiplicative renormalization, and generating function to
derive {Pn, αn, ωn} from a given µ. Two types of pre-generating functions
are studied. We apply our method to the special distributions such as Gaus-
sian, Poisson, gamma, uniform, arcsine, semi-circle, and beta-type to derive
{Pn, αn, ωn}. Moreover, we show that the corresponding polynomials Pn’s
are exactly the classical polynomials such as Hermite, Charlier, Laguerre,
Legendre, Chebyshev of the first kind, Chebyshev of the second kind, and
Gegenbauer. We also apply our method to study the negative binomial distri-
butions.

1. INTRODUCTION

The theory of orthogonal polynomials has a long history (see for example [7]
[8] [11] [13] and the references therein) with a wide range of applications. Its
connection with the theory of interacting Fock space has recently been discovered
by Accardi and Bożejko [1]. Let µ be a probability measure on R with finite
moments of all orders such that the linear span of the monomials xn, n ≥ 0, is
dense in L2(µ). It is well-known [13] that there exists a complete system {Pn}∞n=0

of orthogonal polynomials such that Pn is a polynomial of degree n with leading
coefficient 1 and the following recursion formula is satisfied:
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(1.1) (x− αn)Pn(x) = Pn+1(x) + ωnPn−1(x), n ≥ 0,

where αn ∈ R, ωn ≥ 0 for n ≥ 0 and by convention ω0 = 1, P−1 = 0. The
numbers αn and ωn are called Szegö-Jacobi parameters of µ.

Define a sequence λ = {λn}∞n=0 by

(1.2) λn = ω0ω1 · · ·ωn, n ≥ 0.

Assume that the sequence λ satisfies the condition

(1.3) inf
n≥0

λ1/n
n > 0.

For such a sequence λ we define a Hilbert space Γλ by

Γλ =
{

(a0, a1, . . . , an, . . .)
∣∣∣an ∈ C,

∞∑
n=0

λn|an|2 <∞
}

with norm ‖ · ‖ given by

‖(an)‖λ =
( ∞∑

n=0

λn|an|2
)1/2

.

The Hilbert space Γλ is called the one-mode interacting Fock space associated with
λ. The annihilation operator A is the densely defined operator on Γλ given by

AΦ0 = 0, AΦn = ωnΦn−1, n ≥ 1,

where Φn = (0, . . . , 0, 1, 0, . . .) with 1 in the (n+1)st entry. The creation operator
is defined to be the adjoint A∗ of A. It can be easily checked that

A∗Φn = Φn+1, n ≥ 0.

Define the number operator N and another operator αN on Γλ by

NΦn = nΦn, αNΦn = αnΦn, n ≥ 0.

In the paper [1] Accardi and Bożejko proved that there exits a unitary isomorphism
U : Γλ → L2(µ) such that

(1) UΦ0 = 1,
(2) UA∗U∗Pn = Pn+1,
(3) U(A+A∗ + αN )U∗ = X , where X is the multiplication operator by x.

This unitary isomorphism U is canonical in the sense of condition (3), namely,
under U , the multiplication operator X by the independent variable x on L2(µ)
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corresponds to a linear combination of the annihilation, creation, and number oper-
ators on the interacting Fock space Γλ.

Thus for a given probability measure µ on R it is important for the study of
interacting Fock space to find the associated orthogonal polynomials {Pn(x)}∞n=0

(for L2(µ) and the Szegö-Jacobi parameters {αn, ωn}∞n=0 (for Γλ).
In part I of our paper [5] we described a new method for deriving the polynomials

{Pn(x)}∞n=0 in terms of generating functions. In this paper we will provide the detail
of the results announced in [5] and compute the Szegö-Jacobi parameters from the
corresponding generating function (see Sections 2 and 3.) Furthermore, we will
derive generating functions for certain measures and use them to produce several
classical orthogonal polynomials (see Section 4). Our method can also be used to
derive orthogonal polynomials for negative binomial distributions (see Section 5.)

In this paper, we present a systematic method to obtain generating functions of
orthogonal polynomials and to directly derive Szeg̈o-Jacobi parameters from gener-
ating functions. In some cases, we need to calculate complicated integrals.

In the forthcoming paper [6], we will give an alternative way to evaluate Szegö-
Jacobi parameters from generating functions. Moreover, by using generating func-
tions, we will introduce a general method to find representations of orthogonal
polynomials in terms of differential operators such as in Theorem 4.1.

2. GENERATING FUNCTIONS OF ORTHOGONAL POLYNOMIALS

Let µ be a fixed probability measure on R satisfying the conditions in Section
1. For convenience we make the following definitions.

Definition 2.1. By a pre-generating function for µ we mean a function ϕ(t, x)
with a power series expansion in t

(2.1) ϕ(t, x) =
∞∑

n=0

gn(x)tn,

satisfying the following conditions:
(a) gn(x) is a polynomial of degree n for each n ≥ 0.
(b) lim sup

n→∞
‖gn‖1/n

L2(µ)
<∞.

We point out that conditions (a) and (b) imply the following fact:
• There exists τ0 > 0 such that Eµϕ(t, ·) �= 0 for all |t| < τ0.

To verify this fact, note that by (b),

R0 = lim inf
n→∞ ‖gn‖−1/n

L2(µ)
> 0.

Hence the series

ϕ(t, x) =
∞∑

n=0

gn(x)tn
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converges in L2(µ) for t ∈ C with |t| < R0. Therefore,

Eµ[|ϕ(t, ·)|]≤
∞∑

n=0

‖gn‖L2(µ)|t|n <∞

for t ∈ C, |t| < R0. This implies that Eµ[ϕ(t, ·)] is analytic on {t ∈ C; |t| < R0}.
On the other hand, by (a)

Eµ[ϕ(0, ·)] = g0 �= 0.

Thus there exists τ0 such that 0 < τ0 < R0 and Eµ[ϕ(t, ·)] �= 0 for all t ∈ C, |t| <
τ0.

Definition 2.2. By a generating function for µ we mean a pre-generating
function ψ(t, x) given by

(2.2) ψ(t, x) =
∞∑

n=0

Qn(x)tn,

where the polynomials Qn, n ≥ 0, are orthogonal in L2(µ).

Definition 2.3. The multiplicative renormalization of a pre-generating function
ϕ(t, x) is defined to be the function

ψ(t, x) =
ϕ(t, x)
Eµϕ(t, ·).

Note that a generating function is very different from moment generating func-
tion. A moment generating function is used to find moments of a probability mea-
sure, while a generating function is used to find a sequence of orthogonal polyno-
mials as we showed in [5].

Lemma 2.4. Let ϕ(t, x) be a pre-generating function given by

ϕ(t, x) =
∞∑

n=0

gn(x)tn

and its renormalization factor be expanded as

C(t) = C(ϕ, µ, t) =
1

Eµϕ(t, ·) =
∞∑

n=0

bnt
n.

Let ψ(t, x) = C(t)ϕ(t, x) be the multiplicative renormalization of ϕ(t, x) and

ψ(t, x) =
∞∑

n=0

Qn(x)tn.
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Then ψ(t, x) is also a pre-generating function, Q 0(x) = 1 andEµψ(t, ·) = 1 for all
t where ψ(t, x) is defined. Moreover, for each n ≥ 0, Qn is a linear combination
of g0, g1, . . . , gn

Qn(x) = b0gn + · · ·+ bng0

and vice versa gn is also a linear combination of Q 0, Q1, . . . , Qn.

Proof. Since Eµϕ(t, ·) is analytic and Eµϕ(0, ·) = g0 �= 0, we have the power
series expansion of C(t) around t = 0 with b0 = 1/g0 �= 0. Set

Qn(x) = b0gn(x) + · · ·+ bn−1g1(x) + bng0.

Then Qn(x) is a polynomial of degree n. In particular Q0(x) = b0g0 = 1. It is
easily seen that gn(x) is a linear combination of {Qk(x) : 0 ≤ k ≤ n}. Since
‖gn‖L2(µ) ≤ C1c

n
1 and |bn| ≤ C2c

n
2 hold for suitable C1, C2, c1, c2 > 0, we have

lim sup
n→∞

‖Qn‖1/n
L2(µ)

≤ lim sup
n→∞

(
C1C2

n∑
k=0

cn−k
2 ck1

)1/n

≤ lim sup
n→∞

(nC1C2 max{c1, c2}n)1/n

= max{c1, c2} <∞.

Therefore,

ψ(t, x) =
∞∑

n=0

Qn(x)tn

is a pre-generating function. Since

∞∑
n=0

bnt
n

∞∑
n=0

gn(x)tn =
∞∑

n=0

n∑
k=0

bn−kgk(x)tn = ψ(t, x),

ψ(t, x) is the multiplicative renormalization of ϕ(t, x). Eµψ(t, x) = 1 is obvious.

Theorem 2.5. Let ψ(t, x) be the multiplicative renormalization of a pre-
generating function and

(2.3) ψ(t, x) =
∞∑

n=0

Qn(x)tn.

Then the polynomialsQn, n ≥ 0, are orthogonal inL2(µ) if and only ifEµψ(t, ·)ψ(s, ·)
depends only on ts. (Hence ψ(t, x) is a generating function for µ.)
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Proof. Suppose the polynomials Qn, n ≥ 0, are orthogonal. Then

Eµψ(t, ·)ψ(s, ·) =
∞∑

n,m=0

EµQnQmt
nsm

=
∞∑

n=0

EµQ
2
n(ts)n.

Hence Eµψ(t, ·)ψ(s, ·) depends only on ts. Conversely, suppose a double series in
t and s depends only on ts, namely,

(2.4)
∞∑

n,m=0

anmt
nsm = θ(ts).

Let n > m. Differentiate Equation (2.4) n times in t to get

(2.5) ∂n
t

∞∑
n,m=0

anmt
nsm = snθ(n)(ts).

Then differentiate Equation (2.5) m times in s and put t = s = 0 to show that
anm = 0. In case n < m, we first differentiate Equation (2.4) m times in s, then
n times in t and put t = s = 0 to show that anm = 0. Hence we have anm = 0 if
n �= m. Therefore, if Eµψ(t, ·)ψ(s, ·) depends only on ts, then

EµQnQm = 0, ∀n �= m

and so the polynomials Qn, n ≥ 0, are orthogonal in L2(µ).

For a given probability measure µ on R, Lemma 2.4 and Theorem 2.5 provide
a method to derive the corresponding orthogonal polynomials {Pn}∞n=0 in Equation
(1.1). Try a certain form ϕ(t, x) of pre-generating function and take the multi-
plicative renormalization ψ(t, x) = ϕ(t, x)/Eµϕ(t, ·). Then use the condition in
Theorem 2.5 to find the exact form of ϕ(t, x). With this ϕ(t, x) we can compute
ψ(t, x) and by the series expansion we can obtain the polynomials Qn in Equa-
tion (2.3). Let an be the leading coefficient of Qn(x). Then the polynomials
Pn(x) = Qn(x)/an, n ≥ 0, are those associated with µ as given in Equation (1.1).
This can easily be seen from the Gram-Schmidt orthogonalization process to the
sequence {1, x, x2, . . . , xn, . . .}.

Thus a critical question is how to find an appropriate form of a pre-generating
function. We will address this issue in Section 3.

Recall that the interacting Fock space Γλ associated with µ, the annihilation,
creation, and αN operators acting on Γλ are defined in terms of the Szegö-Jacobi
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parameters in Equation (1.1). Therefore it is desirable to find a way to derive
these parameters from the corresponding generating function. In order to do that we
rewrite the generating function in Theorem 2.5 as follows:

(2.6) ψ(t, x) =
∞∑

n=0

anPn(x)tn,

where an is the leading coefficient of Qn(x) in Equation (2.3) and Pn(x) =
Qn(x)/an. Thus the polynomials Pn’s are those in Equation (1.1).

There are two ways to compute the Szegö-Jacobi parameters. After deriving the
polynomials Pn’s from ψ(t, x), we can use Equation (1.1) to compare the coeffi-
cients (e.g., of xn and x0) in both sides to find αn and ωn.

Another way to compute the Szegö-Jacobi parameters is a classical one. Multiply
both sides of Equation (1.1) by Pn and take the expectation to get

(2.7) αn =
Eµ(xP 2

n)
EµP 2

n

.

On the other hand, multiply both sides of Equation (1.1) by Pn−1 and take the
expectation to get

ωn =
Eµ(xPnPn−1)
EµP

2
n−1

.

But from Equation (1.1) with n being replaced by n− 1 we get

Eµ(xPnPn−1) = Eµ

(
Pn(xPn−1)

)
= Eµ

(
Pn(Pn + αn−1Pn−1 + ωn−1Pn−2)

)
= EµP

2
n .

Hence ωn and λn are given by

(2.8) ωn =
EµP

2
n

EµP
2
n−1

and λn = EµP
2
n .

The formulas in Equations (2.7) and (2.8) are well-known (see, e.g., the book [7].)
Hence the question now is how to find the quantities in the right hand sides of
Equations (2.7) and (2.8) from the generating function ψ(t, x) in Equation (2.6).
The answer is given by the next theorem.

Theorem 2.6. Let ψ(t, x) =
∑∞

n=0 anPn(x)tn be a generating function for µ.
Then

(2.9) lim
t→0

ψ
(
t,
x

t

)
=

∞∑
n=0

anx
n,
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(2.10) Eµψ(t, ·)2 =
∞∑

n=0

a2
nλnt

2n,

(2.11) Eµxψ(t, ·)2 =
∞∑

n=0

(
a2

nλnαnt
2n + 2anan−1λnt

2n−1
)
,

where a−1 = 0 by convention.

Proof. Equation (2.10) follows from the orthogonality of the polynomials Pn

and Equation (2.8). To show Equation (2.11) note that

(2.12)

Eµxψ(t, ·)2 =
∞∑

n,m=0

anamEµ(xPnPm)tntm

=
∞∑

n=0

a2
nEµ(xP 2

n)t2n + 2
∑
n>m

anamEµ(xPnPm)tn+m.

But when n > m we have

Eµ(xPnPm) = Eµ

(
(Pn+1 + αnPn + ωnPn−1)Pm

)
= δm,n−1ωnEµ(P 2

n−1).

Therefore,

(2.13)
∑
n>m

anamEµ(xPnPm)tn+m =
∞∑

n=1

anan−1Eµ(P 2
n)t2n−1.

Hence Equations (2.7), (2.8), (2.12) and (2.13) yield Equation (2.11).

Once we have a generating function ψ(t, x) for µ, we can find the power series
of Eµψ(t, ·)2 and Eµxψ(t, ·)2. Then by the above Theorem 2.6 we can find an and
the Szegö-Jacobi parameters αn and ωn.

3. TWO TYPES OF PRE-GENERATING FUNCTIONS

In part I of our paper [5] we mentioned two types of pre-generating functions

(3.1) ϕ(t, x) = eρ(t)x =
∞∑

n=0

1
n!
(
ρ(t)x

)n
,
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(3.2) ϕ(t, x) =
(
1 − ρ(t)x

)c =
∞∑

n=0

(
c

n

)
(−1)n

(
ρ(t)x

)n
,

where the function ρ(t) and constant c are to be derived so that the multiplicative
renormalization ψ(t, x) satisfies the condition that Eµψ(t, ·)ψ(s, ·) depends only on
ts according to Theorem 2.5. These two types of functions cover many classical
examples of orthogonal polynomials as shown in [5]. In fact, the first type in
Equation (3.1) can be applied to more general cases.

In both cases in Equations (3.1) and (3.2), ρ(t) must be analytic around t = 0,
ρ(0) = 0, and ρ′(0) �= 0 in order to get a polynomial gn(x) of degree n in Equation
(2.1). For these cases, the coefficients {an} in Equation (2.6) can be obtained as
follows. We can easily see that

lim
t→0

ψ
(
t,
x

t

)
= lim

t→0

ϕ(t, x
t )

Eµϕ(t, ·) = lim
t→0

ϕ
(
t,
x

t

)
.

For the case in Equation (3.1), we have

lim
t→0

ϕ
(
t,
x

t

)
= lim

t→0
eρ(t)x/t = eρ(0)′x =

∞∑
n=0

ρ′(0)n

n!
xn,

and hence

(3.3) an =
ρ′(0)n

n!
.

For the case in Equation (3.2)

lim
t→0

ϕ
(
t,
x

t

)
= (1− ρ′(0)x)c =

∞∑
n=0

(
c

n

)
(−ρ′(0))nxn

and hence

(3.4) an =
(
c
n

)
(−ρ′(0))n.

Definition 3.1. A probability measure µ on R is said to be of exponential type
if there exists a constant 0 < a <∞ such that

∫
R
ea|x| dµ(x) <∞.

For an exponential type probability measure µ, define its Laplace transform by

�(r) =
∫

R

erx dµ(x), |r| ≤ a.
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Theorem 3.2. Let µ be an exponential type probability measure on R. Let �
be its Laplace transform and g(r) = � ′(r)/�(r). Suppose ρ(t) has a power series
expansion near 0 such that ρ(0) = 0, ρ ′(0) = 1 and satisfies the following equation

(3.5) g
(
ρ(t) + ρ(s)

)(
tρ′(t)− sρ′(s)

)
= g
(
ρ(t)

)
tρ′(t) − g

(
ρ(s)

)
sρ′(s).

Then the multiplicative renormalization of e ρ(t)x

ψ(t, x) =
eρ(t)x
Eµeρ(t)x

=
eρ(t)x
�
(
ρ(t)

)
is a generating function for µ.

Note: Let t, s > 0 and put ρ(t) = θ(log t). Then Equation (3.5) can be reduced
to an equation for θ(r), r < −K, (K: a positive constant)

g
(
θ(r) + θ(u)

)(
θ′(r)− θ′(u)

)
= g

(
θ(r)

)
θ′(r)− g

(
θ(u)

)
θ′(u)

and limr→−∞ θ(r) = 0, limr→−∞ e−rθ′(r) = 1.

Proof. Let ρ(t) be a function with a power series expansion near 0 and
ρ(0) = 0, ρ′(0) = 1. Then it is easy to see that the function ϕ(t, x) = eρ(t)x

is a pre-generating function. Note that Eµϕ(t, ·) = �
(
ρ(t)

)
and so the multiplica-

tive renormalization of ϕ(t, x) is given by

ψ(t, x) =
eρ(t)x
�
(
ρ(t)

) .
Then for any t, s, we have

(3.6) Eµψ(t, ·)ψ(s, ·) =
�
(
ρ(t) + ρ(s)

)
�
(
ρ(t)

)
�
(
ρ(s)

) .
Observe that Eµψ(t, ·)ψ(s, ·) in Equation (3.6) depends only on ts if and only if
after we put s = r/t the following function is independent of t

Eµψ(t, ·)ψ(r/t, ·) =
�
(
ρ(t) + ρ(r/t)

)
�
(
ρ(t)

)
�
(
ρ(r/t)

).
Therefore,

∂

∂t
log

�
(
ρ(t) + ρ(r/t)

)
�
(
ρ(t)

)
�
(
ρ(r/t)

) = 0,

which is equivalent to

g
(
ρ(t) + ρ(r/t)

)(
ρ′(t)− ρ′(r/t)

r

t2

)
− g
(
ρ(t)

)
ρ′(t) + g

(
ρ(r/t)

)
ρ′(r/t)

r

t2
= 0,
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where g = �′/�, the logarithmic derivative of �. Putting r/t = s back, we see
that this equation is equivalent to Equation (3.5) in the theorem. Thus if ρ(t)
satisfies Equation (3.5) then Eµψ(t, ·)ψ(s, ·) depends only on ts and so ψ(t, x) is
a generating function.

4. CLASSICAL ORTHOGONAL POLYNOMIALS

In this section we will use our method of generating function developed in
Sections 2 and 3 to find several generating functions and derive the corresponding
orthogonal polynomials together with the Szegö-Jacobi parameters. In addition, we
will verify that our orthogonal polynomials derived from generating functions are
indeed the classical ones (up to a scaling constant). However, we do not assume
any classical formula on generating functions. In fact, this is the whole point.
Our technique is first find a generating function then use it to derive orthogonal
polynomials and other quantities. Thus, a priori, our orthogonal polynomials are
not defined by the classical definitions.

4.1. Gaussian Measure and Hermite Polynomials

Let µ be the Gaussian measure with mean 0 and variance σ2

dµ(x) =
1√
2π σ

e−
1

2σ2 x2

dx.

Try the type of pre-generating function ϕ(t, x) = eρ(t)x in Equation (3.1). It is
easily checked that Eµϕ(t, ·) = e

1
2
σ2ρ(t)2 and so the multiplicative renormalization

of ϕ is given by
ψ(t, x) = eρ(t)x−1

2
σ2ρ(t)2.

We can find ρ(t) by using Theorem 2.5 as in [5] or by using Theorem 3.2 as
follows. The Laplace transform of µ and its logarithmic derivative are given by
�(r) = e

1
2
σ2r2

and g(r) = σ2r, respectively. Therefore, Equation (3.5) in Theorem
3.2 is reduced to the following equation:

ρ(t)sρ′(s) = ρ(s)tρ′(t).

and so tρ′(t)/ρ(t) = sρ′(s)/ρ(s) = c, a constant. Thus ρ(t) = c1t
c. Choose

c1 = c = 1 to get ρ(t) = t and we have the following pre-generating and generating
functions:

ϕ(t, x) = etx, ψ(t, x) = etx−
1
2
σ2t2.
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To derive the orthogonal polynomials, note that

etxe−
1
2
σ2t2 =

( ∞∑
n=0

1
n!
tnxn

)( ∞∑
m=0

(−σ2)m

m!2m
t2m

)

=
∞∑

n=0

( [n/2]∑
k=0

(−σ2)k

(n− 2k)!k!2k
xn−2k

)
tn.

Therefore, we have

(4.1) ψ(t, x) = etx−
1
2
σ2t2 =

∞∑
n=0

1
n!
Pn(x)tn,

where the polynomial Pn(x) is defined by

(4.2) Pn(x) =
[n/2]∑
k=0

n!
(n− 2k)!k!2k

(−σ2)kxn−2k.

To find the Szegö-Jacobi parameters, first note that Pn(x) is even or odd when n is
even or odd, respectively. Hence Pn(x)2 is even for any n and so EµxPn(x)2 = 0.
Hence by Equation (2.7) we have

αn = 0, n ≥ 0.

(In fact, it is well-known that µ is symmetric if and only if αn = 0 for all n ≥ 0.)
To find ωn we first check that Eµψ(t, ·)2 = eσ

2t2 and so

Eµψ(t, ·)2 =
∞∑

n=0

σ2n

n!
t2n.

Compare this equation to Equation (2.10) with an = 1
n! by Equation (4.1) to get

λn = σ2nn!,

which satisfies the condition in Equation (1.3). Therefore, by Equation (2.8) we get

ωn = σ2n, n ≥ 1. (ω0 = 1).

Finally we show that the polynomials defined by Equation (4.2) are the classical
Hermite polynomials with parameter σ2 (see, e.g., page 354 in [12].)

Theorem 4.1. Let Pn be the polynomial defined by Equation (4.2). Then

Pn(x) = (−σ2)ne
x2

2σ2Dn
xe

− x2

2σ2 .
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Proof. From Equation (4.1) we have

etx−
1
2
σ2t2 =

∞∑
n=0

1
n!
Pn(x)tn.

By completing the square of the exponent in t we can rewrite this equation as

(4.3) e
x2

2σ2 f(x− σ2t) =
∞∑

n=0

1
n!
Pn(x)tn,

where f(u) = e−
1

2σ2 u2

. Note that

Dn
t f(x− σ2t) = f (n)(x− σ2t)(−σ2)n.

Hence if we differentiate both sides of Equation (4.3) n-times in t and then let t = 0
then we get

Pn(x) = e
x2

2σ2 f (n)(x)(−σ2)n = (−σ2)ne
x2

2σ2Dn
xe

− x2

2σ2 .

4.2. Poisson Measure and Charlier Polynomials

Let µ be the Poisson measure with parameter λ > 0

µ({k}) = e−λλ
k

k!
, k = 0, 1, 2, . . . .

Try the type of pre-generating function ϕ(t, x) = eρ(t)x in Equation (3.1). It is easily
checked that Eµϕ(t, ·) = exp

(
λ(eρ(t) − 1)

)
. Then we can either use Theorem 2.5

as in [5] or apply Theorem 3.2 to derive that eρ(t) = 1 + t. Thus the multiplicative
renormalization of ϕ(t, x)

(4.4) ψ(t, x) = e−λt(1 + t)x

is a generating function for µ. To derive the corresponding orthogonal polynomials
we need to use the binomial series

(1 + t)x =
∞∑

n=0

px,n

n!
tn,

where px,0 = 1 by convention and px,n = x(x−1) · · · (x−n+1) for n ≥ 1. Hence
we have
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e−λt(1 + t)x =
( ∞∑

n=0

(−λ)n

n!
tn
)( ∞∑

m=0

px,m

m!
tm
)

=
∞∑

n=0

( n∑
k=0

(−λ)n−k

(n− k)!k!
px,k

)
tn

=
∞∑

n=0

1
n!

( n∑
k=0

(
n
k

)
(−λ)n−kpx,k

)
tn.

Therefore, we have

(4.5) ψ(t, x) = e−λt(1 + t)x =
∞∑

n=0

1
n!
Pn(x)tn,

where the polynomial Pn(x) is defined by

(4.6) Pn(x) =
n∑

k=0

(
n

k

)
(−λ)n−kpx,k.

One way to find the Szegö-Jacobi parameters is to use Equation (2.11) with an =
1/n! in view of Equation (4.5). First we can easily compute that

Eµxψ(t, ·)2 = λ(1 + t)2eλt2.

Therefore, by Equation (2.11),

λ(1 + t)2eλt2 =
∞∑

n=0

(
1

(n!)2
λnαnt

2n + 2
1

n!(n− 1)!
λnt

2n−1

)
.

By comparing the coefficients of t2n and t2n−1 we get

λnαn = λn(λ+ n)n!, λn = λnn!.

Hence by Equation (2.8) the Szegö-Jacobi parameters are given by

αn = λ+ n, n ≥ 0,

ωn = λn, n ≥ 1, (ω0 = 1).

Moreover the parameter λn satisifes the condition in Equation (1.3).
Now we will show that the polynomials defined by Equation (4.6) are the clas-

sical Charlier polynomials with parameter λ [7] [9].
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Theorem 4.2. Let Pn be the polynomial defined by Equation (4.6). Then

Cn(x; λ) = (−1)nλ−xΓ(x+ 1)∆n
x

(
λx

Γ(x− n + 1)

)
,

where ∆ is the difference operator ∆f(x) = f(x + 1) − f(x) and Γ(·) is the
Gamma function.

Proof. Let ψ(t, x) = e−λt(1 + t)x. Then

(4.7) ∂tψ(t, x) = e−λt(1 + t)x−1
(
x− λ(1 + t)

)
.

On the other hand, we can easily check that

(4.8) ∆x

((
λ(1 + t)

)x
Γ(x)

)
= −

(
λ(1 + t)

)x
Γ(x+ 1)

(
x− λ(1 + t)

)
.

Cancel out the common last factor in Equations (4.7) and (4.8) to get

∂tψ(t, x) = −e−λt(1 + t)x−1 Γ(x+ 1)(
λ(1 + t)

)x ∆x

((
λ(1 + t)

)x
Γ(x)

)

= −e−λtλ−x(1 + t)−1Γ(x+ 1)∆x

((
λ(1 + t)

)x
Γ(x)

)
.

Bring the factor e−λt(1 + t)−1 inside the difference operator ∆x to get

∂tψ(t, x) = −λ−xΓ(x+ 1)∆x

(
λx

Γ(x)
e−λt(1 + t)x−1

)

= −λ−xΓ(x+ 1)∆x

(
λx

Γ(x)
ψ(t, x− 1)

)
.

Then apply induction to show that for any n we have

∂n
t ψ(t, x) = (−1)nλ−xΓ(x+ 1)∆n

x

(
λx

Γ(x − n+ 1)
ψ(t, x− n)

)
.

Finally put t = 0 to get

Pn(x) = ∂n
t ψ(t, x)

∣∣∣
t=0

= (−1)nλ−xΓ(x+ 1)∆n
x

(
λx

Γ(x− n+ 1)

)
.

4.3. Gamma Distribution and Laguerre Polynomials

Let µ be the Gamma distribution with parameter α > 0

dµ(x) =
1

Γ(α)
xα−1e−x dx, x > 0.



608 Nobuhiro Asai, Izumi Kubo and Hui-Hsiung Kuo

Try the type of pre-generating function ϕ(t, x) = eρ(t)x in Equation (3.1). The
Laplace transform � and multiplicative renormalization ψ(t, x) of µ are given by

(4.9) �(r) =
1

(1 − r)α
,

(4.10) ψ(t, x) =
eρ(t)x

�
(
ρ(t)

) .
We can use Theorem 2.5 as in [5] to derive the function ρ(t). On the other

hand, we can apply Theorem 3.2 to derive ρ(t) as follows. From Equation (4.9) we
see that the logarithmic derivative of � is given by

g(r) =
�′(r)
�(r)

=
α

1 − r

and so Equation (3.5) in Theorem 3.2 becomes

tρ′(t) − sρ′(s)
1 − ρ(t)− ρ(s)

=
tρ′(t)

1 − ρ(t)
− sρ′(s)

1 − ρ(s)
.

By letting ξ(t) = 1 − ρ(t) we see that this equation is equivalent to

tξ′(t)
(
ξ(s)2 − ξ(s)

)− sξ′(s)
(
ξ(t)2 − ξ(t)

)
= 0.

Therefore, we have
tξ′(t)

ξ(t)2 − ξ(t)
=

sξ′(s)
ξ(s)2 − ξ(s)

= c,

which can be easily solved

ξ(t) =
1

1 − c1tc
.

Hence ρ(t) is given by

ρ(t) = − c1t
c

1 − c1tc
.

Since ρ(0) = 0 and ρ′(0) = 1 as required in Theorem 3.2, we get ρ(t) = t
1+t .

Hence the resulting generating function for µ in Equation (4.10) is given by

ψ(t, x) = (1 + t)−αe
tx
1+t .



Renormalization, Generating Functions II 609

To derive the corresponding orthogonal polynomials, first note that

e
tx

1+t =
∞∑

n=0

xn

n!
tn(1 + t)−n

=
∞∑

n=0

xn

n!
tn

∞∑
k=0

( −n
k

)
tk

=
∞∑

n=0

xn

n!

∞∑
k=0

( −n
k

)
tn+k

=
∞∑

n=0

xn

n!

∞∑
m=n

( −n
m− n

)
tm.

Next, change the order of summation to get

e
tx

1+t =
∞∑

m=0

[ m∑
n=0

xn

n!

( −n
m− n

)]
tm.

Therefore,

(1 + t)−αe
tx

1+t =
∞∑

n=0

( −α
n

)
tn

∞∑
m=0

[ m∑
k=0

xk

k!

( −k
m− k

)]
tm

=
∞∑

n=0

[ n∑
j=0

( −α
n− j

) j∑
k=0

xk

k!

( −k
j − k

)]
tn.

In the double summation inside [· · · ] change the order of summation to get

(1 + t)−αe
tx
1+t =

∞∑
n=0

[ n∑
k=0

xk

k!

n∑
j=k

( −α
n− j

)( −k
j − k

)]
tn

=
∞∑

n=0

[ n∑
k=0

xk

k!

n−k∑
m=0

( −α
n− k −m

)( −k
m

)]
tn.

In the summation over m we apply the formula

j∑
m=0

(
a

j −m

)(
b

m

)
=
(
a+ b

j

)

and get the following the equality

(1 + t)−αe
tx
1+t =

∞∑
n=0

[ n∑
k=0

1
k!

( −α − k

n− k

)
xk

]
tn.
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Therefore we have shown that

(4.11) ψ(t, x) = (1 + t)−αe
tx
1+t =

∞∑
n=0

1
n!
Pn(x)tn,

where the polynomial Pn(x) is defined by

(4.12) Pn(x) =
n∑

k=0

n!
k!

( −α − k
n− k

)
xk.

Next we find the Szegö-Jacobi parameters. Direct computations show that

Eµψ(t, ·)2 = (1 − t2)−α

and so we have the power series expansion

Eµψ(t, ·)2 =
∞∑

n=0

(−1)n

( −α
n

)
t2n.

Hence use Equation (2.10) in Theorem 2.6 with an = 1/n! by Equation (4.1) to get

λn = (n!)2(−1)n

( −α
n

)
=
n!Γ(α + n)

Γ(α)
, n ≥ 1,

which satisfies the condition in Equation (1.3). Therefore, by Equation (2.8) we
have

ωn = n(α+ n− 1), n ≥ 1, (ω0 = 1).

On the other hand it can be easily checked that

Eµxψ(t, ·)2 = α(1 + t)α+1(1− t)−α−1.

Thus we have the power series expansion

Eµxψ(t, ·)2 = α(1 − t2)−α 1 + t

1 − t

= α

[ ∞∑
n=0

(−1)n

( −α
n

)
t2n

](
1 + 2

∞∑
m=1

tm
)
,

whose coefficient for t2n is given by

α(−1)n

(
−α
n

)
+ 2α

[
(−1)n−1

(
−α
n− 1

)
+ (−1)n−2

(
−α
n− 2

)

+ · · ·+ (−1)0
( −α

0

)]
.
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By using the formula

(−1)0
(

−α
1

)
+ (−1)1

(
−α
1

)
+ · · ·+ (−1)n−1

(
−α
n− 1

)

= (−1)n−1

( −α− 1
n − 1

)

we see that the coefficient of t2n is given by

α(−1)n

( −α
n

)
+ 2α(−1)n−1

( −α − 1
n− 1

)
=

Γ(n+ α)
Γ(α)n!

(α+ 2n).

Therefore, by Equation (2.11)

λnαn = (n!)2
Γ(n+ α)
Γ(α)n!

(α+ 2n) =
n!Γ(n + α)

Γ(α)
(α+ 2n).

Hence by Equation (2.7) we have

αn = α+ 2n, n ≥ 0.

Finally we show that the polynomials defined in Equation (4.12) are the classical
Laguerre polynomials up to a constant multiple.

Theorem 4.3. Let Pn(x) be the polynomial defined by Equation (4.12). Then

Pn(x) = (−1)nn!L(α)
n (x),

where L(α)
n (x) is the classical Laguerre polynomial defined by

L(α)
n (x) =

1
n!
x−α+1exDn

x

(
xα+n−1e−x

)
.

Proof. Since we will use the parameter α in the proof, we denote the generating
function ψ(t, x) in Equation (4.11) by ψα(t, x), namely, let

ψα(t, x) = (1 + t)−αe
tx
1+t .

Differentiate ψα(t, x) in t to get

(4.13) ∂tψα(t, x) = (1 + t)−α−1e
tx

1+t

(
− α +

x

1 + t

)
.

On the other hand, we have

(4.14) Dx

(
xαe−

x
1+t

)
= −xα−1e−

x
1+t

(
− α+

x

1 + t

)
.
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Cancel out the common last factor in Equations (4.13) and (4.14) to get

∂tψα(t, x) = −x−α+1ex(1 + t)−α−1Dx

(
xαe−

x
1+t

)
= −x−α+1exDx

(
xα(1 + t)−α−1e−

x
1+t

)
= −x−α+1exDx

(
xαe−xψα+1(t, x)

)
.

Inductively we have for any n ≥ 1

∂n
t ψα(t, x) = (−1)nx−α+1exDn

x

(
xα+n−1e−xψα+n(t, x)

)
.

Put t = 0 to get

Pn(x) = ∂n
t ψα(t, x)

∣∣∣
t=0

= (−1)nx−α+1exDn
x

(
xα+n−1e−x

)
.

Hence we conclude that Pn(x) = (−1)nn!L(α)
n (x).

4.4. Uniform Distribution and Legendre Polynomials

Let µ be the uniform distribution on the interval [−1, 1]

dµ(x) =
1
2
dx, −1 ≤ x ≤ 1.

Try the type of pre-generating function in Equation (3.2) with c = −1/2

ϕ(t, x) =
1√

1− ρ(t)x
.

The expectation and the multiplicative renormalization of ϕ(t, x) are given by

(4.15)
Eµϕ(t, ·) =

√
1 + ρ(t) −√1 − ρ(t)

ρ(t)
,

ψ(t, x) =
ρ(t)√

1 + ρ(t) −√1− ρ(t)
1√

1− ρ(t)x
.

Consider small t, s > 0 so that ρ(t), ρ(s)> 0. We can check that

(4.16)

Eµψ(t, ·)ψ(s, ·) =
[ √

ρ(t)√
1 + ρ(t) −√1 − ρ(t)

√
ρ(s)√

1 + ρ(s) −√1 − ρ(s)

]

× log
(√

ρ(s)
√

1 − ρ(t) −√ρ(t)
√

1 − ρ(s)√
ρ(s)

√
1 + ρ(t) −√ρ(t)

√
1 + ρ(s)

)
.



Renormalization, Generating Functions II 613

In order for Eµψ(t, ·)ψ(s, ·) to be a function of ts the quantity inside [· · · ] must be
a function of ts. Hence √

ρ(t)√
1 + ρ(t)−√1 − ρ(t)

= atb,

which can be easily solved for ρ(t) to be

ρ(t) =
4a2t2b

1 + 4a4t4b
.

Choose a = 1/
√

2, b = 1/2 to get

(4.17) ρ(t) =
2t

1 + t2
.

Now, with this ρ(t), we can check that the log factor in Equation (4.16) is indeed
a function of ts. Moreover, the other cases than t > 0, s > 0 can be handled by
similar arguments. Thus we can conclude from Theorem 2.5 that for the choice
ρ(t) in Equation (4.17) the corresponding function from Equation (4.15), namely,

(4.18) ψ(t, x) =
1√

1 − 2tx+ t2

is a generating function for the uniform measure µ on [−1, 1]. To derive the power
series expansion of ψ(t, x) we first use the binomial series to get

ψ(t, x) =
∞∑

n=0

( −1
2
n

)
(−1)n(2tx− t2)n

and apply the binomial theorem to expand (2tx−t2)n. Then observe that the powers
in each expansion have the pattern

{0}, {1, 2}, {2, 3, 4}, {3, 4, 5, 6}, . . . , {n, n+ 1, . . . , 2n}, . . . .

Therefore, the coefficient of tn in the series expansion of ψ(t, x) is given by

[n/2]∑
k=0

(−1)n2n−2k

( −1
2

n− k

)(
n− k

k

)
xn−2k,

which is a polynomial of degree n in x with the leading coefficient

(−1)n2n

( −1
2
n

)
=

(2n− 1)!!
n!

,
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where (2n− 1)!! = (2n− 1)(2n− 3) · · ·3 · 1 and by convention (−1)!! = 1. Thus
we have obtained the power series expansion of the function in Equation (4.18)

(4.19) ψ(t, x) =
1√

1 − 2tx + t2
=

∞∑
n=0

(2n− 1)!!
n!

Pn(x)tn,

where Pn(x) is defined by

(4.20) Pn(x) =
n!

(2n− 1)!!

[n/2]∑
k=0

(−1)n2n−2k

( −1
2

n− k

)(
n− k
k

)
xn−2k.

To find the Szegö-Jacobi parameters, first note that the uniform measure µ on [−1, 1]
is symmetric and so

αn = 0, n ≥ 0.

Next we can easily evaluate

Eµψ(t, x)2 =
1
2t
(
log(1 + t) − log(1− t)

)
and so we have the series expansion

Eµψ(t, x)2 =
∞∑

n=0

1
2n+ 1

t2n.

Thus by Equation (2.10) in Theorem 2.6 with an = (2n − 1)!!/n! in view of
Equation (4.19) we get ((2n− 1)!!

n!

)2
λn =

1
2n+ 1

,

which yields that

λn =
1

2n+ 1
(n!)2(

(2n− 1)!!
)2 n ≥ 1

satisfying the condition in Equation (1.3). Then by Equation (2.8) we have

ωn =
n2

4n2 − 1
, n ≥ 1, (ω0 = 1).

Finally we show that the polynomials defined in Equation (4.20) are the classical
Legendre polynomials up to a constant multiple.

Theorem 4.4. Let Pn(x) be the polynomial defined by Equation (4.20). Then

Pn(x) =
n!

(2n− 1)!!
Ln(x),
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where Ln(x) is the classical Legendre polynomial defined by

Ln(x) =
1

2nn!
Dn

x(x2 − 1)n.

Proof. The coefficient of xn−2k in the summation of Equation (4.20)

(−1)n2n−2k

( −1
2

n− k

)(
n− k
k

)

can be easily simplified to

(−1)k 1
2nn!

(
n

k

)
(2n− 2k)(2n− 2k− 1) · · ·(n − 2k + 1).

Hence Pn(x) can be rewritten as

Pn(x) =
n!

(2n− 1)!!
1

2nn!

×
[n/2]∑
k=0

(−1)k

(
n
k

)
(2n− 2k)(2n− 2k − 1) · · · (n− 2k + 1)xn−2k.

Now, observe that

(2n− 2k)(2n− 2k− 1) · · ·(n − 2k + 1)xn−2k = Dn
xx

2n−2k.

Therefore

Pn(x) =
n!

(2n− 1)!!
1

2nn!

[n/2]∑
k=0

(−1)k

(
n
k

)
Dn

xx
2n−2k

=
n!

(2n− 1)!!
1

2nn!
Dn

x

[ [n/2]∑
k=0

(−1)k

(
n

k

)
x2n−2k

]
.

Note that Dn
xx

2n−2k = 0 for any [n/2] < k ≤ n. Hence we have

Pn(x) =
n!

(2n− 1)!!
1

2nn!
Dn

x

[ n∑
k=0

(−1)k

(
n
k

)
(x2)n−k

]

=
n!

(2n− 1)!!
1

2nn!
Dn

x(x2 − 1)n

=
n!

(2n− 1)!!
Ln(x).
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4.5. Arcsine Distribution and Chebyshev Polynomials of the First Kind

Let µ be the arcsine distribution given by

dµ(x) =
1
π

1√
1 − x2

dx, |x| < 1.

Try the type of pre-generating function in Equation (3.2) with c = −1

(4.21) ϕ(t, x) =
1

1 − ρ(t)x
.

The expectation of ϕ(t, x) can be checked to be

Eµϕ(t, ·) =
1√

1 − ρ(t)2

and so the multiplicative renormalization of ϕ(t, x) is given by

(4.22) ψ(t, x) =
√

1 − ρ(t)2
1

1 − ρ(t)x
.

Direct computation shows that

(4.23) Eµψ(t, ·)ψ(s, ·) =
ρ(t)

√
1− ρ(s)2 − ρ(s)

√
1 − ρ(t)2

ρ(t)− ρ(s)
.

In order to find a function ρ(t) so that Eµψ(t, ·)ψ(s, ·) depends only on ts, let

θ(t) =
1 +

√
1 − ρ(t)2

1 −√1 − ρ(t)2
, ρ(t) =

2
√
θ(t)

1 + θ(t)

Then Equation (4.23) becomes

Eµψ(t, ·)ψ(s, ·) =

√
θ(t)θ(s) + 1√
θ(t)θ(s) − 1

.

Hence θ(t) is given by
θ(t) = atb

and so we have

ρ(t) =
2
√
atb/2

1 + atb
.

Choose a = 1 and b = 2 to get

ρ(t) =
2t

1 + t2
.
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Thus the resulting function from Equation (4.22)

(4.24) ψ(t, x) =
1 − t2

1 − 2tx+ t2

is a generating function for the arcsine distribution µ. To derive the power series
expansion of ψ(t, x), first use the similar argument for Equation (4.18) to obtain

(4.25)
1

1− 2tx+ t2
=

∞∑
n=0

[ [n/2]∑
k=0

(−1)k

(
n− k
k

)
2n−2kxn−2k

]
tn.

With this equality we can easily derive the power series expansion of the function
ψ(t, x) in Equation (4.24)

(4.26) ψ(t, x) =
1 − t2

1 − 2tx+ t2
=

∞∑
n=0

2nPn(x)tn,

where Pn(x) is defined by

(4.27) Pn(x) = xn +
1
2n

[n/2]∑
k=1

(−1)kn

k

(
n − k − 1
k − 1

)
2n−2kxn−2k.

Next we derive the Szegö-Jacobi parameters. Since µ is symmetric, we have

αn = 0, n ≥ 0.

Direct computation shows that

Eµψ(t, ·)2 =
1 + t2

1 − t2

and so we have the series expansion

Eµψ(t, ·)2 = 1 + 2
∞∑

n=1

t2n.

Therefore, by Equation (2.10) with an = 2n in view of Equation (4.26)

λn = 21−2n, n ≥ 1 and λ0 = 1,

which satisfy the condition in Equation (1.3). Recall that P0 = 1 and so by Equation
(2.8) we get

ωn =




1, if n = 0;
1/2, if n = 1;
1/4, if n ≥ 2.
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Now we show that the polynomials defined in Equation (4.27) are the classical
Chebyshev polynomials of the first kind up to a constant multiple.

Theorem 4.5. Let Pn(x) be the polynomial defined by Equation (4.27). Then

Pn(x) =
1

2n−1
Tn(x), n ≥ 1, (P0 = 1),

where Tn(x) is the classical Chebyshev polynomial of the first kind defined by

Tn(x) = cos(n arccosx), n ≥ 0.

Proof. It is well-known that cos(nθ) is a polynomial of cos θ as given by

cos(nθ) = 2n−1 cosn θ +
[n/2]∑
k=1

(−1)kn

k

(
n− k − 1
k − 1

)
2n−2k−1 cosn−2k θ, n ≥ 1.

Let x = cos θ and divide both sides by 2n−1 to get

1
2n−1

cos(n arccosx) = xn +
1
2n

[n/2]∑
k=1

(−1)kn

k

(
n− k − 1
k − 1

)
2n−2kxn−2k.

Thus from the definition of Pn(x) in Equation (4.27) we see that for n ≥ 1,

Pn(x) =
1

2n−1
cos(n arccosx) =

1
2n−1

Tn(x).

4.6. Semi-circle Distribution and Chebyshev Polynomials of the Second Kind

Let µ be the semi-circle distribution given by

dµ(x) =
2
π

√
1 − x2 dx, |x| < 1.

Try the type of pre-generating function in Equation (3.2) with c = −1

ϕ(t, x) =
1

1 − ρ(t)x
.

The expectation of ϕ(t, x) can be checked to be

Eµϕ(t, ·) =
2

1 +
√

1 − ρ(t)2
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and so the multiplicative renormalization of ϕ(t, x) is given by

(4.28) ψ(t, x) =
1 +

√
1 − ρ(t)2

2
1

1 − ρ(t)x
.

Direct computation shows that

Eµψ(t, ·)ψ(s, ·) =
1
2

+
1
2
ρ(t)

√
1 − ρ(s)2 − ρ(s)

√
1− ρ(t)2

ρ(t)− ρ(s)
.

Thus in view of Equation (4.23) we get

ρ(t) =
2t

1 + t2
.

and the resulting function from Equation (4.28)

ψ(t, x) =
1

1 − 2tx+ t2

is a generating function for the semi-circle distribution µ. Its power series expansion
is already given in Equation (4.25). Hence we have

(4.29) ψ(t, x) =
1

1 − 2tx+ t2
=

∞∑
n=0

2nPn(x)tn,

where Pn(x) is defined by

(4.30) Pn(x) =
1
2n

[n/2]∑
k=0

(−1)k

(
n − k
k

)
2n−2kxn−2k.

To find the Szegö-Jacobi parameters, first we have

αn = 0, n ≥ 0

since the measure µ is symmetric. On the other hand, it is easy to check that

Eµψ(t, ·)2 =
1

1 − t2
=

∞∑
n=0

t2n.

Hence by Equation (2.10) with an = 2n in view of Equation (4.29)

λn =
1
4n
, n ≥ 0,
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and so by Equation (2.8) we get

ωn =
1
4
, n ≥ 0.

Obviously, the condition in Equation (1.3) is satisfied.
Next we show that the polynomials defined in Equation (4.30) are the classical

Chebyshev polynomials of the second kind up to a constant multiple.

Theorem 4.6. Let Pn(x) be the polynomial defined by Equation (4.30). Then

Pn(x) =
1
2n
Un(x), n ≥ 0,

where Un(x) is the classical Chebyshev polynomial of the second kind defined by

(4.31) Un(x) =
sin
[
(n + 1) arccosx

]
sin(arccosx)

, n ≥ 0.

Proof. It is well-known that sin[(n + 1)θ]/ sinθ is a polynomial of cos θ as
given by

sin[(n+ 1)θ]
sin θ

=
[n/2]∑
k=0

(−1)k

(
n− k
k

)
2n−2k cosn−2k θ, n ≥ 0.

Let x = cos θ to get the function Un(x) in Equation (4.31)

(4.32) Un(x) =
sin
[
(n+ 1) arccosx

]
sin(arccosx)

=
[n/2]∑
k=0

(−1)k

(
n− k
k

)
2n−2kxn−2k.

By comparing Equations (4.30) and (4.32) we see that Pn(x) = 1
2nUn(x), n ≥ 0.

4.7. Beta-type Distribution and Gegenbauer Polynomials

Let µ be the beta-type distribution with parameter β > −1/2 given by

dµ(x) =
1√
π

Γ(β + 1)
Γ(β + 1/2)

(1− x2)β− 1
2 , |x| < 1,

where Γ(·) is the Gamma function. Note the following special cases

(a) β = 1/2: uniform distribution.
(b) β = 0: arcsine distribution.
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(c) β = 1: semi-circle distribution.

To find a generating function for µ we try the type of pre-generating function
in Equation (3.2) with c = −β

ϕ(t, x) =
1

(1 − ρ(t)x
)β .

Observe that although the measure µ reduces to the arcsine distribution when β = 0,
this pre-generating function does not reduce to the one in Equation (4.21). Thus we
assume that β �= 0 from now on.

From page 56 in [11] we have the formula
∞∑

n=0

Γ(r + n)Γ(r + 1
2 + n)

Γ(2r + n)
zn

n!
=

√
π√

1 − z

(
1

1 +
√

1 − z

)2r−1

.

This formula is equivalent to the following one by integration and differentiation

(4.33)
∞∑

n=0

Γ(r − 1 + n)Γ(r − 1
2 + n)

Γ(2r − 1 + n)
zn

n!
=

√
π

r − 1

(
1

1 +
√

1 − z

)2r−2

.

We also have the formula

(4.34) 2
∫ π/2

0

cos2p−1 θ sin2q−1 θ dθ =
Γ(p)Γ(q)
Γ(p + q)

.

By using the binomial series and the formulas in Equations (4.33) and (4.34) we
can derive that

Eµϕ(t, ·) =
(

2
1 +

√
1 − ρ(t)2

)β

.

and so the multiplicative renormalization of ϕ(t, x) is given by

(4.35) ψ(t, x) =
ϕ(t, x)
Eµϕ(t, ·) =

(
1 +

√
1− ρ(t)2

2

)β 1(
1− ρ(t)x

)β .
Although the computation is much more complicated we can show as in the cases
of uniform and semi-circle distributions that Eµψ(t, ·)ψ(s, ·) depends only on ts if
and only if ρ(t) is given by

ρ(t) =
2atb

1 + a2t2b
.

Choose a = b = 1 to get ρ(t) = 2t
1+t2

. The resulting function from Equation (4.35)

(4.36) ψ(t, x) =
1

(1− 2tx+ t2)β
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is a generating function for µ. Note that by the binomial series we have

ψ(t, x) =
∞∑

n=0

( −β
n

)
(−1)n(2tx− t2)n.

Then we use the same argument as in the derivation of Equation (4.19) to show that
the coefficient of tn in the series expansion of ψ(t, x) is given by

[n/2]∑
k=0

(−1)n2n−2k

( −β
n− k

)(
n − k

k

)
xn−2k,

which is a polynomial of degree n in x with the leading coefficient

(−1)n2n

( −β
n

)
=

2nΓ(β + n)
Γ(β)n!

,

Therefore we have the following power series expansion

(4.37) ψ(t, x) =
1

(1− 2tx+ t2)β
=

∞∑
n=0

2nΓ(β + n)
Γ(β)n!

Pn(x)tn,

where Pn(x) is defined by

(4.38) Pn(x) =
Γ(β)n!

2nΓ(β + n)

[n/2]∑
k=0

(−1)n2n−2k

( −β
n− k

)(
n− k
k

)
xn−2k.

For the Szegö-Jacobi parameters, since the measure µ is symmetric we have

αn = 0, n ≥ 0.

To find ωn, observe that

Eµψ(t, ·)2 = Eµ(1− 2tx+ t2)−2β

=
1√
π

Γ(β + 1)
Γ(β + 1

2)
(1 + t2)−2β

∫ 1

−1
(1 − ρ(t)x)−γ(1− x2)β− 1

2dx.

Define
I(ρ) =

∫ 1

−1

(1− ρx)−2β(1− x2)β− 1
2dx.

Then we have the following

I(ρ) =
∞∑

k=0

( −2β
2k

)
(−ρ)2k

∫ 1

−1
x2k(1 − x2)β− 1

2 dx

=
22β−1Γ(β + 1

2 )
Γ(2β)

∞∑
k=0

Γ(k + β + 1
2)

(k + β)k!
ρ2k.
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Therefore,
d

dρ

(
I(ρ)ρ2β

)
=

22βΓ(β + 1
2)

Γ(2β)

∞∑
k=0

Γ(k + β + 1
2 )

k!
ρ2k+2β−1

=
2
√
πΓ(β + 1

2)
Γ(β)

(1 − ρ2)−β− 1
2 ρ2β−1.

By Equation (2.11), we see that
∞∑

n=0

2(n+ β)a2
nλnt

2n+2β−1

=
d

dt

(
Eµψ

2(t.·)t2β
)

=
d

dt

(
2−2β1√

π

Γ(β + 1)
Γ(β + 1

2)

(
2t

1 + t2

)2β

I(ρ(t))

)

=
2−2β1√

π

Γ(β + 1)
Γ(β + 1

2 )
d

dt

(
I(ρ(t))ρ2β(t)

)

=
2−2β1√

π

Γ(β + 1)
Γ(β + 1

2 )
ρ′(t)

d

dρ

(
I(ρ)ρ2β

) ∣∣∣
ρ=ρ(t)

=
2−2β1√

π

Γ(β + 1)
Γ(β + 1

2 )
2(1 − t2)
(1 + t2)2

2
√
πΓ(β + 1

2)
Γ(β)

(1 − ρ2(t))−β− 1
2ρ2β−1(t)

= 2βt2β−1(1− t2)−2β

=
∞∑

n=0

2βΓ(n + 2β)
Γ(2β)n!

t2n+2β−1.

By comparing the coefficients we get

λn =
2βΓ(n + 2β)

2(n+ β)Γ(2β)n!a2
n

=
βΓ(n+ 2β)Γ(β)2n!

22n(n + β)Γ(2β)Γ(n+ β)2

and hence

ωn =
λn

λn−1
=

n(n − 1 + 2β)
4(n+ β)(n− 1 + β)

, n ≥ 1, (ω0 = 1).

Finally we show that the polynomials defined in Equation (4.38) are the classical
Gegenbauer polynomials up to a constant multiple.

Theorem 4.7. Let Pn(x) be the polynomial defined by Equation (4.38). Then

(4.39) Pn(x) =
Γ(β)n!

2nΓ(n+ β)
G(β)

n (x), n ≥ 0,
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where G(β)
n (x) is the classical Gegenbauer polynomial defined by

G(β)
n (x) =

(−1)n

2n

Γ(β + 1
2)Γ(n+ 2β)

Γ(2β)Γ(n+ β + 1
2 )

(1 − x2)
1
2
−β

n!
Dn

x

(
(1 − x2)n+β− 1

2

)
.

Proof. It is straightforward to check that Equation (4.39) is equivalent to

[n/2]∑
k=0

(−1)k (2β)(2β + 2) · · ·(2β + 2n− 2k − 2)
2kk!(n− 2k)!

xn−2k

= (−1)n (2β + n− 1)(2β + n − 2) · · · (2β)
(2β + 2n− 1)(2β + 2n− 3) · · ·(2β + 1)

(1− x2)
1
2
−β

n!

Dn
x

(
(1 − x2)n+β− 1

2

)
.

This equality can be verified by mathematical induction, but the computation is
rather lengthy and tedious.

5. NEGATIVE BINOMIAL DISTRIBUTIONS

Let µ be the negative binomial distribution with parameters r > 0 and 0 < p < 1

µ({k}) = pr

( −r
k

)
(−1)k(1 − p)k, k = 0, 1, 2, . . . .

When r = 1, µ is the geometric distribution. To find a generating function for µ,
try the type of pre-generating function

ϕ(t, x) = eρ(t)x = θ(t)x

in Equation (3.1). For simplicity, let q = 1− p. The expectation of ϕ(t, ·) is easily
evaluated to be

Eµϕ(t, ·) =
(

p

1 − qθ(t)

)r

and so the multiplicative renormalization of ϕ(t, x) is given by

ψ(t, x) =
(

1 − qθ(t)
p

)r

θ(t)x.

Then we can derive that for any t, s

Eµψ(t, ·)ψ(s, ·) =
(q
p

)r
(
− 1 +

1
1 − qθ(t)

+
1

1 − qθ(s)
− p(

1 − qθ(t)
)(

1 − qθ(s)
))−r

.
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This form is exactly the same except for the power r as the geometric distribution
case given in Example 3.7 of our part I paper [5]. Hence by that example we can
take

θ(t) =
1 + t

1 + qt

to get a generating function for µ

ψ(t, x) = (1 + t)x(1 + qt)−x−r .

Apply the binomial series expansion to show that

(1 + t)x(1 + qt)−x−r =
∞∑

n=0

(
x

n

)
tn

∞∑
m=0

( −x − r

m

)
qmtm

=
∞∑

n=0

[ n∑
k=0

(
x

n− k

)( −x− r

k

)
qk

]
tn.

Note that
( −x − r

k

)
= (−1)k

(
x + r + k − 1

k

)
. Hence

(1 + t)x(1 + qt)−x−r =
∞∑

n=0

[ n∑
k=0

(−1)k

(
x

n − k

)(
x+ r + k − 1

k

)
qk

]
tn.

Note that the leading coefficient of the polynomial in the summation inside [· · · ] is
given by

n∑
k=0

1
(n− k)!

(−1)k

k!
qk =

pn

n!
.

Therefore, we have

(5.1) ψ(t, x) = (1 + t)x(1 + qt)−x−r =
∞∑

n=0

pn

n!
Pn(x)tn,

where Pn(x) is the polynomial defined by

(5.2) Pn(x) =
n!
pn

n∑
k=0

(−1)k

(
x

n− k

)(
x + r + k − 1

k

)
qk.

Here are the first few polynomials:
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P0(x) = 1,

P1(x) =
1
p

(
x− (x+ r)q

)
,

P2(x) =
2
p2

[(
x

2

)
−
(
x

1

)(
x + r

1

)
q +

(
x+ r + 1

2

)
q2
]
,

P3(x) =
3!
p3

[(
x

3

)
−
(
x

2

)(
x + r

1

)
q +

(
x

1

)(
x+ r + 1

2

)
q2

−
(
x+ r + 2

3

)
q3
]
.

Now we find the Szegö-Jacobi parameters. First we compute the expectation
and then use the binomial series to get

Eµψ(t, ·)2 = (1 − qt2)−r =
∞∑

n=0

( −r
n

)
(−1)nqnt2n.

Thus by Equation (2.10) in Theorem 2.6 with an = pn/n! in view of Equation (5.1)

a2
nλn =

( −r
n

)
(−1)nqn =

Γ(n+ r)
Γ(r)n!

qn.

Hence we have
λn =

n!Γ(n+ r)
Γ(r)

qn

p2n
,

which satisfies condition in Equation (1.3), and so by Equation (2.8) we get

ωn = n(r + n− 1)
q

p2
, n ≥ 1, (ω0 = 1).

To find the other Szegö-Jacobi parameter αn, let us apply Equations (2.12) to

Eµxψ(t, ·)2 =
rq

p
(1 + t)2(1 − qt2)−r−1.

Then we have

a2
nλnαn =

rq

p

(
Γ(n + r + 1)
Γ(r + 1)n!

qn +
Γ(n + r)

Γ(r + 1)(n− 1)!

)
qn−1

=
qn

p

Γ(n+ r)
Γ(r)n!

((n+ r)q + n).
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Therefore
αn =

(n+ r)q + n

p
.
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