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APPROXIMATION WITH JACOBI WEIGHTS BY BASKAKOV
OPERATORS

Jian-Jun Wang* and Zong-Ben Xu
Abstract. Using the modulus of smoothness wi » (f, t)w, direct theorem with
Jacobi weights of Baskakov operators is established in this paper; In addition,

a weak-type inverse theorem of Baskakov operators is obtained in the weighted
norm.

1. INTRODUCTION

The Baskakov operator is defined by

3

(0.1) Valfiz) =) fI ﬁ Yo k(2 f € Cplo, ),
k=0

where v,z (z) = CF,,_ 2F(1 4 z)~("Hh),
Since we only consider the Baskakov operator, let us suppose that p?(x) =

x(1 + z). First, we give some notations,

Cap ={f|f € Cpl0,00),wf € Ls[0,00)},
| fllw= sup |w(z)f(z)+][f(O0),

0<zr<o0

(0.2)

where Cp[0,00) represents the set of bounded continuous functions in [0, c0),
w(z)=2*(1+2)"%0<a<1, b>0)isadJacobi weight function.

In the norm (1.2), the r-th modulus of smoothness of Ditzian-Totik with Jacobi
weights is given by (see [1])
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02 (f: - A2
Bt s [ w@)AR @) a
(0.3) N2
LTI T RVIEY I
0<h<(2t)2=X

MG f(a) = fe+h)=2f(x) + f(x=h), Af f(x) = f(x+2h) =2f(x+h)+ f(x),
and the K-functional by

04) Ko (f5t%)0 = inf{l| f =g o +2* || ¢*9" ||, " € A.C.loc}.
From the reference [1], we have the following relationship£®
(0.5) C_IQZA (fit)o < KZA (f; 1) < CQZA (fit)w

In the paper, the letter C, appearing in various formulas, denotes a positive con-
stant independent of n, x and f. Its value may be different at different occurrences,
even within the same formula.

As Baskakov operators has the property of preserves linear, for convenience the
following discussion, we may suppose f € CU,, the space C7, is

COy = {f|f € Cap, f(0) =0}

For Baskakov operators (1.1), L.S Xie([2]) gave an interesting direct estimate,

(0.6) Va(f;2) = f(2)] = O{wa (fin 2 (@)},

where 0 < A < 1, wik(f; t) = supgp<y || Aiwf(x) ||, which unifies the classical
estimate for A = 0 and norm estimate for A = 1.

As the inverse result, S.S Guo, H.Z Tong etc ([8]) obtained the Stechkin-
Marchaud-Type inequalities for the Baskakov operators as follows !

07) finE) < O (IVif — I 7 I,
k=1

where || f [|= sup [f(z)].

z€[0,00
Naturally, We[will) consider the following problems: ” are there the similar results
((1.6) and (1.7)) in the approximation with Jacobi weights by Baskakov operators ?”
As we known, approximation with weights is not a simple generalization of normal
approximation means; In the norm || wf ||o0, both Baskakov operators and Bernstein

Here we take the special situation of the results of the reference [8], which is corresponding to our
natation.
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operators are not bounded( see [3, 6]); Introducing the norm (1.2) in [3], P.C.Xuan
and D.X.Zhou obtained the bounded of Baskakov operators in the approximation
with Jacobi weights. The purpose of this paper are to prove the following results
which is similar to (1.6) and (1.7) by Baskakov operators in the norm (1.2). That is

Theorem. For f € Cup, 0 <A <1and0<q<1, we have

(0.8) | Vaf = lo< CO2A(fin 20 X (@)))us
\ S —~ k.,
09 o <o Eergue s Ly,

k=1
where O,z (2) = {min(n_%; o(x)) 20D,

Corollary. For f € Cyy, we have
(0.10) B (fin =)o <O (THIVeS = flo+ I f llu}-
k=1

Obviously, if 1 > q > a > 0, then (1.8) and (1.10) give a characterization for the
approximation order of n=* with 0 < a < 1.
2. FUNDAMENTAL LEMMA
Now we give some lemmas:

Lemma 2.1. Ifc>0,de R, 0 <~ <1, then we have

.1 IS Ey e+ Byt (@) < o1+ 2y, @ >0,
Py n n
(22) D) oz (@)] < CL )7
k=0

Proof. In [3], the authors gave the inequality (2.1) for ¢ > 0, d > 0; For
c >0, d < 0, using Cauchy-Schwarz inequality, we have

1> () Mok (2)] < C(L+2)™™ (m € N),
% n+k +2.k

and using the methods of [3], It is not difficult to show (2.1).
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Next we prove the inequality (2.2), by the Cauchy-Schwarz and the Holder
inequality,

l
|3 () (e \_\Z 004 sznm E

n o] 11—
< \Z<n+k>2vn+z,k<x>\2\va,k(x)\ :
k=0 k=0

<C(l+4xz)7"

The proof of Lemma 2.1 is completed. ]

Lemma 2.2. If f € D,ne€ N, then
(2.3) W@V (f;2)] < O 1 " |l

where D = {g|lg € CY, ¢’ € A.C.loc, || ¢*¢" ||,< oo}

ab’

Proof. In view of (2.1),
jw(@)e VY (f;2)|

= w(@)z (1 + 2) n(n + 1 Z’l)n+2k (%)\
> (1+ % 4 u)PA
< Cw(z)z* 1+ 2)M|(n+1) I;vnw,k(x) /0 Wdu\

o

Hn(n + onszo(z) / WA ) A dul) | G
0

< Cw(z)z (1 + ) {Zvn+2k k) “ /\(1+k) -

(22(1)\

n) 2\ 1t
s e

+n(n + 1)vy42,0(2)
)—a—A(l + k )b—>\

< C{w(z 1—i—x Zv”“k ———

n—|—2
0 2 9 4
2 (14 2) 2 b“n<n+1><5>2 Y P

<Ol llu

In the above course of proof, we have used the following inequalities (see [1]),

2
) o
Aif(—)gcn—l/ v wlde, k=12,
n 0
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N ) < c/ ul f” (u)|du.
The proof of Lemma 2.2 is completed. ]

Lemma 2.3. If 0< A <1, z,te€(0,00), then

t

||t —ule™Mu)w™ (u)dul
2.4) x

<Ot —2)2 (¢ Mo)w ) + 277+ 1)),

Proof. Letu=1t+71(x—1t), 0 <7 <1, we have
¢
| [ 1t =l (w)w ™! (u)du|

t 1 b—X\
1w

wudtA du‘

=] g (1 2P 4 (14 P

= /0 (Ta —:((gi :tr))t)aﬂ dr|((14 )"+ 1+ )"

o [T b\ b—A
<(w—1) /0 T dr (1 ) 4 (15
<————(t—2)’ (¢ PMa)w ) + 21+,
2—a— A\
which verifies Lemma 2.3.

Lemma 24. If f € CY, n €N, then

5 |e@e @V sio)| < ont fmingn b @) s

Proof. To prove (2 5), we consider the following two conditions,

(i) 0 < p(z) < \/—, we write

@)@ VA7 (f2)| < CwlwynF |, Zw STAe

Cn= %0 ||,

IN

IN

Cnznz0=V | 1],
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(i) If p(x) > \/Lﬁ, using the representation of Vn(r)(f; x) (see([1], P127)),

VO(fia) = o7 (@) 3 Qilm, o)t S v — ) ()
=0 k=0

n

r—

where Q;(n, z) is a polynomial in nz(1 + z) of degree "5 with consistent
boundary, and

|n’<p_2r(x)Qi(n, x)| <C <<P2—($)> .
So we have
(@)™ @)V f )]
d Pt ko', k
< Cule)e @) 3 o)™ 3 vuk(o) |7 =2 15D
. rti ko ik
< 0@ IS, 3 (e ™ > wnulo) |5 =] o™ ()
rA - n T—'Qu
<O @I Y (Gt
00 k 21 % 00 ) ) k %
{Z U () . {Zvnk(x)w (v)w™ (E)}
k=0 k=0 A
rA - n T—'Qu (Sn((L') ’
<CP@ LY ) ® )
< Cn2" V| £,
The proof of Lemma 2.4 is completed. ]

Lemma 2.5. (see [2]). [f0 <A <1, 0<8<10<h< 5~ and
x> 2ho? (), then

hcpz(ac) htﬂz(ﬂc)
(2.6) © 28 (2 + uy + ug)durduy < Ch2p* =9 ().
_rdw) [ nede)

Lemma 2.6. (see [9]). Suppose that for nonnegative sequences {1, },{¢n} with
w1 = 0, the inequality (s > 0,Q > 1)

@) i < Q)+ Moy (L<k<n)
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holds for n € N, then one has
(2-8) fin < Mgn™0> " k17 g

k=1
with q = s in case Q = 1 and with 0 < q < s else.

3. THE PROOF OF THEOREM

Now we prove the main theorems.
First, we give the following two inequalities:

(1) If z > 1, then

(3.1) Vo((t—2)2(1+ )b 2) < C(pigx)(l—i—x)b_’\.

(2) If0<ac<%, then

9] T 2—2X
(3.2) w(x) Zvnk(x) ﬂ \% — ulw N w) e M u)du < C(PT(UU).
k=0 n
In fact, if 0 < b < A\, from the (9.5.10) of [1], we have
4 2
Vallt = 2 2) = E 8 g @) + £ g
n n
4 4
= 2 )+ n‘j;éf;)> <cf W)

163

where qo(x), ¢1(x) is the polynomial in x of degree zero and two, respectively.
Therefore, by the Cauchy-Schwarz, the Holder inequalities and the equation

(9.6.3) of [1], we have

If b> A, by (2.1)
V(148 2) < O(1+2)7,

the Cauchy-Schwarz and the Holder inequalities, we can directly compute

Va((t = 2)2(1+ )P 2) < (Val(t — 2)%2))3 (Va (14 1)20 Vs 2))2

< C@(l + x)b_’\.

Next we prove (3.2).
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(i) If k=0and 0 <z < 1, then
w(z)vn,0(z) /Om uw_l(u)ap_2’\(u)du
=w(z)(l+z)™" /Oar w01+ u) A .
If 0 < b < A, then
)(1+2)

u1 a=A 1—|—u)b Adu

<w(z)(1+z)” ula’\du

o\o\

< Cw(z) (14 z) a2 oA

< C(p2_2>‘(1‘)(1 + x)—(n-f—b—)\)
2—-2X
< ¥ @)

If b > A, then

(i) If k> 1and 0 < z < Z, then

) Zvn,m) / %~ o (u)e P (u)du

Zvnk . W—%)(Hg)b —
S ™2 Z'Unk ——$)2_a(1+ﬁ)b
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From (i),(ii), we can get the inequality (3.2).
Thus, for all ¢’ € A.C.loc, since V,,(f;x) have the properties of preserving
constants and linear, by Taylor formula, (2.4) and (3.1), for x > %, we have

(@) (Vilg: 2) — 9(a))
— lu@Val [ (¢~ w)g" (w)dus o)

< o / [t = ulw™ (W M w)du; 2)] || 9*A(@)g" .

<Ol @)g" [lw {07 M @)Val(t — )% 2)

+2 A w(@)Vo((t— )21+ 1) 2)}

1 5
< C—o* (@) | ¢ (2)g" |l

For0 <z < %, by (3.2),

<

<

<

(@) (Valgs ) — g(a)|
@Vl [ (= g ) 2)

\w(w)Vn(/ [t = ulw™ (W)™ (w)dus )] || 9*(2)g" ||

—2)*)' 72 (Y vn() (1 +
k=1

o

)

ol

C 1@ s lo(z Zvnk ) o V= 0

1 5
Cog* X (a) | wﬂ(w)g leo -

)

e

165

}



166

Hence, for f € Cg[0, c0)

w(@)(Valf;2) = f(2)] < |w(@)Valf = g;2)| + lw(z)(f(2) — g(2))]
Haw(@)(Valg; ) — g(2))]
<C{)l f-gllo +n7 20" @) || P (2)g" |}

Jian-Jun Wang and Zong-Ben Xu

and for all ¢’ € A.C.loc, we have

Using the inequality (1.4) and (1.5), we can easily obtain the inequality (1.8).

The following we prove t
Let

he inequality (1.9).

1
pn = =l (Vi = V) e
o1 A( )
On = 5n,>\(x)Han - f”w ”wav
where 6, (z) = {min(n"2; p(z))}2A-D),
By (2.3) and (2.5), we have
P
1 1
< =V Fllo + =92V f
n n
1 1 Coa(x
< LIPS = Dl + 1PVl + C02E gy
C Cé
< IV o+ Cour@)Vef — Sl + 22 : T
Cora(x
< Che - Pl + S0Vl Con@IVif — o+ E22E)
k
< Cgﬂk + Cop.
Therefore Lemma 2.6 implies
"k 1
[V = V) Fll < (@) Y IVif = fllo 1 £ llo}
k=1
Hence,
"k 1
1Vl fllo < Coaa@) Y- () HIVif = fllo+ I f o} + 10°VA"f
k=1
"k 1
< Coua(@) D () HIViS = fllo+ 11 £ o).

k=1

[
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For n > 2, there exists [ € N, such that 5 <[ <n, and

IVif = fllo < IVaf = fllw

|3

<k<n.

Using the definition of K Z*( fit?).(see (1.4)), we have

1

Kfy\ (f7 E)w

1
< IViS = fllo + 1PV S o

2 & C Lk 1
<2 32 IVT =l 00 S IS 1
< %{éuka o+ =1 S )

8 I ot 17 1L)
< Pl s = 1 L)

Thus by (1.5), we can obtain the inverse result.
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