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WELL-POSEDNESS FOR VECTOR VARIATIONAL INEQUALITY
AND CONSTRAINED VECTOR OPTIMIZATION

Ya-Ping Fang and Nan-Jing Huang

Abstract. In this paper we present some notions of parametric well-posedness
for Stampacchia and Minty vector variational inequalities. We show that un-
der suitable conditions, the parametric well-posedness of a Stampacchia vector
variational inequality is equivalent to the parametric well-posedness of a vector
optimization problem. Further, we introduce some concepts of well-posedness
for a vector optimization problem with a Stampacchia vector variational in-
equality constraint. We prove that the well-posedness of this constrained vector
optimization problem is closely related to the parametric well-posedness of its
constrained vector variational inequality.

1. INTRODUCTION

Well-posedness of a given variational problem, generally speaking, deals with
the behavior of the solution with respect to the problem’s data perturbations, and it
is closely related to stability analysis and sensitivity analysis issues. The issues of
well-posedness have been studied intensively in various fields. An initial concept
of well-posedness for a scalar global optimization problem was first introduced by
Tykhonov [28], already known as Tykhonov well-posedness. Since then various
notions of well-posedness for scalar global optimization problems have been in-
troduced and studied (see, e.g., [1, 7, 31, 32]). Some concepts of well-posedness
for vector optimization problems were considered in [2, 3, 10-12, 19, 26]. The
well-posedness of Nash equilibria were studied in [4, 20, 23-25]. Recently, the
notions of well-posedness was further generalized to fixed point problems [15],
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variational inequality problems [16, 17], inclusion problems [15]. Especially, Lig-
nola and Morgan [16] introduced and studied the well-posedness for an optimization
problem with a variational inequality constraint (for short OPVIC). The problem
OPVIC has been investigated by many authors since it provides a unified mathe-
matical model for some important problems arising in economics and engineering
science. For details, we refer to [21, 22] and the references therein. On the other
hand, vector generalizations of many important problems, such as variational in-
equality and optimization problems, have been studied intensively in recent years
because they provide more general frameworks. The purpose of this paper is to
generalize some corresponding results of Lignola and Morgan [16] to the vector
case. We study the parametric well-posedness of Stampacchia and Minty vector
variational inequality problems, and prove that under suitable conditions, the para-
metric well-posedness of a Stampacchia vector variational inequality is equivalent
to the parametric well-posedness of a corresponding vector optimization problem.
We introduce a notion of well-posedness for a vector optimization problem with a
vector variational inequality constraint (for short, VOPVVIC) and show that the
well-posedness of VOPVVIC is closely related to the parametric well-posedness of
its constrained vector variational inequality.

2. PRELIMINARIES AND NOTATIONS

Throughout this paper, unless stated otherwise, we always suppose that P is a
metric space, K is a nonempty, closed, and convex subset of a real Banach space
X , and Y is a real Banach space endowed with a partial order induced by a pointed,
closed and convex cone C with intC �= ∅ in the following ways:

x ≤C y ⇔ y − x ∈ C,

x ≤intC y ⇔ y − x ∈ intC,

x �≤C y ⇔ y − x �∈ C,

x �≤intC y ⇔ y − x �∈ intC,

where intC denotes the interior of C.
Let A : P × K → L(X, Y ) (the family of all continuous linear mappings from

X into Y ) be a mapping. The parametric (Stampacchia) vector variational inequality
problem is to find u ∈ K such that

VVI(p) 〈A(p, u), u− v〉 �≥int C 0, ∀v ∈ K.

When A(p, u) is independent on the parameter p, VVI(p) reduces to the classical
vector variational inequality formulated by finding u ∈ K such that

VVI 〈Au, u− v〉 �≥intC 0, ∀v ∈ K.
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The problem VVI has been studied intensively by many authors (see, e.g., [5, 6,
8, 14, 30]). In this paper we also consider the following Minty vector variational
inequality problems [9, 29]:

MVVI(p) find u ∈ K such that 〈A(p, v), u− v〉 �≥int C 0, ∀v ∈ K

and
VVI find u ∈ K such that 〈Av, u− v〉 �≥intC 0, ∀v ∈ K.

The Stampacchia and Minty vector variational inequality problems are closely related
to the following vector optimization problem:

VOP(p) min
u∈K

F(p, u),

where F : P ×K → Y . When F (p, u) is independent on the parameter p, VOP(p)
reduces to

VOP min
u∈K

F(u).

In the sequel we give some concepts.

Definition 2.1. Let f : K → Y be a mapping. A point x0 ∈ K is called a
weakly efficient solution of f on K iff f(u) �≤int C f(x0), ∀u ∈ K. Denote by
argmin(K, f) and Min(K, f) the set of weakly efficient solutions of f on K and
the image of F on argmin(K, f) respectively.

Definition 2.2. The family {VOP(p) : p ∈ P} is said to be parametrically
well-posed iff:

(i) there exists a unique weakly efficient solution xp of F (p, ·) on K for all
p ∈ P ;

(ii) for any sequences {pn} ⊂ P with pn → p and {xn} ⊂ K such that ∃{αn} ⊂
R+ with αn → 0, and

F (pn, xn) �≥int C F (pn, y) + αne, ∀y ∈ K,

it holds that xn → xp.

The sequence {xn} in (ii) is called a minimizing sequence for VOP(p) corre-
sponding to {pn}.

Definition 2.3. The family {VOP(p) : p ∈ P} is said to be parametrically
well-posed in the generalized sense iff:

(i) argmin(K, F(p, ·)) �= ∅, ∀p ∈ P;
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(ii) for any sequences {pn} ⊂ P with pn → p and {xn} ⊂ K such that ∃{αn} ⊂
R+ with αn → 0, and

F (pn, xn) �≥int C F (pn, y) + αne, ∀y ∈ K,

there exists a subsequence {xnk
} of {xn} and some point x∗ ∈ argmin

(K, F (p, ·)) such that xnk
→ x∗.

Definition 2.4. A mapping f : K → Y is said to be C-convex iff

f(tx + (1 − t)y) ≤C tf(x) + (1 − t)f(y), ∀x, y ∈ K, t ∈ [0, 1].

Definition 2.5. A mapping T : K → L(X, Y ) is said to be C-monotone iff

〈Tx − Ty, x− y〉 ≥C 0, ∀x, y ∈ K.

Definition 2.6. A mapping T : K → L(X, Y ) is said to be hemicontinuous
iff for any x, y ∈ K the mapping t → 〈T (x+ t(y −x), y − x〉 is continuous at 0+.

Definition 2.7. Luc [18]. A mapping f : K → Y is said to be C-lower level
closed iff for all a ∈ Y , the set {x ∈ K : f(x) ≤C a} is closed.

Definition 2.8. Let (E, d) be a metric space and let A, B be subsets of E .
The Hausdorff metric H(·, ·) is defined by

H(A, B) := max{e(A, B), e(B, A)},

where e(A, B) := supa∈A d(a, B) with d(a, B) = infb∈B d(a, b). Let {An} be
a sequence of subsets of E . We say An converges to A ⊂ E in the sense of
Hausdorff metric iff H(An, A) → 0. It is easy to see that e(An, A) → 0 if and
only if d(an, A) → 0 for all selection an ∈ An. For more details on this topic, see,
e.g., [13].

3. PARAMETRIC WELL-POSEDNESS FOR VECTOR VARIATIONAL INEQUALITIES

In this section we investigate the parametric well-posedness of Stampacchia and
Minty vector variational inequalities. We first introduce the notions of parametric
well-posedness for VVP(p) and MVVP(p). Fix an e ∈ intC.
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Definition 3.1. Let p ∈ P and {pn} ⊂ P be a sequence converging to p. A
sequence {xn} ⊂ K is said to be an approximating sequence for VVI(p) corre-
sponding to {pn} iff there exists a sequence of positive numbers {εn} converging
to zero such that

〈A(pn, xn), xn − y〉 �≥intC εne, ∀y ∈ K.

Definition 3.2. Let p ∈ P and {pn} ⊂ P be a sequence converging to p. A
sequence {xn} ⊂ K is said to be an approximating sequence for MVVI(p) corre-
sponding to {pn} iff there exists a sequence of positive numbers {εn} converging
to zero such that

〈A(pn, y), xn − y〉 �≥intC εne, ∀y ∈ K.

Definition 3.3. The family {VVI(p) : p ∈ P} is said to be parametrically
well-posed iff:

(i) there exists a unique solution xp to VVI(p) for all p ∈ P ;
(ii) for given p ∈ P and {pn} ⊂ P with pn → p, every approximating sequence

for VVI(p) corresponding to {pn} converges to xp.

Definition 3.4. The family {VVI(p) : p ∈ P} is said to be parametrically
well-posed in the generalized sense iff:

(i) the solution set S(p) of VVI(p) is nonempty for all p ∈ P ;
(ii) for given p ∈ P and {pn} ⊂ P with pn → p, every approximating sequence

for VVI(p) corresponding to {pn} has a subsequence converging to some
point of S(p).

Definition 3.5. The family {MVVI(p) : p ∈ P} is said to be parametrically
well-posed iff:

(i) there exists a unique solution xp to MVVI(p) for all p ∈ P ;
(ii) for given p ∈ P and {pn} ⊂ P with pn → p, every approximating sequence

for MVVI(p) corresponding to {pn} converges to xp.

Definition 3.6. The family {MVVI(p) : p ∈ P} is said to be parametrically
well-posed in the generalized sense iff:

(i) the solution set M(p) of MVVI(p) is nonempty for all p ∈ P ;
(ii) for given p ∈ P and {pn} ⊂ P with pn → p, every approximating sequence

for MVVI(p) corresponding to {pn} has a subsequence converging to some
point of M(p).
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To investigate the well-posedness of VVI(p) and MVVI(p), we consider the
following sets:

T S
p (δ, ε) = ∪p′∈B(p,δ){x ∈ K : 〈T (p′, x), x− y〉 �≥intC εe, ∀y ∈ K}

and

TM
p (δ, ε) = ∪p′∈B(p,δ){x ∈ K : 〈T (p′, y), x− y〉 �≥intC εe, ∀y ∈ K}

for all δ, ε ≥ 0, where B(p, δ) denotes the closed ball centered at p with radius δ.

Theorem 3.1. {VVI(p) : p ∈ P} is parametrically well-posed if and only if
for every p ∈ P , the solution set S(p) of VVI(p) is nonempty and

(1) diam TS
p(δ, ε) → 0 as (δ, ε) → (0, 0),

where diam means the diameter of a set.

Proof. Assume that {VVI(p) : p ∈ P} is parametrically well-posed. Then S(p)
is a singleton for all p ∈ P . If there exists some p ∈ P such that diamTS

p(δ, ε) �→ 0
as (δ, ε) → (0, 0), then there exist positive number l and sequences {δn}, {εn}, {un}
and {vn} such that δn → 0, εn → 0, un ∈ T S

p (δn, εn), vn ∈ T S
p (δn, εn), and

‖un − vn‖ > l, ∀n.

Obviously, {un} and {vn} are approximating sequences for VVI(p). Then they
have to converge to the unique solution of VVI(p). This arrives at a contradiction.
Thus condition (1) holds.

Conversely, assume that S(p) is nonempty and condition (1) holds. Obviously
S(p) is a singleton otherwise condition (1) does not hold. Let pn → p and {xn}
be an approximating sequence for V V I(p) corresponding to {pn}, i.e., there exists
{εn} ⊂ R+ converging to zero such that

〈A(pn, xn), xn − y〉 �≥intC εne, ∀y ∈ K.

For given δ, ε > 0, we have xn ∈ T S
p (δ, ε) for all sufficiently large n. Let xp be

the unique solution of VVI(p). It follows that

‖xn − xp‖ ≤ diamTS
p(δ, ε) → 0.

Thus {VVI(p) : p ∈ P} is parametrically well-posed.

Theorem 3.2. {VVI(p) : p ∈ P} is parametrically well-posed in the gen-
eralized sense if and only if for every p ∈ P , the solution set S(p) of VVI(p) is
nonempty compact and

(2) e(T S
p (δ, ε), S(p)) → 0 as (δ, ε) → (0, 0).
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Proof. Assume that {VVI(p) : p ∈ P} is parametrically well-posed in the
generalized sense. Then S(p) �= ∅ for all p ∈ P . Let {xn} be a sequence in S(p).
Obviously {xn} is an approximating sequence for VVI(p). Since {VVI(p) : p ∈ P}
is parametrically well-posed in the generalized sense, there exists a subsequence
{xnk

} of {xn} converging to some point of S(p). This proves that S(p) is compact.
To prove (2), suppose by contradiction that e(TS

p (δ, ε), S(p)) �→ 0 as (δ, ε) → (0, 0).
Then there exists a sequence {xn} with xn ∈ T S

p ( 1
n , 1

n) such that d(xn, S(p)) �→ 0
as n → ∞, i.e., there exists some τ > 0 such that

(3) xn �∈ S(p) + B(0, τ), ∀n.

Since {VVI(p) : p ∈ P} is parametrically well-posed in the generalized sense and
{xn} is an approximating sequence for VVI(p), there exists a subsequence {xnk

}
of {xn} converging to some point of S(p). This contradicts (3).

Conversely, assume that S(p) is nonempty compact for all p ∈ P and condition
(2) holds. Let pn → p and {xn} be an approximating sequence for VVI(p) corre-
sponding to {pn}. For given δ, ε > 0, we have xn ∈ T S

p (δ, ε) for all sufficient large
n. From (2), there exists a sequence {x̄n} in S(p) such that

‖xn − x̄n‖ → 0.

Since S(p) is compact, there exists a subsequence {x̄nk
} of {x̄n} converging to

x̄ ∈ S(p). Hence the corresponding subsequence {xnk
} of {xn} converges to x̄.

Thus {VVI(p) : p ∈ P} is parametrically well-posed in the generalized sense.

Theorem 3.3. {MVVI(p) : p ∈ P} is parametrically well-posed if and only
if for every p ∈ P , the solution set M(p) of MVVI(p) is nonempty and

diamTM
p (δ, ε) → 0 as (δ, ε) → (0, 0).

Proof. The conclusion follows from the similar arguments as in Theorem 3.1.

Theorem 3.4. {MVVI(p) : p ∈ P} is parametrically well-posed in the
generalized sense if and only if for every p ∈ P , the solution set M(p) of MVVI(p)
is nonempty compact and

e(TM
p (δ, ε), M(p)) → 0 as (δ, ε) → (0, 0).

Proof. The conclusion follows from the similar arguments as in Theorem3.2.

Now we recall the Minty lemma for the vector variational inequality:
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Lemma 3.1. See [5, 8, 9, 29]. Let K be nonempty, closed and convex and
A : K → L(X, Y ) be hemicontinuous and C-monotone. Then u is a solution of
VVI if and only if it is a solution of MVVI.

In terms of Lemma 3.1, we have the following result:

Theorem 3.5. Let K be nonempty, closed and convex and A(p, ·) be hemicon-
tinuous and C-monotone for all p ∈ P . Then {VVI(p) : p ∈ P} is parametrically
well-posed whenever {MVVI(p) : p ∈ P} is parametrically well-posed.

Proof. Assume that {MVVI(p) : p ∈ P} is parametrically well-posed. By
Lemma 3.1, there exists a unique solution up to VVI(p) for all p ∈ P . Let pn → p

and {un} be an approximating sequence for VVI(p) corresponding to {pn}, i.e.,
there exists {εn} ⊂ R+ converging to zero such that

〈A(pn, un), un − v〉 �≥intC εne, ∀v ∈ K.

By the C-monotonicity of A(p, ·), we have

〈A(pn, v), un − v〉 �≥intC εne, ∀v ∈ K.

This means that {un} is an approximating sequence for MVVI(p) corresponding
to {pn}. Thus un → up and so {VVI(p) : p ∈ P} is parametrically well-posed.

Theorem 3.6. Let K be nonempty, closed and convex and A(p, ·) be hemicon-
tinuous and C-monotone for all p ∈ P . Then {VVI(p) : p ∈ P} is parametrically
well-posed in the generalized sense whenever {MVVI(p) : p ∈ P} is parametri-
cally well-posed in the generalized sense.

Proof. The conclusion follows from the similar arguments as in Theorem
3.5.

Now we suppose that VVI(p) arises from VOP(p). Under suitable conditions,
we derive the equivalence of well-posedness for VVI(p) and VOP(p). First we
recall the following result:

Lemma 3.2. See [6, 9]. Let K be nonempty, closed and convex, F : K → Y be
C-convex and differentiable on an open set containing K such that A(u) = F ′(u).
Then x is a solution of VVI if and only if it is a weakly efficient solution of VOP.

Theorem 3.7. Let F (p, ·) be C-convex and differentiable on an open set
containing K for all p ∈ P and F ′

u(p, u) = A(p, u). Then {VVI(p) : p ∈ P}
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is parametrically well-posed whenever {VOP(p) : p ∈ P} is parametrically well-
posed.

Proof. Assume that {VOP(p) : p ∈ P} is parametrically well-posed. By
Lemma 3.2, VVI(p) has a unique solution for all p ∈ P . Let pn → p and {un}
be an approximating sequence for VVI(p) corresponding to {pn}, i.e., there exists
{εn} ⊂ R+ converging to zero such that

〈A(pn, un), un − v〉 �≥intC εne, ∀v ∈ K.

Since F (p, ·) is C-convex, we have

F (pn, un)− F (pn, v) ≤C 〈A(pn, un), un − v〉 �≥intC εne.

This yields
F (pn, un) �≥int C F (pn, v) + εne, ∀v ∈ K

and so {un} is a minimizing sequence for VOP(p) corresponding to {pn}. By the
parametrical well-posedness of {VOP(p) : p ∈ P}, un converges to the unique
weakly efficient solution up of VOP(p). Again from Lemma 3.2, up is the unique
weakly efficient solution of VVI(p). This proves that {VVI(p) : p ∈ P} is para-
metrically well-posed.

To prove the converse, we need the following concept and result.
Let ξ : Y → R be defined by

ξ(y) = min{t ∈ R : y ∈ te − C}, ∀y ∈ Y.

For the properties of ξ, we refer to [18, 27] and the references therein.

Lemma 3.3. Huang [11]. Let f : K → Y be C-lower level closed and ξ(f) be
bounded below. Given ε > 0 and an x∗ satisfying f(x∗) �≥C f(x) + εe, ∀x ∈ K,
then for any real number δ > 0, there exists x ′ ∈ K such that:

(i) f(x′) ≤C f(x∗);
(ii) ‖x′ − x∗‖ ≤ δ;

(iii) f(x′) − f(x) �≥intC
ε
δ‖x − x′‖e, ∀x ∈ K.

Theorem 3.8. Let K be bounded, F (p, ·) be C-lower level closed, differen-
tiable on an open set containing K, and ξ(F (p, ·) be bounded below for all p ∈ P .
Let A(p, u) = F ′

u(p, u). Then {VOP(p) : p ∈ P} is parametrically well-posed
whenever {VVI(p) : p ∈ P} is parametrically well-posed.

Proof. Assume that {VVI(p) : p ∈ P} is parametrically well-posed. By Lemma
3.2, VOP(p) has a unique weakly efficient solution up for all p. Let pn → p and
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{un} be a minimizing sequence for VOP(p) corresponding to {pn},i.e., there exists
{εn} ⊂ R+ converging to zero such that for all n,

F (pn, un) �≥intC F (pn, v) + εne, ∀v ∈ K.

By Lemma 3.3, there exists ūn ∈ K such that

(4) ‖ūn − un‖ ≤ √
εn

and

(5) F (pn, x)− F (pn, ūn) �≤intC −√
εn‖x − ūn‖e, ∀x ∈ K.

For given v ∈ K, substituting x = ūn + t(v − ūn), t ∈ (0, 1), in (5), we obtain

F (pn, ūn + t(v − ūn)) − F (pn, ūn)
t

�≤intC −√
εn‖v − ūn‖e.

It follows that

〈F ′
u(pn, ūn), v − ūn〉 �≤intC −√

εn‖v − ūn‖e ≥C −√
εndiamK e, ∀v ∈ K,

i.e.,
〈A(pn, ūn), ūn − v〉 �≥intC

√
εndiamK e, ∀v ∈ K.

This means that {ūn} is an approximating sequence for VVI(p) corresponding
to {pn}. By the parametrical well-posedness of {VVI(p) : p ∈ P}, we obtain
ūn → up. It follows from (4) that un → up, and so {VOP(p) : p ∈ P} is
parametrically well-posed.

Theorem 3.9. Let F (p, ·) be C-convex and differentiable on an open set
containing K for all p ∈ P and F ′

u(p, u) = A(p, u). Then {VVI(p) : p ∈ P} is
parametrically well-posed in the generalized sense whenever {VOP(p) : p ∈ P}
is parametrically well-posed in the generalized sense.

Proof. The conclusion follows from the similar arguments as in Theorem3.7.

Theorem 3.10. Let K be bounded, F (p, ·) be C-lower level closed, differen-
tiable on an open set containing K, and ξ(F (p, ·) be bounded below for all p ∈ P .
Let A(p, u) = F ′

u(p, u). Then {VOP(p) : p ∈ P} is parametrically well-posed in
the generalized sense whenever {VVI(p) : p ∈ P} is parametrically well-posed in
the generalized sense.

Proof. The conclusion follows from similar arguments as in Theorem 3.8.
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4. WELL-POSEDNESS FOR VECTOR OPTIMIZATION WITH VECTOR VARIATIONAL

INEQUALITY CONSTRAINT

In this section we investigate the well-posedness of the following vector opti-
mization problem with a vector variational inequality constraint:

VOPVVIC inf
(p,u)∈∆

F(p, u)

where
∆ = {(p, u) ∈ P × K : u is a solution of VVI(p)}.

Definition 4.1. A sequence {(pn, un)} is said to be a minimizing sequence for
VOPVVIC iff:

(i) d(F (pn, un), Min(∆, F)) → 0 as n → ∞;
(ii) there exists {εn} ⊂ R+ with εn → 0 such that F (pn, xn) �≥intC F (pn, y) +

εne, ∀y ∈ K.

Definition 4.2. VOPVVIC is said to be well-posed iff:

(i) VOPVVIC has a unique weakly efficient solution (p̄, up̄);
(ii) every minimizing sequence {(pn, un)} for VOPVVIC converges to (p̄, up̄).

Definition 4.3. VOPVVIC is said to be well-posed in the generalized sense
iff:

(i) VVI(p) has at least a solution for all p ∈ P ;
(ii) argmin(∆, F) is nonempty;

(iii) every minimizing sequence {(pn, un)} for VOPVVIC has a subsequence
convergent to some point of argmin(∆, F).

Theorem 4.1. Let P be sequentially compact, F : P ×K → Y be continuous,
{VVI(p) : p ∈ P} be parametrically well-posed in the generalized sense and
Min(∆, F) be nonempty closed. Then VOPVVIC is well-posed in the generalized
sense.

Proof. Let {(pn, un)} be a minimingzing sequence for VOPVVIC. Then there
exists {εn} ⊂ R+ such that εn → 0 and

F (pn, un) �≥int C F (pn, v) + εne, ∀v ∈ K.
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Since P is sequentially compact, there exists a subsequence {pnk
} of {pn} such

that pnk
→ p. Then {unk

} is an approximating sequence for VVI(p) corresponding
to {pnk

}. By the parametric well-posedness of {VVI(p) : p ∈ P}, {unk
} has a

subsequence {unkl
} convergent to a solution up of VVI(p). By using the continuity

of F , we have

d(F (p, up), Min(∆, F))

≤ d(F (p, up), F (pnkl
, unkl

)) + d(F (pnkl
, unkl

), Min(∆, F)) → 0.

This implies that (p, up) is a weakly efficient solution of VOPVVIC since Min(∆, F)
is closed. Thus VOPVVIC is well-posed in the generalized sense.

Theorem 4.2. Let P be sequentially compact, F : P ×K → Y be continuous,
{VVI(p) : p ∈ P} be parametrically well-posed and VOPVVIC has a unique
solution (p̄, up̄). Then VOPVVIC is well-posed.

Proof. Let {(pn, un)} be a minimizing sequence for VOPVVIC. By the
same arguments as in Theorem 4.1, we know that {(pn, un)} has a subsequence
convergent to (p̄, up̄). Further, we can prove that any converging subsequence of
{(pn, un)} converges to (p̄, up̄). Thus (pn, un) → (p̄, up̄). Thus VOPVVIC is
well-posed.
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