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B-SEMIPREINVEX FUNCTIONS AND VECTOR OPTIMIZATION
PROBLEMS IN BANACH SPACES

Sheng-Lan Chen, Nan-Jing Huang and Mu-Ming Wong

Abstract. In this paper, we extend the scalar-valued B-semipreinvex func-
tions and vector-valued preinvex functions to the cases of vector-valued B-
semipreinvex functions in Banach spaces. We investigate some properties
for the vector-valued B-semipreinvex functions and consider a new class of
vector-valued nonsmooth programming problems in which functions are lo-
cally Lipschitz. In terms of the Ralph vector sub-gradient, we obtain the gen-
eralized Kuhn-Tucker type sufficient optimality conditions and saddle point
condition. Also, a generalized Mond-Weir type dual is formulated and some
duality theorems are established involving locally Lipschitz B-semipreinvex
functions for the pair of primal and dual programming. The results presented
in this paper generalize some main results of Kuang and Batista Dos Santoset,
Osuna-Gomez, Rojas-Medar and Rufian-Lizana.

1. INTRODUCTION

It is well known that convex functions play an important role in optimization
theory. A meaningful generalization of convex functions is the introduction of B-vex
functions, which was given by Bector and Singh [1]. Later, the concept of B-vexity
was extented to B-invex functions by Bector, Suneja, and Alitha [2], and to B-
preinvex functions by Suneja, Singh, and Bector [3]. Yang and Chen [4] introduced
and studied a wider class of nonconvex functions which is called the semipreinvex
functions. In 2004, Kuang [5] defined the concept of B-semipreinvex functions as a
generalization of the above functions, discussed some properties of B-semipreinvex
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functions, and proved the necessary and sufficient optimality theorems, weak duality
for nonsmooth programs under the locally Lipschitz B-semipreinvexity assumptions.

On the other hand, vectorial problems on Banach spaces have many applications
in mathematical economies and engineering such as optimal control, the optimum
of which is described by a curve instead of a finite vector. In the past and recent
years, some related works have been done for developing the vector optimization
theory in finite or infinite dimensional spaces, which involve differentiable or non-
differentiable convex, or invex functions (see, for example, [6-13] and the references
therein).

In this paper, we extend the scalar-valued B-semipreinvex functions [5] and
vector-valued preinvex functions [6] to the cases of vector-valued B-semipreinvex
functions in Banach spaces. We investigate some properties for the vector-valued
B-semipreinvex functions and consider a new class of vector-valued nonsmooth
programming problems in which functions are locally Lipschitz. In terms of the
Ralph vector sub-gradient, we obtain the generalized Kuhn-Tucker type sufficient
optimality conditions and saddle point condition. Also, a generalized Mond-Weir
type dual is formulated and some duality theorems are established involving locally
Lipschitz B-semipreinvex functions for the pair of primal and dual programming.
The results presented in this paper generalize some main results of [5] and [6].

2. PRELIMINARIES

Let X,Y, Z be real Banach spaces. A nonempty subset @) of X is called a
pointed closed convex cone if @ is closed and the following conditions hold:

HR+QcQ, (AQRCQ VA=0, (iIiHQN(-Q)=0.

Let P C Y and Q C Z be closed convex cones with nonempty interiors, i.e.,
intP # 0,intQ # 0, and P # Y,Q # Z. We assume that Y and Z are ordered
Banach spaces whose partial order is induced by P and €2, respectively.

Let Y* be the dual of Y and P* = {p* € Y* : (p*,y) > 0,V y € P} be the
dual cone of P. Let K be a nonempty subset of X and the functions f : K — Y
and g : K — Z be given functions.

Now we consider the following vector-valued optimization problem:

(VOP) min f(z)
st. zeK.

We say that (VOP) has a weakly efficient solution at xy € K iff there exists no
x € K such that

f(zo) — f(z) € IintP.
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Definition 2.1. Let X be real Banach space, K be a subset of X, and P
be a closed convex cone in Y. A function f : K — Y is said to be P-B-
semipreinvex (PBS) with respect to n and b at y € K, if there exists a mapping
n: K x K x[0,1] — X such that for all z € K and X € [0, 1],

Ab(w, y, A) f (@) + (1 = Ab(w,y, M) f(y) — f(y + Mz, y,\) € P

with A1im+ An(z,y, A) =0 where b: K x K x [0,1] — R4 (the set of nonnegative
—0

real numbers) with Ab(x, y, A) € [0, 1] for all z,y € K and X € [0, 1].

A function f : K — Y is said to be PBS on K with respect to (w.r.t.) » and b
if it is PBS w.r.t.  and b at each point of K.

It should be noted that the set K in Definition 2.1 must be assumed to have
semi-connectedness property, that is,

y+ n(z,y,\) € K, Vz,ye Kand VA € [0,1].

Example 2.1. Let f = (f1, f2) : R?> — R? be a function where f; and f, are
given by
fi(zr, @) = [m| + 22|, fal2r, 22) = |21 — 220

Taking P = R?, itis easy to see that f is PBS w.r.t. 1 and b where n(z,y, \) = z—y
and b(x,y, A\) = 1, respectively.

Example 2.2. Let P = R? and f = (f1, f2) : R* — R? be defined by

filz) =1,  faz) = 2.

Then f is PBS on its domain with respect to n = (n1,72) and b where

Y1 —T1, T1 = Y1,
T,Y,\) =
m(@:y, A) { 1 — Y1, T1<Y1;

Yo — To, T2 = Yo,
T,Y,\) =
n2 (@ A) { T2 — Y2, T2 <Y2;

and

b(z,y,\) = A, T1 2 Y1, T2 2 Y2 OF 21 < Y1, Ta < Y2
Y L=XA 12y, 22 <y20rzy <yi, T2 > Y.

Remark 2.1. If X = R",Y = R and P = R, then Definition 2.1 reduces to
the definition of scalar-valued B-semipreinvex function introduced by Kuang [5].
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Remark 2.2. If n(z,y, ) = n(x,y) and b(z,y,\) = 1 for all z,y € K, then
Definition 2.1 reduces to the definition of vector-valued preinvex function discussed
in [6].

Lemma 2.1. ([8]) Let X be a Banach space ordered by the cone Q C X, with
(@ convex and closed. Let Q* be the dual cone of (). If there exists x € X such
that (z*, z) > 0 for all z* € Q*, then z € Q.

Lemma 2.2. A mapping f : K — Y is PBS w.r.t. n and b iff for each p* € P*,
the composition function p* f is scalar-valued B-semipreinvex w.r.t. n and b.

Proof. The necessity is obvious, it suffices therefore to prove the sufficiency.
Letz,y € K, A€ (0,1),and b :=b(z,y, \). We have

P fy+An(z,y,\) < Ab(z,y, \)p*f(z) + (1 = Ab(z,y,\)p*f(y), Vp* € P

This implies that

prAbSf () + (1 = Ab) f(y) — f(y + An(z,y, ) = 0, Vp* e P*

and so it follows from Lemma 2.1 that

Abf(x) + (1 = Ab)f(y) = f(y + An(z,y,A)) € P.

This completes the proof. ]

We suppose further that & is an open semi-connected subset of X. Recall (see
[9]) that a function f : K — R is said to be locally Lipschitz if for each z € K,
there exist a neighborhood N (z) of = and a constant k£, > 0 such that for any
y,z € N(z),

() = F < kally — 2]

If £ is locally Lipschitz at x, then Clarke generalized directional derivative of f at
x in the direction of v € X is defined as follows:

() = lim sup LY F 1) = /W)
7 y—z,t|0 t )

It then follows that for any v € X,

fo(w;v) = max{v"¢ | € € Of (x)},

where 9 f(-) denotes the Clarke sub-differential (see [9]). Let f be locally Lipschitz.
A function f is said to be regular at = in the sense of Clarke (see [9]) if it is
directionally differentiable at « and f/(z;v) = f°(x;v) for any v € X.
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Definition 2.3. (14) A mapping f : K — R is said to be arcwise directionally
differentiable at x if the following limit exists

for each continuous arc w : [0, 1] — K such that w(0) = 0 and w’(0") = v.

Lemma 2.3. ([5]) Suppose that f : K — R is locally Lipschitz and regular at
x € K. Then f is arcwise differentiable at = and

fr(av) = fo(av) = fl(ws50).

Definition 2.4. ([10]) Let x € X. The Ralph vector sub-gradient of a locally
Lipschitz function f : K — Y at x is defined by

Of(x):={A e L(K,Y) | (v,\) € K xY™ (Af)°(z;v) > AAv},

where L(K,Y) is the space of all linear and continuous operators from K to Y
and (Af)°(z;-) denotes the Clarke generalized directional derivative of the scalar
locally Lipschitz function \f at the point = € K.

Lemma 2.4. ([7]) Let = be a fixed point in K. If f: K — Y is continuously
Gateauz differentiable at x, then for any A € Y'*, Af is regular at 2. Moreover,
f is locally Lipschitz at z and 0 f(x) = {f'(x)} where f’(x) denotes the Gateaux
derivative of f at x.

3. WEAKLY EFFICIENT SoLuTions oF (VOP)

Theorem 3.1. Let K be a semi-connected subset of X and f : K — Y be PBS
w.r.t. n and b, where P C Y is a closed pointed and convex cone with nonempty
interior. Suppose that b(z,y, A) > 0 for 0 < A < 1 with fixed z,y € K. Then any
locally weakly efficient solution of (VOP) is a globally weakly efficient solution.

Proof. Let z € K be a local weakly efficient solution of (VOP). Then there is
a neighborhood U of z such that

(1) f@) = fly) ¢intP,  VyeUNK.
Suppose that Z is not global. It follows that there exists zy € K such that

(2) f(T) — f(xo) € intP.
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Since f is PBS and K is semi-connected, we know that z + An(xg, z, A)) € K for
all A € (0,1) and

Abf(xo) + (1 — Ab) f(Z) — f(Z + An(zo, T, A) € P,
ie.,
(3)  f(@) = f(Z+ An(xo, T, A) + Ab(f(z0) — f(Z)) € P, VA€ (0,1),
where b := b, y, \). Since lim (o, 7, ) = 0, for a sufficiently small enough
X, T # T+ Mz, T, \) € UNK. By (1),
f(@) = f(Z + An(zo, 7, N\)) ¢ intP.
It follows from (2) and (3) that

f(@) = f(@ + Mn(zo, 2, ) € P+ Ab(x0, 2, \)(f(%) — f(20))
C P+ intP
C intP,

which is a contradiction. This completes the proof. ]

Theorem 3.2. Suppose that Y is reflexive. Let = be a fixed point in K, P be a
closed convex cone such that P # Y and intP # ), and f : K — Y be a locally
Lipschitz PBS function w.r.t. » and b at = where K is an open semi-connected
subset of X w.r.t. . Assume that

(i) for any p* € P*, p*f is regular at « where P* is the dual cone of P;

(i) 5y, @ N]|\_o = n(y, ) and lim b(y,z, A) = b(y, z) for all y € K.

Then for any y € K and A € 0f(x),

(4) b(y, )(f(y) — f(x)) — (A n(y, z)) € P.

Proof. Since Y is reflexive, it follows from the result of ([11]) that 0 f (z) # 0.
For any p* € P*, it follows from the assumptions and Lemma 2.2 that p*f is
locally Lipschitz, B-semipreinvex and regular at z. So we have for any y € K and
Aedf(x),

P f(x+ Ay, z,A)) = p*f(x) < Ab(p*f(y) — p" f (),
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where b := b(z,y, ) and A € (0, 1]. Now dividing across by X and letting A — 0%,
it follows from Lemma 2.3 that

by, )(p"f(y) — P f(2)) = (" )" (25 7(y, )

By Lemma 2.1, we have

b(y, x)(f(y) — f(x)) = (A n(y, z)) € P.

This completes the proof. ]
We can get the following corollary with a stronger assumption on f.

Corollary 3.1. Let Y be a real Banach space, z € K be a given point, and
f: K —Y bePBSw.rt nandbatz. If fiscontinuously Gateaux differentiable
at x, and the assumption (ii) of Theorem 3.2 is satisfied for all y € K, then

b(y, 2)(f(y) = f(2)) = (f'(x), 7y, x)) € P, Vy€K,

where f'(z) denotes the Gateaua derivative of f at z.
Proof. It can be easily verified by invoking Lemma 2.4 and Theorem 3.2. =

Theorem 3.3. Suppose that Y is reflexive and P C Y is a closed convex cone
with nonempty interior. Let f : K — Y be a locally Lipschitz PBS function w.r.t.
nand b at z € K. If in Theorem 3.2, we assume further that b(z,z) > 0 for all
x € K, then (A, 7j(x,z)) ¢ —intP implies that z is the weakly efficient solution of
(VOP).

Proof. Suppose that z € K is not a weakly efficient solution of (VP). Then
there exists z* € K such that

(5) f(z*) — f(z) € —intP.
Since f is PBS, it follows from Theorem 3.2 that for any = € K and A € 9f(x),
(6) (A, 7i(z, 7)) +b(z,2)(f(Z) - f(z)) € —P.

From (5) and (6), for any A € 9f(x),
(A,7(z", 7)) € b(z", 7)(f(z") — f(T)) - P
C —intP — P

C —intP,
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which is a contradiction. This completes the proof. ]

Remark 3.1. Theorems 3.1 and 3.2 extend Theorem 4.1 of [6] and Theorem
4.2 of [5], respectively.

Remark 3.2. If we further assume that b(x, y, A) is continuous at A = 0 and
n(z,y, A) is continuous differentiable at A = 0, then Theorem 3.2 is also a gener-
alization of Theorems 4.3-4.5 of [5].

Remark 3.3. In Theorem 3.3, it is not necessarily true that the condition
b(z,z) > 0 for all z € K. To see this, let f(z) = sinx for all [0,7). Obvi-
ously, 0 is the optimal solution of f. However, f is PBS w.rt. nand bat y =0
defined by n(x,y, \) = Asin(z — y) and b(x,y, A\) = A for all z,y € R.

4, OpPTIMALITY CONDITIONS AND DUALITY THEOREMS
We are concerned with the following constrained vector optimization problem:
(CVOP) min  f(z)
st. —g(z) € Q,
re K CX,

where f : K — Y and g : K — Z are two mappings, K and 2 are subsets of
X and Z, respectively. We assume that the spaces Y and Z are ordered by cones
P CY and Q C Z, respectively, and the cones P and €2 are closed convex with
nonempty interior.

We denote by Ky = {z € K| — g(z) € Q} the feasible set of (CVOP).

In this section, we assume that Y and Z are reflexive Banach spaces and all the
functions, unless otherwise stated, are locally Lipschitz on K where K is an open
semi-connected subset of X w.r.t. a function n: K x K x [0,1] — X.

Theorem 4.1.(Sufficient condition) Let = be a feasible pointin K, f: K — Y
be PBS function w.r.t. n and b at z, and g : K — Z be QBS function w.r.t. n and
b’ at z. Assume that there exists (A\*, u*) € P* x Q* with \* # 0 such that

() 0€ I\ f+u'g)(T),
(8) wg(x) =0
and

9)  lim b(z,2,A) =b(z,2) >0, lim V(z,z,)) =b(2,7), Vze Ko,
(9) lim b(z,2,A) = b(=, ) Jim b'(z,,A) = b(2,2), Ve Ko
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d
(10) _[)‘77(357 z, )‘)] = ﬁ(fI,', j), Vo € Ko.
dA A20

Further suppose that A* f and p*g are regular at z. Then Z is a weakly efficient
solution of (CVOP).

Proof. First from (7) and the properties of the Clark sub-differential, we have
0€ 0\ f+pu'g)(x) CONf)(T) + O’ g)(T).
It follows that there exists A € df(z) and B € dg(z) such that
NA+u*B=0.

By hypotheses (9) and (10), and Theorem 3.2, for any z € Kj,

(11) bz, T) (N f(z) = N f(Z)) > (N A, (2, 1))
and
(12) V' (x,z)(ng(x) — ng(z)) > (1 B, i(z, T)).

Since —g(z) € Q, it follows from (8)-(9) and (11)-(12) that
b, 2)(\“f(x) = X f(2)) = 0 — ¥z, 2)u*g(z) > 0

and

A(f(zx) = f(@)) = 0.
Therefore, f(z) — f(z) ¢ —intP, i.e., T is a weakly sufficient solution of (CVOP).
This completes the proof. ]

From Theorem 4.1, we can get the following corollary for differentiable vector
optimization problem.

Corollary 4.1. Let Y and Z be real Banach spaces, f and g be the same as
in Theorem 4.1. If f and g are continuously Gateaux differentiable at z, then the
condition (7) can be simplified to the following form

N f'(Z) +ptg' () =0,
where f’(z) and ¢’(z) denote the Gateaux derivatives of f and g at z, respectively.

Remark 4.1. The conditions (7) and (8) are called the generalized Kuhn-Tucker
conditions of problem (CVOP).
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Remark 4.2. A Lagrangian function L : Ky x P* x Q* — R associated with
the problem (CVOP) can be defined as follows

Lz, X, p*) = X f () + p*g(z)
for all z € Ky and (\*, u*) € P* x Q*.

Theorem 4.2. If (z, \*, u*) with \* # 0 is a point satisfying the generalized
Kuhn-Tucker conditions, then Theorem 4.1 still holds in the case when the La-
grangian L(x, \*, u*) is scalar-valued B-semipreinvex w.r.t. n and b at z on Ky
where

and

for all v € K.
Proof. From Theorem 3.2 and Lemma 2.3, we have the following inequalities

b(a, Z) (N f + u*g)(z) = (X'f + 17 9)(@) = (N'f + ' 9)* (T 7(x, 7))
(NS + w7g)° (75 7(2; 7))

Ti(z,x)

A\

forall T € O(\*f+u*g)(z). In particular, we can choose 7' = 0 € (\* f+u*g) ()
such that

bz, ) (N (f(z) = (%)) = =b(z, 2) (1" (g(x) — g(%))) > 0.
Since b(x, z) > 0, it follows that
f(z)— f(z) ¢ —intP.

This completes the proof. ]

Example 4.1. Consider the following nonsmooth programming problem:

min f(z) = -z — cos x,
g1(2) = lo| - 3.
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where f: R — R, g = (g1, 92) : R — R?. The feasible region is Ko = [0, Z]. If
we take 1 = (1,0), then pg(z) = |z| — Fz. In this case, we can easily check that
pg(x) is regular at 0, and d(ug)(0) = [-1 — 5,1 — %]. We also note that Af is
regular at 0 for all A > 0 and 9(A\f)(0) = {3}. Thus we know that the conditions
(7) and (8) are satisfied at 0 for A = 2 and p = (1,0). It follows from Theorem
4.1 that 0 is the weakly efficient solution of f.

By Theorem 4.1, it is easy to prove the following result.

Theorem 4.3. (Generalized Kuhn-Tucker saddle point condition) Suppose that
(z, \*, i*) with A* # 0 is a generalized Kuhn-Tucker point of (CVOP). Let f and
g be PBS functions w.r.t. the same n and b. Then under the assumption of Theorem
4.1, 7 is a point of weakly efficient solution for (CVOP) if and only if (z, \*, i*)
is a saddle point of the Lagrangian function, i.e.,

L(z, 3, 1*) < L(z, N, i*) < L(z, N, @*), Vo € KoandV (A", u*) € P* x O,

where L(x, \*, u*) is defined as in Remark 4.2.

We now consider the dual problem for (CVOP). Let » € intP be a fixed point.
Following the approaches of Mond-Weir [11], we formulate the dual problem for
(CVOP) as follows

D)  max [(u)
st. 0€ 9N f+p*g)(u), YueK,

prg(u) >0, YuekK,

ANe Pt eQ Nr=1.
Let

W= {(u,\",p*) € K x P* xQ*: 0€ 9(A"f + p*g)(u), p*g(u) >0,
A e P*ouf e, Nr=1}

denote the set of all feasible points of (D). We denote by prx W the projection of
the set W on K, that is, prgW = {u € K : (u, \*, u*) € W}.

Theorem 4.4. (Weak duality) Let x and (u, \*, u*) be feasible points for
(CVOP) and (D), respectively. Let f be PBS w.r.t. n and b at u on Ky U prgW,
and g be QBS function w.r.t.  and b’ at u on Ko U prxW where

d _
a[)‘n(xv u, )‘)] o - 77(957 u)7

lim b(z,u, \) = b(z,u) >0, lim b'(x,u,\)="b'(z,u).
Jim b(z, u, A) = bz, u) Jim b'(x,u, A) = b'(2, u)
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Moreover, we assume that \*f and p*g are regular at u. Then f(z) — f(u) ¢
—intP.

Proof. Since x € K and (u, \*, u*) are feasible solutions of problem (CVOP)
and (D), it follows from Theorem 3.2 and the constraints of problem (D) that

b, u)( A" f(z) = A" f(u)) = (\"A,n(x, u))

(=B, n(x,u))

V' (,u) (g (u) — pg(z))
0

vl

Y

where A € 0f(u) and B € dg(u). Hence we have

f(x) = f(u) ¢ —intP,
This completes the proof. ]

We can further weaken the conditions on f and g and have weak duality theorem
in the following form.

Theorem 4.5. (Weak duality) Let x and (u, \*, u*) be feasible points for
(CVOP) and (D), respectively. Suppose that the Lagrangian \* f + u*g is a scalar-
valued B-semipreinvex function w.r.t. » and b at u on Ko U prxW where

£ (e V)] =, i b 0) = ) > 0

and \*f and p*g are regular at w. Then f(x) — f(u) ¢ —intP.
Proof. It is similar to the proof of Theorem 4.2. ]

Theorem 4.6. (Strong duality) If z is an optimal solution of (CVOP), at which
the generalized Kuhn-Tucker conditions (7) and (8) are satisfied, then there exists
(\*, 1*) € P* x Q* with \* # 0 such that (z, \*, i*) is feasible for (D), and the
two objective values are equal. Moreover, let f be PBS function w.r.t. » and b at
any u € prgW on Ko U prgW, and g be QBS w.r.t. n and b’ at any u € prxgW
on Ko U prgW, (resp., the Lagrangian function \*f + fi*g be a scalar-valued
B-semipreinvex function w.r.t. n and b at any u € pr kW on Ky U prxW), where

d _
ap\n(% u, )‘)] o = 77(957 u)7

lim b(x,u,\)=b(z,u) >0, lm b'(z,u,\)="b(z,u).
Jim b(z,u, A) = b(z, u) Jim, b'(x,u, A) = b'(2, u)
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If we further suppose that \* f and ji*g are regular at u, then (z, \*, i*) is optimal
for (D).

Proof. By assumption, there exists (\*, i*) € P* x Q* with \*r = 1 such
that 0 € O(\*f + i*g)(z) and i*g(Z) = 0. This implies that (z, \*, i*) is feasible
for (D). From the weak duality property, for any feasible point (¢, A, i) of (D), we
conclude that f(z) — f(&) ¢ —intP. Hence, (z, \*, i*) is optimal for (D). This
completes the proof. [ |

Finally, we will show that if P is a pointed closed convex cone in Y, then the
following converse duality results hold.

Theorem 4.7. (Converse duality) Let P C Y be a closed, convex and pointed
cone, and let (u, \*, @*) be an optimal solution of (D). Suppose that f is PBS w.r.t.
nand b ataon KoUprgW, and g is QBSw.r.t. nand b at w on Ko U prgW
where

lim b(z,,\) =b(z,a) >0, lim V(z,u \)="b(z, u
Jim b(z, % A) = blx, T) Jim ¥'(z, 8, 4) = b(2, 7)

for all z € K. Further assume that \*f and i*¢ are regular at @. Then @ is an
optimal solution for (CVOP).

Proof. We proceed by contradiction. If  is not an optimal solution for (CVOP),
then there exists z € K such that

(13) £(@) — f(7) € intP.

From Theorem 3.2, we have

(14) b(Z, w)(\*f(Z) — A" f(w) > (N A, 7(Z, w))
and
(15) b'(%,u)(n"g(%) — p*g(w) > ("B, (%, w),

where A € df(u), B € dg(u) and \*A + *B = 0. Adding up (14) and (15)
yields

b7, 0) (\(f(@) — F(@) = 8@ 0)(7" (9(5) — 9(a)))
> (@, Wi g(#)
> 0.
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Hence \*(f(z) — f(w)) > 0, i.e., f(u) — f(Z) € —P, and this along with (13)
imply that

f(u) = f(z) e PN (=P) ={0}.
This implies that f(u) — f(z) = 0 € intP which is a contradiction. This completes
the proof. [ |

Theorem 4.8. (Converse duality) Let (a,\*, i*) be an optimal solution for (D).
Let the Lagrangian function \*f + f*g be scalar-valued B-semipreinvex w.rt. n
and b at w on Ko U prgW where

d _
a[)\n(x, U, N)]a=o0 = 7(x, ), /\liré{r b(x,u, \) = b(z,u) >0
for all x € K. If \*f and fi* g are regular at u, then @ is an optimal solution for
(CVOP).

Proof. It is similar to the proof of Theorem 4.7. ]

ACKNOWLEDGMENT

The authors are grateful to Professor J. C. Yao and the referees for their valuable
comments and suggestions.

REFERENCES

1. C. R. Bector and C. Singh, B-vex functions, J. Optim. Theory. Appl., 71 (1991),
237-253.

2. C. R. Bector, S. K. Suneja, and C. S. Alitha, Generalized B-vex functions and
generalized B-vex programming, J. Optim. Theory. Appl., 76 (1993), 561-576.

3. S. K. Suneja, C. Singh, and C. R. Bector, Generalization of preinvex and B-vex
functions, J. Optim. Theory. Appl., 76 (1993), 577-587.

4. X. Q. Yang and G. Y. Chen, A class of nonconvex functions and pre-variational
inequalities, J. Math. Anal. Appl., 169 (1992), 359-373.

5. H. W. Kuang, A class of weak convex functions and nonsmooth programming, J.
Guizhou Univ., 21 (1) (2004), 1-9.

6. L. Batista Dos Santos, R. Osuna-Gomez, M. A. Rojas-Medar and A. Rufian-Lizana,
Preinvex functions and weak efficient solutions for some vectorial optimization prob-
lem in Banach spaces. Comput. Math. Appl., 48 (2004), 885-895.

7. M. H. Kim and G. M. Lee, Some existence results for vector optimization problem
on Banach spaces, in: Fixed Point Theory and Applications, Y. J. Cho, J. K. Kim
and S. M. Kang (Eds.), Nova Sci. Publ., New York, 2003, pp. 159-169.



10.

11.

12.

13.

14.

B-semipreinvex Functions and Vector Optimization Problems in Banach Spaces 609

D. G. Luenberger, Optimization by Vector Spaces Methods, John Willey and Sons,
New York, 1969.

F. H. Clarke, Optimization and Nonsmooth Analysis, Wiley-Interscience, New York,
1983.

B. D. Craven and B. M. Glover, An approach to vector subdifferentials, Optimization,
38 (1996), 237-251.

B. Mond and T. Weir, Generalized concavity and duality, in: Generalized Concavity
in Optimization and Economics, S. Schaible, W. T. Ziemba (Eds.), Academic Press,
New York, 1981, pp. 263-279.

A. Gopfert, H. Riahi, C. Tammer and C. Zalinescu, Variational Methods in Partially
Ordered Spaces, Springer-Verlag, New York, 2003.

C. J. Goh and X. Q. Yang, Duality in Optimization and Variational Inequalites,
Taylor and Francis, London/New York, 2002.

M. Avriel, Nonlinear Programming, Theory and Methods, Prentice-Hall, Englewood
Cliffs, NJ, 1976.

Sheng-Lan Chen®", Nan-Jing Huang® and Mu-Ming Wong®*

2Department of Mathematics,
Sichuan University,
Chengdu, Sichuan 610064,
P. R. China

bSchool of Computer,
Chongging University of Posts and Telecommunications,
Chongging 400065,
P. R. China

“*Department of Information Technology,
Meiho Institute of Technology,
Ping-Tong 912,

Taiwan
Corresponding author.



