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A GENERALIZATION OF BESSEL’S INTEGRAL
FOR THE BESSEL COEFFICIENTS

Per W. Karlsson

Abstract. We derive an integral over the m-dimensional unit hypercube that
generalizes Bessel’s integral for .J,,(x). The integrand is G (z(t)) exp(—27 i
n - t), where G is analytic, and 1 (t) = e>™ 4. . 4 e2mtm 4 g= 27 (1t Atm)
while n is a set of non-negative integers. In particular, we consider the case
when G is a hypergeometric function , F,.

1. INTRODUCTION

The series definition of the Bessel function

(32)

1) JV(Z):WOF1[V+1 ‘_%22]7 -v ¢N,

and Bessel’s integral representation

2m
(2 2nd,(2) = /0 exp(i(zsiny —np))dp, n € Z,

are well known and may be found in many textbooks; see, for instance, Ch. 7 in [1]
or Ch.6 in [2].

We are interested in establishing a multidimensional generalization of (2). How-
ever, it is more convenient to work within the framework of hypergeometric func-
tions. Accordingly, we set z = zexp(—ixi) and ¢ = 1x + 2nt to obtain the
equivalent representation

(32)"

1
2% 12| _ o
(3) o 0F1[ nal |17 ] /0 exp(x cos(2mt) — 2wint) dt, n € N,

In the sequel we shall establish a generalization of (3) in terms of an integral over
the m-dimensional unit hypercube.
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2. THE GENERALIZED INTEGRAL

Let boldface letters denote m-dimensional vectors with the customary dot prod-
uct. The analogue of the factor exp (—2rwint) may reasonably be expected to be
exp (—2win - t) , where nq,...,n,, € Ny. It is less evident what should take the
place of exp(x cos(27t)). Some preliminary considerations indicated that we should
consider G(x(t)), where

(4) () = exp(2mity) + ...+ exp(27it,,) + exp(—27i (t; + ...+ t,,)),
while G is an analytic function. Introduce its Maclaurin expansion

— g(k) &
(5) => S5 <R

k=0

where for brevity g(k) is written instead of the derivative G(*)(0). The integral to
be investigated thus reads,

1 1
(6) = / . / Gab(t)) exp (=2rin - t) dt, ---dt,,
0 0
This may, on account of (5), be written
@) I=> g(k)a*L(k
k=0
where

exp (—2rin - t) dt; - - -dt,,

o e[

Next, by the multinomial theorem,

k
W(kt')] exp (—27in - t)
_ Z exp 2 (pyty 4 A pti = to (- ) — (01t + -+ 0yt

fol ey - !

_ Z exp [2mi (py — prg — my) ty] - - - exp 270 (pty, — g — 1) 1]
frol gt !

)

where the index set 7, is given by the inequalities

(9) MOZovulzov7Mm207M0+M1++Mm:k
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Hence,

1 1
L(k) = —/ exp [27i (uy — po — my) ] dty X
%uo!uﬂ---um! 0
1
x [ exp 2 Gt pip = ) ]l
0
1

o0

1
- %“0! (ko +ny)t -+ (g + 1)V

where d(x, \) is Kronecker’s delta. The condition k = o + 4y + . . . + i, implies
that the last sum is empty unless we have

(10) k=m+1)p+n +...+np,
for some integer 14,. Introducing for brevity
(11) N=n+...4+n,

we may now state the result,

1
., k=(m+1Du+N, peN,
(12) L) ={ W Gir )l (i) M+, u
0, otherwise.
Inserting this into (7) we obtain
00 g m+1 M+N)x(m+1)u+N
I= Zg(k) Z T
ph (et mg)t- - (A ngp)!

MO
Congleeny, ' u' nl—f—l . -(nm—i—l)u

Thus, the final result is,

/ / Glath(t)) exp (—2min - £) dt, - -t

B 2 g((m+1) p+ N) (amt)”
nll ceny, ! = w (ng + 1)M---(nm + 1)u

(13)

for |z| sufficiently small.
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3. THE HYPERGEOMETRIC CASE

Assume now that G is a hypergeometric function,

J

. a,...,0ap
(14) G(§) = qu[ Cl, ..., Cq

we then have

(al)k T (ap)k

(15) g(k) = CYREO

Furthermore, by the multiplication formula for the Pochhammer symbol we obtain

(a)N—l—(m—f—l)u - (a)N (Oé + N)(m—i—l)u

— (a) (1) <a+N>M<a+N+1>M"'<a+N+m>M’

m—+1 m—+1 m—+1

and, by insertion, we arrive at the desired integral formula:

1 1
a,...,0ap
R B 08
0 Cly...,Cq

N

xw(t)] exp (—2min - t) dty - - -dt,,

0
@ -y

(c1) () nal - -n!

73 —_g1m+1
X (m41)pF (mt1)q+m X [PE [w (m+1)° q} ] )

where the parameter sets are given as follows

Pn ={A(m+1,a1+N),....,A(m+1,a,+N)},

17
(17 Po ={A(m+1,c1+N),...,A(m+1,¢q+N),mi+1,...,n,+1}
with, as usual,
1 -1
(18) A(l/,a):{g,a—i— ,...,OH—V }
1% 1% 1%

As to the hypergeometric functions in (16) we must, in general, require p < ¢ + 1.
Moreover, in the case p = ¢+ 1 they are hypergeometric series for |x| (m + 1) < 1;
otherwise, analytic continuations have to be considered.
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4. PARTICULAR CASES
We note some results obtained by further specialization.

4.1. Assume that one of the numerator parameters a1, . . ., a,, equals a negative
integer —M. If M < N, the right-hand memeber of (16) vanishes. If N < M <
N + m, the hypergeometric function on the right-hand side of (16) reduces to unity
and we are left with the prefactor.

4.2. For m =1, we obtain ¢ (t) = 2 cos(2nt), and the formula (16) yields,

1
A,y ...,Q
/ PFQ ’ vr
0 Cl,...,Cq

2z cos(27rt)] exp (—2wint) dt

19) = s
( ) (Cl)n (C(I)n n'
s (atn), 5 (atntl), o5 (@ptn) g (@ptnt )|
X QPFQ(H_I ) 1 1 1 4 xro|.
5(ci+n), 5 (ca+n+1),...,5 (cq+n), 5 (cg+n+1) ,n+1

We may, furthermore, take p = 0 = ¢, and replace = with %x This leads to (3).

43. Letm=2,p=1,¢=0,a =%, n=(n,2n). Moreover, let z — 3;
then on the right-hand side of (16) a 3F5[1] appears to which Watson’s theorem
applies. After a few steps involving elementary properties of the Pochhammer
symbol, and the duplication formula for the Gamma function, we arrive at the

formula

ot exp(—2min (t1 + 2t2))
dt, dt»
0 Jo \/1 — Llexp(2mi t1) + exp(2rit2) +eXp( 2 (1 + t2))]
3N+ 1330+ 1 ]

1 701 11
ant iz ant g

44. Thecase m = 3,p=1,¢ =0,a;1 = 1,n = (n,n,2n), and x — i,

is reminiscent of the preceding one. A parameter cancellation takes place, and we
obtain a 3F5[1] to which we can, again, apply Watson’s theorem. The formula
obtained reads,

/// exp( 27Tin(t1+t2+2t3)) d¢q dto dts
7 [exp(2mit1) +exp(2mits) +exp(2mits) +exp(—27i (61 +t2+13))]

(21)

2) 1 It ant s
1n N r
(§”+§)] 2v/2m 2”"’ 8 2”"'8
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5. FURTHER GENERALIZATION

One might consider a function G of several variables (see, e.g., [3]) in such a way
that the integrand would involve (for example) G(z19(t), ..., z1(t)). Although
the corresponding investigation would proceed along similar lines, and the function
L would again be useful, the resulting expressions would be rather bulky; we shall,
therefore, leave this approach aside.
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