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A Nekhoroshev Type Theorem of Higher Dimensional Nonlinear Schrödinger

Equations

Shidi Zhou and Jiansheng Geng*

Abstract. In this paper, we prove a Nekhoroshev type theorem for high dimensional

NLS (nonlinear Schrödinger equations):

i∂tu−∆u+ V ∗ u+ ∂ug(x, u, u) = 0, x ∈ Td, t ∈ R

where real-valued function V is sufficiently smooth and g is an analytic function. We

prove that, for any given M ∈ N, there exists an ε0 > 0, such that for any solution

u = u(t, x) with initial data u0 = u0(x) whose Sobolev norm ‖u0‖s = ε < ε0, during

the time |t| ≤ ε−M , its Sobolev norm ‖u(t)‖s remains bounded by Csε.

1. Introduction

We consider the Hamiltonian NLS with convolutional type potential:

(1.1) i∂tu−∆u+ V ∗ u+
∂g(x, u, u)

∂u
= 0, x ∈ Td, d ≥ 2; t ∈ R

where the real-valued potential function V = V (x) is smooth on Td, g = g(x, a, b) is real

analytic on Tdµ times a neighborhood of the origin in C2, where Tdµ = {x+ iy : x ∈ Td, y ∈
Rd, |yi| ≤ µ}. g = g(x, a, b) is real which means that it takes real value when x ∈ Td,
b = a. We require that g = g(x, a, b) should be zero of order at least 3 at the origin in C2,

i.e., the Taylor expansion of g with respect to (a, b) at the origin should start from the

third order term. Hamiltonian equation (1.1) can be rewritten as

i∂tu =
∂H

∂u

where the Hamiltonian H is

H =

∫
Td
|∇u|2 + (V ∗ u)u+ g(x, u, u) dx.
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As important models in mathematical physics, higher dimensional Hamiltonian PDEs

have attracted a lot of interests. Two aspects are especially interesting: one is the existence

of invariant tori, which implies the existence of quasi-periodic solutions, and the other one

is the the long-time behavior of solutions.

For the former one, the main tool is the infinite dimensional KAM theory. Geng

and You [12] got the existence and linear stability of quasi-periodic solutions of higher

dimensional beam equation and nonlocal smooth Schrödinger equation with nonlinearity

independent on the spatial variable x in 2006. And one of the most important results, up to

now, is [10] by Eliasson and Kuksin, which dealt with nonlinear Schrödinger equation with

convolutional type potential. They developed the important “Lipschitz-Domain” property

to deal with the measure estimate. Following their idea and method, Geng, Xu and You

[13] got the quasi-periodic solutions of two dimensional completely resonant Schrödinger

equation by an elaborate choice of tangential sites. Later, C. Procesi and M. Procesi

proved the same result in arbitrary dimensional space [21,22]. Recently Eliasson, Grébert

and Kuksin established the KAM theorem for beam equation in higher dimensional space

with typical constant potential [9].

For the latter one, it was originated from Nekhoroshev [19], who gave the Nekhoroshev

type estimate in the finite dimensional case (See also [6,14,20]). But in the case of PDEs it’s

much more complex. The trouble mainly comes from working on infinite many frequencies

and it’s difficult to give the small divisor conditions. Bambusi and Grébert [5] proved

a general normal form theorem and applied it to several kinds of Hamiltonian PDEs,

including higher dimensional nonlinear Schrödinger equation. In [5], the nonlinearity

of equations should satisfy the property “finite-module” which is weaker than analyticity.

Later in 2014, Yuan and Zhang extended this result to the derivative nonlinear Schrödinger

equation [23]. For the more convenient case that the nonlinearity is analytic, Bambusi

[4] proved the Nekhoroshev type estimate of wave equation in one dimension (See also

[1–3, 7, 15]). In these known results mentioned above about PDEs, only Sobolev norms

was considered and the size of escaping time is up to order ε−M . Apart from these results,

an interesting result was obtained by Faou and Grébert [11], which considered the initial

data in analytic norm instead of traditional Sobolev norm and got better results: The

escaping time could be extended to size ε−α|ln ε|
β

, which is much longer than ε−M .

There has also been abundant knowledge about the opposite direction: The fast growth

of the solution of NLS on T2. It was origined from [8], and later, based on the elaborate

construction of the “toy-model” in [8], Guardia and Kaloshin got the better escaping time

in [18] (Notice that by the result in [11], their estimate of escaping time is sharp). For

other important results just refer to [16,17].

Though there has been rich knowledge about the Nekhoroshev type estimate of NLS
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in higher dimensional space, most of them depend on a crucial condition: zero momentum

condition, which relies on the fact that the nonlinear term should be independent of the

spatial variable x. In this paper, we consider the nonlinearity of the form ∂ug(x, u, u).

Actually, without zero momentum condition, it would bring some difficulties. It will

be found that after a canonical transformation, the Hamiltonian is put into the form

H0 +Z +P , where H0 is integrable, P is the perturbation which is very small, and Z can

be written as sums of terms of the form: Ij1Ij2 · · · Ijrξnηm, ‖j1‖ ≤ ‖j2‖ ≤ · · · ≤ ‖jr‖ ≤
N < ‖n‖ = ‖m‖ (‖ · ‖ means the l2 norm in Zd), and the parameter N will be chosen

appropriately later. Such terms will survive because the corresponding small divisor is

(ωj1 − ωj1) + (ωj2 − ωj2) + · · · + (ωjr − ωjr) + (ωn − ωm) with ωn = ‖n‖2 + Vn, to which

we can’t give a positive lower bound. But if we have the zero momentum condition,

such terms are absent except for the case n = m, and in this convenient case, it’s easy

to verify {ξnηn, Z} = 0 ({ · , · } denotes Poisson Bracket), which means that Z has no

contribution to the growth of norms of the solution. In our case, it’s also crucial to

verify that Z contributes nothing to the growth of norms of the solution, but we need to

consider “almost action variable” JS =
∑
‖n‖2=S ξnηn instead, and prove that {JS , Z} = 0.

Actually, the energy exchange takes place between different Fourier modes n and m when

‖n‖ = ‖m‖, but doesn’t exist between n and m when ‖n‖ 6= ‖m‖.
Our parameters come from the potential V : For m > d/2, R > 0, let

(1.2) Wm =

V (x) =
∑
a∈Zd

Vae
i〈a,x〉 : Va =

V ′a
R(1 + ‖a‖)m

∈ [−1/2, 1/2]

 .

Let each V be equivalent to the sequence {V ′a}a∈Zd and give the latter one product prob-

ability measure.

Now we could state our main theorem:

Theorem 1.1 (Nekhoroshev type estimate). There exists a full measure set V ⊆ Wm,

such that ∀V ∈ V, fix M ≥ 4, there exists s∗ large enough, such that ∀ s ≥ s∗ there exists

constants Cs, Rs ≥ 0, satisfying the following conditions: For each initial date u0 with

ε = ‖u0‖s ≤ Rs, during the time |t| ≤ 1/(CsεM−2), we have
∥∥u(t)

∥∥
s
≤ 4ε. Here the norm

‖ · ‖s means Sobolev norm which will be explained later.

The proof of this theorem will be delayed to the end of the paper.

Our result is very similar to the part of [5] dealing with higher dimensional Schrödinger

equation. In [5] Bambusi and Grébert dealt with Schrödinger equation in higher dimen-

sional space with the nonlinearity having “finite module” which is weaker than analyticity.

But in order to overcome the difficulty of absence of analyticity, they gave a very long

and complex proof. In our case we only consider analytic nonlinearity, but most technical
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lemmas could be extended directly from those in [4], and with the help of these lemmas,

our proof is more easy to understand. So we simplified the proof in [5] in the analytic case.

In addition, when we compute the escaping time, due to the multiplicity of eigenvalues, we

used the “almost action variable” instead of traditional action variable. In [5] the “almost

action variable” was also mentioned but the concrete method of using it to calculate the

escaping time was omitted, and here we give the concrete calculation.

The rest of this paper is organized as follows: In Section 2 we will state some important

concepts of function space and give the nonresonant conditions and verify the nonlinearity

satisfying our assumptions. In Section 3 we will state a list of technical lemmas without

proof, which could be extended directly from those results in [4] without any difficulty.

At last, in Section 4 we state and prove the important normal form theorem, and as a

corollary, we prove Theorem 1.1.

2. Preliminaries

2.1. Hamiltonian formalism

Now let us consider equation (1.1). Let u be a solution of equation (1.1), and expand it

into Fourier series on Td:

(2.1) u =
∑
j∈Zd

ξje
i〈j,x〉, u =

∑
j∈Zd

ηje
−i〈j,x〉.

For convenience, we denote the sequence {ξn}n∈Zd by ξ, and {ηn}n∈Zd by η. Direct

calculation shows that ξ, η satisfy the equations

(2.2) ∂tξj = iωjξj +
∂P

∂ηj
and ∂tηj = −iωjξj − i

∂P

∂ξj

for each j ∈ Zd. In 7951e2.2 the frequencies ωj = Vj + ‖j‖2, V =
∑

j∈Zd Vje
i〈j,x〉. The

nonlinear term

f =
1

(2π)d

∫
Td
g

x,∑
j∈Zd

ξje
i〈j,x〉,

∑
j∈Zd

ηje
−i〈j,x〉

 dx.

This Hamiltonian system is endowed with the symplectic structure i
∑

j∈Zd dξj ∧ dηj , and

for two polynomial functions F = F (ξ, η), G = G(ξ, η), we define their Poisson Bracket as

(2.3) {F,G} = i 〈∇F, J∇G〉 = i
∑
j∈Zd

(
∂F

∂ξj

∂G

∂ηj
− ∂G

∂ξj

∂F

∂ηj

)
.

We say a function F = F (ξ, η) is real if it takes real value when ξj = ηj , ∀ j ∈ Zd. We

know that if the initial data is real, then the solution would be real.
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To describe the size of u, we define the Sobolev norm for functions defined on Td:

‖u‖s =
(∑

|α|≤s ‖∂αu‖
2
L2(Td)

)1/2
. It’s easy to see that this norm is equivalent to the

Sobolev norm of the sequence (ξ, η) (defined in (2.1)):

‖(ξ, η)‖s =
∑
j∈Zd

((
|ξj |2 + |ηj |2

)
|j|2s

)1/2

and we define the space of (ξ, η) with such norm by Ps. In the following we do not separate

them again and we mainly use the Sobolev norms of sequences.

2.2. Polynomial space and momentum

In this subsection, we introduce polynomial space and related norms, as well as some useful

notations such as momentum, small divisors and so on. First, in order to simplify the

multi-indices, for a given sequence (j1, j2, . . . , jl) ∈ (Zd)l, l ≥ 2, we denote this sequence

by j. And for convenience, we denote the length of this sequence by #j, which is equal

to l here. Now let us define some related concepts: Assume j = (j1, j2, . . . , jl), k =

(k1, k2, . . . , km), we define

(1) the monomial associated with (j,k)

ξjηk = ξj1ξj2 · · · ξjlηk1ηk2 · · · ηkm ;

(2) the momentum of (j,k)

M(j,k) = j1 + j2 + · · ·+ jl − k1 − k2 − · · · − km;

(3) small divisor of (j,k)

Ω(j,k) = ωj1 + ωj2 + · · ·+ ωjl − ωk1 − ωk2 − · · · − ωkm ,

where the frequencies {ωj}j∈Zd is defined as ωj = ‖j‖2 + Vn, and Vn is defined in

(1.2).

Based on these notations, we could introduce the space of polynomials:

Definition 2.1. For a polynomial h = h(ξ, η) which is homogeneous of degree n1 in ξ

and n2 in η respectively, namely

(2.4) h(ξ, η) =
∑
j,k

hj,kξjηk, j = (j1, . . . , jn1), k = (k1, . . . , kn2)

we define

(2.5) |h|µ =
∑
l∈Zd

eµ|l| sup
M(j,k)=l

|hj,k|
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and if it is finite, we call it the µ-module of h. Here in (2.5) the norm | · | means the l1

norm in Zd.

For a polynomial h, we define a class of polynomials:

Definition 2.2. For a polynomial h =
∑

n1,n2
hn1,n2 where hn1,n2 is homogeneous of

degree n1 in ξ and n2 in η respectively, if the quantity

〈h〉µR =
∑
n1,n2

|hn1,n2 |µR
n1+n2 <∞

then we say h belongs to a class Mµ
R.

2.3. Nonlinear perturbation

The nonlinear part g = g(x, a, b) is assumed to be analytic in a neighborhood of the origin

in Tdµ × C× C, so there exists R0 > 0, such that for any |a| , |b| < 2R0, we have that

g(x, a, b) =
∑

k2≥0,k3≥0

1

k2!k3!
∂k22 ∂k33 g(x, 0, 0)ak2bk3

=
∑

k2≥0,k3≥0
l∈Zd

1

k2!k3!
∂k22 ∂k33 ĝ(−l, 0, 0)e−i〈l,x〉ak2bk3 .

Now we substitute a by u and b by u, and expand them into Fourier series, we get

f(ξ, η) =

∫
Td
g(x, u, u) dx

=

∫
Td

∑
k2≥0,k3≥0

1

k2!k3!

∑
l∈Zd

(
∂k22 ∂k33 ĝ(−l, 0, 0)

)
e−i〈l,x〉

∑
a∈Zd

ξae
i〈a,x〉

k2

×

∑
b∈Zd

ηbe
−i〈b,x〉

k3

dx

=

∫
Td

∑
k2≥0,k3≥0

1

k2!k3!

∑
l∈Zd

#j=k2,#k=k3

(
∂k22 ∂k33 ĝ(−l, 0, 0)

)
ei(〈M(j,k),x〉−l)ξjηk dx

=
∑

k2≥0,k3≥0

1

k2!k3!

∑
l∈Zd,M(j,k)=l

(
∂k22 ∂k33 ĝ(−l, 0, 0)

)
ξjηk.

We denote fk2,k3j,k = ∂k22 ∂k33 ĝ(−l, 0, 0), where l = M(j,k).

Due to Cauchy estimate and the fact that the Taylor expansion of g with respect to

the latter two variable starts from order 3, it’s easy to verify that



A Nekhoroshev Type Theorem of Higher Dimensional Nonlinear Schrödinger Equations 1121

Proposition 2.3.

∀ k2, k3,
∣∣∣fk2,k3∣∣∣

µ
≤ C M

(2R0)k2+k3
,

〈f〉µR ≤ AR
3,

here C, M , A are some constants and R ≤ R1, where R1 is a fixed constant. If g is inde-

pendent of x, the momentum l would be restricted to 0, and terms with other momentums

will be absent.

2.4. Nonresonance conditions and normal form

The key step in our proof is the control of the small divisors, so we need to impose a so

called N -nonresonance condition on the frequencies.

Definition 2.4. For N ∈ N, N ≥ 3, we say j = (j1, . . . , jr) ∈ (Zd)r is N − (γ, α)-

nonresonant if it satisfies the following conditions:

(1) r ≥ 3, the sequence j could be ordered as

‖i1‖ ≤ ‖i2‖ ≤ · · · ≤ ‖ir−2‖ ≤ N < ‖k‖ , ‖l‖ ;

(2) the corresponding frequencies {ωa}a∈Zd satisfy:

(2.6)
∣∣ωi1 ± ωi2 ± · · · ± ωir−2 ± ωk ± ωl

∣∣ ≥ γ

Nα

except for the case when the lower-indices could be ordered as

a1, a1, a2, a2, . . . , am, am, k, l, ‖ai‖ ≤ N < ‖k‖ = ‖l‖

and (2.6) is written as (ωa1 − ωa1) + (ωa2 − ωa2) + · · · + (ωam − ωam) + ωk − ωl,

m = (r − 2)/2.

Now we give the notation of N -normal form.

Definition 2.5. Consider a polynomial Z =
∑

n1,n2
Zn1,n2 , where Zn1,n2 is homogeneous

of degree n1 in ξ and n2 in η. Set Zn1,n2 =
∑

j,k Z
n1,n2

j,k ξjηk, we assume

j = (j1, j2, . . . , jn1), ‖j1‖ ≤ ‖j2‖ ≤ · · · ≤ ‖jn1‖

k = (k1, k2, . . . , kn2), ‖k1‖ ≤ ‖k2‖ ≤ · · · ≤ ‖kn2‖ .

We say Z is in N -normal form if Zn1,n2

j,k = 0 for each n1 6= n2, and the lower-indices satisfy

either one of the following two conditions:

j1 = k1, j2 = k2, . . . , jn1 = kn2 , ‖ji‖ ≤ N, 1 ≤ i ≤ n1,

j1 = k1, j2 = k2, . . . , jn1−1 = kn2−1, ‖jn1−1‖ ≤ N < ‖jn1‖ = ‖kn2‖ .



1122 Shidi Zhou and Jiansheng Geng

We state a very important property working on measure estimate which was proved

in [5] :

Proposition 2.6. (Lemma 5.22 in [5]) Fix r ≥ 0 and γ > 0 small enough. There exist

positive constants C = Cr, β = β(r, γ) and a set Sγ ⊆ V with meas(V \ Sγ) → 0 when

γ → 0 such that, if V ∈ Sγ then for any N ≥ 1 and any n ∈ Z, one has∣∣∣〈ω(N), k
〉

+ n
∣∣∣ ≥ γ

Nβ

for any k ∈ ZZd with 0 < |k| ≤ r. Here ω(N) = (ωj)‖j‖≤N .

By Proposition 2.6, we could conclude that for V ∈ Sγ , each j ∈ (Zd)r is N − (γ, α)

nonresonant if it has only at most two components larger than N .

Now we could state the normal form theorem.

Theorem 2.7. For fixed integer M ≥ 4, ∀V ∈ V, there exists γ, α > 0, and a sufficiently

large s∗ > 0, R∗ > 0, such that ∀ 0 < R(s∗) < R∗, there exists an analytic canonical

transformation ΓR : Bs∗(R
(s∗)/3) → Bs∗(R

(s∗)) which put the Hamiltonian H0 + P into

the main part plus higher order terms, i.e.,

(H0 + P ) ◦ ΓR = H0 + Z +R

where Z is in N − (γ, α) normal form and the parameter N will be chosen appropriately

later. And the vector field of the remaining term R is an analytic map from Ps∗ to itself.

Moreover, ∀ s > s∗, ∃Cs > 0, ∀R < R∗/Cs, the following estimates hold:

sup
‖(ξ,η)‖s<R

‖(ξ, η)− ΓR(ξ, η)‖s < CsR
2,

sup
‖(ξ,η)‖s<R

‖XR(ξ, η)‖s < CsR
M .(2.7)

The proof of this theorem will be delayed to the end of Section 4.

3. A list of technical lemmas

In this part, we will give a list of lemmas describing properties of functions in Mµ
R, and

besides we will also describe the vector field of f ◦ Φ where f ∈ Mµ
R, Φ is a Lie transfor-

mation. Most of these lemmas could be extended from [4] by Bambusi directly without

any difficulty and we just omit the proofs.

For any analytic function f that has an analytic vector field, we write ‖Xf‖Rs =

sup‖(ξ,η)‖s<R ‖Xf (ξ, η)‖s < ∞. And for a given homogeneous polynomial h, which is

of degree n1 in ξ and n2 in η respectively, namely h =
∑

#j=n1,#k=n2
hj,kξjηk, we let

h̆ =
∑

j,k e
−µ|M(j,k)|ξjηk. Then we have the following estimate:
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Lemma 3.1. There exists a constant Σs, ρs > 1, which only depends on the Sobolev index

s and spatial dimension d, for h defined above and n = n1 + n2 one has

‖Xh‖Rs ≤ |h|µ
∥∥Xh̆

∥∥R
s
,∥∥Xh̆

∥∥R
s
≤ nΣs(ρsR)n−1.(3.1)

In the following text, Lemma 3.1 will be used to bound the size of the vector field

‖Xh‖Rs by 〈h〉µR. The constants Σs, ρs in Lemma 3.1 will be fixed throughout this paper.

Lemma 3.2. Let h ∈ Mµ
R. For any R(s) > 0, ρs > 1, ρsR

(s) < R, 0 < δ(s) < R(s), we

have the estimate ‖Xh‖R
(s)−δ(s)

s ≤ Σs
ρsδ(s)

〈h〉µ
ρsR(s).

Now we split (ξ, η) into p, q, P , Q, defined as

(3.2)
pi = ξi, |i| ≤ N, Pi = ξi, |i| > N,

qi = ηi, |i| ≤ N, Qi = ηi, |i| > N,

where N will be specified later. Similar as before, we need to consider a polynomial h

which is homogeneous of degree m1, m2, m3, m4 in p, q, P , Q respectively, namely

(3.3) h(p, q, P,Q) =
∑
k,i,j,l

hk,i,j,lpkqiPjQl.

We let
˘̆
h =

∑
k,i,j,l

e−µ|M(k,i,j,l)|pkqiPjQl.

Different from (2.4), here the definition is based on the parameterN . We have the following

estimates:

Lemma 3.3. Let h be a homogeneous polynomial of degree m1, m2, m3, m4 in p, q, P ,

Q respectively, m3 +m4 ≥ 3, then we have

‖Xh‖Rs ≤ |h|µ
∥∥∥X˘̆

h

∥∥∥R
s
,∥∥∥X˘̆

h

∥∥∥R
s
≤ nΣs

N s−1
(ρsR)n−1, n = m1 +m2 +m3 +m4.

Lemma 3.4. Let h ∈ Mµ
R be a polynomial of degree ≤ r, and we assume that in the

expression (3.3), m3 +m4 ≥ 3, then for any R(s) > 0, ρs > 0, ρsR
(s) < R, 0 < δ(s) < R(s),

we have

(3.4) ‖Xh‖R
(s)−δ(s)

s ≤ cΣs

ρsδ(s)N s−1
〈h〉MρsR(s)

where the constant c is related to s and r.
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Now we consider the Lie-transformation. For a Hamiltonian χ, the induced time t-map

T = Xt
χ is called the Lie-transformation generated by χ. For an analytic function h, we

have

h ◦X1
χ =

∑
l≥0

hl

where

(3.5) h0 = h, hl =
1

l
{hl−1, χ} , l ≥ 1

and
d

dt
(h ◦Xt

χ) = {h, χ} ◦Xt
χ, |t| ≤ 1.

In the following text we will give a list of estimates concerning the Mµ
R−d norm of

h ◦X1
χ for h ∈Mµ

R.

Lemma 3.5. Let h be homogeneous of degree m1 in ξ and m2 in η respectively, and g be

homogeneous of degree n1 in ξ and n2 in η respectively. Then we have

|{h, g}|µ ≤ mn |h|µ |g|µ , m = m1 +m2, n = n1 + n2.

Lemma 3.6. Let h ∈ Mµ
R, g ∈ Mµ

R−d, 0 < d < R. For any 0 < d′ < R − d, one has

{h, g} ∈Mµ
R−d−d′ and

〈{h, g}〉µR−d−d′ ≤
1

d′(d+ d′)
〈h〉µR 〈g〉

µ
R−d .

Based on these lemmas, we give the estimate after Poisson Bracket and after the

Lie-transformation:

Lemma 3.7. Let h ∈ Mµ
R, χ ∈ Mµ

R are analytic, let hn be defined as (3.5), then for any

0 < d < R, one has hn ∈Mµ
R−d and

〈hn〉µR−d ≤ 〈h〉
µ
R

(
e2

d2
〈χ〉µR

)n
.

Lemma 3.8. Let χ be an analytic Hamiltonian, 0 < δ(s) < R(s), if ‖Xχ‖R
(s)

s < δ(s), then

for any |t| ≤ 1, one has

sup
‖(ξ,η)‖s<R(s)−δ(s)

∥∥T t(ξ, η)− (ξ, η)
∥∥
s
≤ ‖χ‖R

(s)

s .

Lemma 3.9. Let χ be above and h : Bs(R
(s)) → C be analytic with analytic vector field

in Bs(R
(s)), let 0 < δ(s) < R(s), ‖Xχ‖R

(s)

s < δ(s)/3, then for |t| ≤ 1, one has

(3.6)
∥∥∥Xh◦Xt

χ

∥∥∥R(s)−δ(s)

s
≤
(

1 +
3

δ(s)
‖Xχ‖R

(s)

s

)
‖Xh‖R

(s)

s .
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4. Proof of main theorem

For a given R > 0, r > 0, we define δ = R/(2r), Rk = R − kδ. And for R(s) > 0, let

δ(s) = R(s)/(2r), R
(s)
k = R(s) − kδ(s).

Lemma 4.1 (Iterative Lemma). Fix r ≥ 4, assume 〈f〉µR ≤ AR3, for R < R1, R < R∗/2

with R∗ = γ/(48e2ANαr2). Then for k ≤ r − 4, there exists a canonical transformation

Γ(k) which puts H0 + f into

H(k) = (H0 + f) ◦ Γ(k) = H0 + Z(k) + f (k) +R(k)
N +R(k)

T

where Z(k) is in N − (γ, α) normal form, and we have the following estimates:

(4.1)
〈
Z(k)

〉µ
Rk
≤ AR3

k−1∑
l=0

(
R

R∗

)l
,
〈
f (k)

〉µ
Rk
≤ AR3

(
R

R∗

)k
.

And for ∀ s ≥ 1, let R
(s)
∗ = R∗/ρs, then for any R(s) satisfying

(4.2)
R(s)

R
(s)
∗
≤ min

{
1

2
,

2e2

ρsΣs

}

we have that Γ(k) is an analytic map from Bs(R
(s)
k+1) to Bs(R

(s)
1 ), and

(4.3) sup
‖(ξ,η)‖s<R

(s)
k+1

∥∥∥Γ(k)(ξ, η)− (ξ, η)
∥∥∥
s
<
R(s)ρsΣs

16e2r

k∑
l=1

(
R(s)

R
(s)
∗

)l
.

For the remaining part R(k)
N and R(k)

T , we have

(4.4)∥∥∥XR(k)
N

∥∥∥R(s)
k+1

s
≤ 1

N s−1
2rAΣs(ρsR

(s))2

k−1∑
l=0

(
R(s)

R
(s)
∗

)l× k−1∏
l=0

1 +
ρsΣs

4e2

(
R(s)

R
(s)
∗

)l+1


and

(4.5)
∥∥∥XR(k)

T

∥∥∥R(s)
k+1

s
≤

(
R(s)

R
(s)
∗

)r−1

Σsr2
rAR2

∗

(
2− 1

2k−1

)
×
k−1∏
l=0

1 +
ρsΣs

14e2

(
R(s)

R
(s)
∗

)l+1
 .

Proof. We prove it by an iterative procedure.

At the beginning, H = H0 + f , just let Z(0) = 0, R(0)
N = R(0)

T = 0. Assume that we

have arrived at the k-th step, then split f (k) = f
(k)
0 + f

(k)
T , where f

(k)
0 is the part of the

expansion of f (k) with order ≤ r − 1 and f
(k)
T is the remainder. Expand f

(k)
0 into Taylor

series with respect to (P,Q) only (defined in (3.2)). Let f̌ (k) be the part containing terms
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at most quadratic in (P,Q), and f
(k)
N be the remaining part. It’s easy to see that

〈
f̌ (k)

〉µ
R

,〈
f

(k)
N

〉µ
R

,
〈
f

(k)
T

〉µ
R
≤
〈
f (k)

〉µ
R

, and we rewrite the Hamiltonian as

H(k) = H0 + Z(k) + f (k) +R(k)
N +R(k)

T

= H0 + Z(k) + f̌ (k) + (f
(k)
N +R(k)

N ) + (f
(k)
T +R(k)

T ).

After one step of Lie-transformation induced by χk, we get

H(k+1) = H(k) ◦X1
χk

= H0

+ Z(k) + {H0, χk}+ f̌ (k)

+
∑
l≥2

H0l +
∑
l≥1

Z
(k)
l +

∑
l≥1

f̌
(k)
l(4.6)

+ (f
(k)
N +R(k)

N ) ◦X1
χk

(4.7)

+ (f
(k)
T +R(k)

t ) ◦X1
χk
.(4.8)

We let Z(k+1) = Z(k) +Zk, where Zk = {H0, χk}+ f̌ (k), χk will be chosen appropriately

later to ensure Z(k+1) is still in N -normal form. Let f (k+1) = (4.6), R(k+1)
N = (4.7),

R(k+1)
T = (4.8) and Γ(k+1) = Γ(k) ◦ Γk.

At first we need to estimate the norm of χk. According to Proposition 2.6, ∃ γ, α > 0,

such that the frequencies satisfy the N − (γ, α) nonresonant condition. We let

A =
{

(j,k) : |Ω(j,k)| ≥ γ

Nα

}
and let B be its complementary set. Then we set

Zk =
∑

(j,k)∈B

f̌
(k)
j,kξjηk,

χk =
∑

(j,k)∈A

f̌
(k)
j,k

iΩ(j,k)

which are solutions of equation Zk = {H0, χk} + f̌ (k). It’s easy to see that Zk is still in

N -normal form so Z(k+1) will be in N -normal form. And the norms of Zk, χk could be

bounded by:

〈Zk〉µR ≤
〈
f̌ (k)

〉µ
R
, 〈χk〉µR ≤

Nα

γ

〈
f̌ (k)

〉µ
R
.

Using (4.1) it’s easy to get
〈
f̌ (k)

〉µ
Rk
≤ AR3(R/R∗)

k and so we have

〈
Z(k+1)

〉µ
Rk+1

≤ AR3
k∑
l=0

(
R

R∗

)l
.
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Thus we proved the first part of (4.1).

In order to estimate f (k+1), we consider Z
(k)
l , f̌

(k)
l , H0l separately. At first

〈χk〉µRk ≤
Nα

γ

〈
f̌ (k)

〉µ
Rk
≤ AR3N

α

γ

(
R

R∗

)k
< δ(s).

The last inequality comes from the definition of R∗. Let κ = e2

δ2
〈χk〉µRk < 1/2. For Z

(k)
l ,

by (3.4), we get 〈
Z

(k)
l

〉µ
Rk+1

≤
〈
Z(k)

〉µ
Rk
κl

and so ∑
l≥1

〈
Z

(k)
l

〉µ
Rk+1

≤ 4κAR3 ≤ 1

3
AR3

(
R

R∗

)k+1

by the definition of R∗.

For f̌
(k)
l , according to

〈
f̌ (k)

〉µ
Rk
≤
〈
f (k)

〉µ
Rk
≤
〈
Z(k)

〉µ
Rk

, we get to know that the

estimate of this part is better than that of
〈
Z

(k)
l

〉µ
Rk+1

. The same method applies to H0l

and we get the same estimate. Add these three parts up and we get the second part of

(4.1).

Now we turn to the proof of the second part. By (3.1), (4.2) we get

‖Xχk‖
R

(s)
k+1

s ≤ Σs

ρsδ(s)
〈χk〉µ

ρsR
(s)
k

≤ Σs

ρsδ(s)

Nα

γ
A(ρsR

(s))3

(
R(s)

R
(s)
∗

)k

≤ ρsΣsR
(s)

24e2r

(
R(s)

R
(s)
∗

)k+1

< δ(s).

(4.9)

So Γk : Bs(R
(s)
k+2)→ Bs(R

(s)
k+1) and

Γ(k+1) = Γ(k) ◦ Γk : Bs(R
(s)
k+2)→ Bs(R

(s)
1 )

and by using (4.9) and induction, we get (4.3).

At last, we only need to verify the estimate of the remaining part (4.4), (4.5).

By (3.4), we get ∥∥∥X
f
(k)
N

∥∥∥R(s)
k+1

s
≤ Σs

ρsδ(s)

1

N s−1

〈
f

(k)
N

〉µ
ρsR

(s)
k

≤ Σs

ρsδ(s)

1

N s−1
A(ρsR

(s))3

(
R(s)

R
(s)
∗

)k
.
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So by (3.6), we have∥∥∥X
f
(k)
N ◦Γk

∥∥∥R(s)
k+2

s
≤
(

1 +
3

δ(s)
‖Xχk‖

R
(s)
k+1

s

)∥∥∥X
f
(k)
N

∥∥∥R(s)
k+1

s

≤

1 +
ρsΣs

4e2

(
R(s)

R
(s)
∗

)k+1
 (ρsR

(s))2 2rAΣs

N s−1

(
R(s)

R
(s)
∗

)k
and∥∥∥XR(k)

N ◦Γk

∥∥∥R(s)
k+2

s
≤

1 +
ρsΣs

4e2

(
R(s)

R
(s)
∗

)k+1
∥∥∥XR(k)

N

∥∥∥R(s)
k+1

s

≤ 2rAΣs

N s−1
(ρsR

(s))2

k−1∑
l=0

(
R(s)

R
(s)
∗

)lk−1∏
l=0

1 +
ρsΣs

4e2

(
R(s)

R
(s)
∗

)l+1
 .

Adding these two parts up, we get (4.4).

For the part
∥∥∥XR(k+1)

T

∥∥∥R(s)
k+2

s
, we first estimate

〈
f

(k)
T

〉µ
Rk

. Notice that
〈
f

(k)
T

〉µ
R

is an

analytic function of R with positive Taylor coefficients and start from order r, so one has〈
f

(k)
T

〉µ
Rk
≤
(

2R

R∗

)r 〈
f (k)

〉µ
1
2
R∗k
≤ 2r−k−3AR3

∗

(
R

R∗

)3

.

By (3.1), we get ∥∥∥X
f
(k)
T

∥∥∥R(s)
k+1

s
≤ 2r−k−2rAΣsR

2
∗

(
R(s)

R
(s)
∗

)r−1

.

The method of estimating
∥∥∥R(k)

T

∥∥∥R(s)
k+1

s
is similar to that of

∥∥∥R(k)
N

∥∥∥R(s)
k+1

s
and at last we get

(4.5).

Proof of Theorem 2.7. According to the definition of R∗, we get that ∃ cs > 0, Cs > 0,

such that R(s) < csR∗. Let k = r − 3, we get Γ(k) : Bs(R
(s)/3)→ Bs(R

(s)) and∥∥∥Γ(k)(ξ, η)− (ξ, η)
∥∥∥
s
< Cs(R

(s))3N2α.

And by (4.4), (4.5) and the definition of R∗, we get

‖XRN ‖
R(s)/3
s < Cs

R(s)

N s−1
,∥∥∥XRT+f (k)

∥∥∥R(s)/3

s
< Cs(R

(s)Nα)r−1.

Now we set N = R−1/(2α), then one has∥∥∥XRN +XRT+f (k)

∥∥∥R(s)/3

s
< Cs

(
(R(s))(s−1)/(2α) + (R(s))(r−1)/2

)
.

For the given M , we choose r = 2M+1, s ≥ s∗ = 4αM , and then we get Theorem 2.7.
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Now we could prove Theorem 1.1 as a corollary of Theorem 2.7.

Proof of Theorem 1.1. Let {ξn}n∈Zd be Fourier series of u, {ηn}n∈Zd be Fourier series of u,

we could identify the solution u = u(t, x) of (1.1) with the sequence (ξ, η) = {(ξn, ηn)}n∈Zd .
Notice that here we restrict to the case ξn = ηn, ∀n ∈ Zd. For convenience, we define

z = {ξn}n∈Zd as well as |z|2s = ‖ξ‖2s and let z = ΓRẑ. We will study the behavior of z

through the behavior of ẑ. We have |ẑ|s ≤ |ẑ − z|s + |z|s ≤ ε+ Csε
2 < 2ε, if Rs is small

enough. Then we need to consider the new system of ẑ. Now the Hamiltonian has been

put into

(H0 + f) ◦ ΓR = H0 + Z +R

we need to verify that the part H0 +Z contributes nothing to the growth of the solution.

Given one element in Z, it should have a form of Ij1Ij2 · · · Ijrξnηm, ‖n‖ = ‖m‖, Ij = ξjηj

and here (n,m) may vanish. For any given S ∈ N we show that

(4.10) {Ij1Ij2 · · · Ijrξnηm, JS} = 0, JS =
∑
‖n‖2=S

ξnηn.

It’s easy to verify that {Iji , JS} = 0 and by the structure of Poisson Bracket (2.3), we only

need to verify

(4.11) {ξnηm, JS} = 0, ‖n‖ = ‖m‖ .

If ‖n‖2 6= S, then (4.11) holds automatically, otherwise

{ξnηm, JS} = {ξnηm, ξnηn + ξmηm} = i(ηmξn − ξnηm) = 0.

At last (4.10) holds. {H0, JS} = 0 is obvious and we getH0 + Z,
∑
n∈Zd

‖n‖2s ξnηn

 =
∑
S≥0

{H0 + Z, SsJS} = 0.

So we have

(4.12)
d

dt
|ẑ|2s =

{
|ẑ|2s , H0 + Z +R

}
=
{
|ẑ|2s ,R

}
and by (2.7), we know that the absolute value of (4.12) can be bounded by C ′εM in

Bs(3ε). Denote by T the escape time of ẑ from Bs(2ε) to outside of Bs(3ε), and using

|ẑ(t)|2s ≤ |ẑ(0)|2s + C ′εMT we get that T ≥ Cε2−M .

At last we go back to z,

|z|s ≤ |ẑ − z|s + |ẑ|s ≤ 3ε+ Csε
2 ≤ 4ε

so we finished the proof of Theorem 1.1.
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[15] B. Grébert, Birkhoff normal form and Hamiltonian PDEs, in Partial Differential
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