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Extremal Functions for Trudinger–Moser Inequalities Involving Various

Lp-norms in High Dimension

Juan Zhao

Abstract. In this paper, we deal with two Trudinger–Moser inequalities involving

various Lp-norms on a smooth bounded domain of Rn, n ≥ 3. For any p > 1, we set

λp(Ω) = inf
u∈H1,n

0 (Ω), u ̸≡0

∥∇u∥nn
∥u∥np

as an eigenvalue related to the n-Laplacian. Based on the method of blow-up analysis,

if pj > 1 for all 1 ≤ j ≤ l, and satisfies

max
1≤j≤l

αj

λpj
(Ω)

< 1,

l∑
j=1

αj

λpj
(Ω)

< 1,

then we prove that

sup
u∈H1,n

0 (Ω), ∥∇u∥n≤1

∫
Ω

e
αn|u|

n
n−1

(
1+

∑l
j=1 αj∥u∥n

pj

) 1
n−1

dx

is attained, where αn = nω
1/(n−1)
n−1 , ωn−1 is the surface area of the unit ball in Rn.

Under the same assumptions as above, we conclude that

sup
u∈H1,n

0 (Ω), ∥∇u∥n
n−

∑l
j=1 αj∥u∥n

pj
≤1

∫
Ω

eαn|u|
n

n−1
dx

is attained.

1. Introduction

Let Ω be a bounded smooth domain in Rn, n ≥ 3, and H1,n
0 (Ω) be the completion of

C∞
0 (Ω) in the norm ∥u∥n

H1,n
0 (Ω)

=
∫
Ω(|u|

n + |∇u|n) dx. The study of sharp constant for

Trudinger–Moser inequality traces back to 1960s and 1970s. In 1971, Moser [23] elegantly

sharpened the results of Phohozaev [27] and Trudinger [31], then established the classical

Trudinger–Moser inequality:

(1.1) sup
u∈H1,n

0 (Ω), ∥∇u∥n=1

∫
Ω
eα|u|

n
n−1

dx < +∞
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for any α ≤ αn = nω
1/(n−1)
n−1 , where αn = nω

1/(n−1)
n−1 , ωn−1 is the surface area of the

unit ball in Rn. Here and in the sequel, ∥ · ∥p denotes the Lp-norm with respect to the

Lebesgue measure. There are many generalizations of (1.1) in many ways. For instance,

it was generalized to higher order derivations, to compact Riemannian manifolds, to some

functions without boundary condition and to unbounded domains in Rn. We refer the in-

terested readers to the papers [33,34] and references therein for more details in this topic.

Another meritorious question concerning to Trudinger–Moser inequalities is whether ex-

tremal function exists or not. It was firstly discussed by Carleson and Chang [2]. They

put forward the existence of extremal functions for (1.1) when Ω is unit ball in Rn. Then
Flucher [13] extended this result when Ω is a general bounded smooth domain in two

dimension. Lin [20] generalized the existence result to a bounded smooth domain in n

dimension. Li [16, 17] and Li–Liu [18] obtained the existence result on compact Rieman-

nian manifolds with or without boundary. The Trudinger–Moser inequality (1.1) has been

improved in several ways. Adimurthi and Sandeep proved a singular Trudinger–Moser

inequality which generalizes (1.1) to the singular weight case. Then de Souza [10] estab-

lished a sharp Trudinger–Moser type inequality for a class of Schrödinger operators in

R2. Zhou considered a sharp form of anisotropic Moser–Trudinger inequality which in-

volves Ln norm in [40], involves the anisotropic Dirichlet norm
( ∫

Ω F
n(∇u) dx

) 1
n in [42],

and involves the first eigenvalue and several singular points in [41]. The problem on the

existence of extremals for the singular Trudinger–Moser inequality was solved by Csató

and Roy [9], and by Csató, Roy and the author [7] in any dimension n ≥ 3. Nguyen [25]

extended the ones of Yang and Zhu [36] to more general cases of the nonlinearity function

F and the weight function h. Yuan [38] considered an improved singular Trudinger–Moser

inequality in unit ball.

Adimurthi and Druet [1] established the modified inequality in dimension two as fol-

lows: Let λ(Ω) > 0 be the first eigenvalue of the Laplace operator with respect to the

Dirichlet boundary condition. Then for any α < λ(Ω), there holds

(1.2) sup
u∈H1

0 (Ω),
∫
Ω |∇u|2 dx=1

∫
Ω
e4πu

2(1+α∥u∥22) dx < +∞.

Obviously, (1.2) is stronger than (1.1). The situation is quite different when the dimen-

sion n ≥ 3. It was proved by Yang [32] that an analog of (1.2) still holds when Ω is

a smooth bounded domain in high dimension. Later, Lu–Yang [22] replaced ∥u∥2 with

∥u∥p (p < 1 < ∞) in (1.2) to get the same conclusion as in the case p = 2. Also,

similar result holds on Riemann surfaces [39]. In [5], Chen etc. considered an improved

fractional Trudinger–Moser inequalities on bounded intervals and the existence of their

extremals. Recently, they also investigated the optimal concentration level of anisotropic

Trudinger–Moser functionals on any bounded domain in [3]. Zhu [43] consider the im-
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proved Trudinger–Moser inequality involving Lp norm in Rn: let

λp(Ω) = inf
u∈H1,n

0 (Ω), u ̸≡0

∥∇u∥nn
∥u∥np

,

then for any 0 ≤ α ≤ λp(Ω), there holds

sup
u∈H1,n

0 (Ω), ∥∇u∥n=1

∫
Ω
eαn|u|

n
n−1 (1+α∥u∥np )

1
n−1

dx < +∞.

Adapting the ideas in the above conclusion, our main results are stated as

Theorem 1.1. Let Ω be a bounded smooth domain in Rn, n ≥ 3. If pj > 1 for all

1 ≤ j ≤ l, and satisfies

max
1≤j≤l

αj
λpj (Ω)

< 1,
l∑

j=1

αj
λpj (Ω)

< 1,

then we have

sup
u∈H1,n

0 (Ω), ∥∇u∥n≤1

∫
Ω
e
αn|u|

n
n−1
(
1+

∑l
j=1 αj∥u∥npj

) 1
n−1

dx < +∞.

Theorem 1.2. Under the same assumptions of Theorem 1.1, there exists a function

u1 ∈ H1,n
0 (Ω) ∩ C1(Ω) and ∥∇u1∥n = 1 such that∫

Ω
e
αn|u1|

n
n−1
(
1+

∑l
j=1 αj∥u1∥npj

) 1
n−1

dx

= sup
u∈H1,n

0 (Ω), ∥∇u∥n≤1

∫
Ω
e
αn|u|

n
n−1
(
1+

∑l
j=1 αj∥u∥npj

) 1
n−1

dx.

If αj = 0, the above result is the classical Trudinger–Moser inequality (1.1); if j = 1,

the above partial result is established in [43], which he consider the condition only about

1 < pj ≤ n. In this paper, we consider the general case pj > 1, 1 ≤ j ≤ l.

Another improvement in the classical Trudinger–Moser inequality (1.1) has been es-

tablished by Tintarev in [29] in R2. More precisely, he shows that

(1.3) sup
u∈H1,2

0 (Ω), ∥∇u∥22−α∥u∥22≤1

∫
Ω
e4πu

2
dx <∞

for any 0 ≤ α < λ(Ω). It is easy to see that (1.3) is stronger than (1.2). Then Yang [35]

proved the existence of extremal function for the (1.3). Later, Nguyen generalize the

inequality (1.3) to higher dimension n ≥ 3 in [24]. There are many other works in this

topic, such as [4, 8, 14, 15, 37, 44] and the references therein. Similar to Theorems 1.1 and

1.2, we have
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Theorem 1.3. Let Ω be a bounded smooth domain in Rn, n ≥ 3. If pj > 1 for all

1 ≤ j ≤ l, and satisfies

max
1≤j≤l

αj
λpj (Ω)

< 1,
l∑

j=1

αj
λpj (Ω)

< 1,

then we have

sup
u∈H1,n

0 (Ω), ∥∇u∥nn−
∑l

j=1 αj∥u∥npj≤1

∫
Ω
eαn|u|

n
n−1

dx < +∞.

Theorem 1.4. Under the same assumptions of Theorem 1.3, there exists a function

u2 ∈ H1,n
0 (Ω) ∩ C1(Ω) and ∥∇u2∥nn −

∑l
j=1 αj∥u2∥npj = 1 such that∫

Ω
eαn|u2|

n
n−1

dx = sup
u∈H1,n

0 (Ω), ∥∇u∥nn−
∑l

j=1 αj∥u∥npj≤1

∫
Ω
eαn|u|

n
n−1

dx.

The remaining part of this paper is organized as follows: In Section 2, we prove

Theorem 1.1 by the method of blow-up analysis, which was extensively employed by

[11,12,26]. Section 3 gives the proof of the existence of extremal function for the Trudinger–

Moser inequality involving various Lp-norms. Since the proof of Theorem 1.3 is almost

the same as that of Theorem 1.1, we omit it here. In the last section, we will prove

Theorem 1.4 by Green-function like [32].

2. Proof of Theorem 1.1

In this section, we study the proof of Theorem 1.1. For simplicity, we introduce the

notations

Jγ(u) =

∫
Ω
e
γ|u|

n
n−1
(
1+

∑l
j=1 αj∥u∥npj

) 1
n−1

dx, H =
{
u ∈ H1,n

0 (Ω) : ∥∇u∥n ≤ 1
}
.

Recall that the n-Laplacian is defined by ∆nu = div(|∇u|n−2∇u) for u ∈ H1,n(Ω). In

order to prove Theorem 1.1, we consider the subcritical functional Jαn−ϵ firstly.

Lemma 2.1. For any small ϵ, if pj > 1 for all 1 ≤ j ≤ l, satisfies max1≤j≤l
αj

λpj (Ω) < 1

and
∑l

j=1
αj

λpj (Ω) < 1, then there exists an extremal function uϵ ∈ H ∩ C1(Ω) such that

(2.1) Jαn−ϵ(uϵ) = sup
u∈H

Jαn−ϵ(u).

Proof. For any ϵ > 0, we choose a maximizing sequence ui ⊂ H1,n
0 (Ω) such that ∥∇ui∥n ≤

1 and

lim
i→+∞

Jαn−ϵ(ui) = sup
u∈H

Jαn−ϵ(u).
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Since ui is bounded in H1,n
0 (Ω), we can assume ui ⇀ uϵ weakly in H1,n

0 (Ω), ui → uϵ

strongly in Ln(Ω) and ui → uϵ a.e. in Ω. Obviously, we have

fi = e
(αn−ϵ)|ui|

n
n−1
(
1+

∑l
j=1 αj∥ui∥npj

) 1
n−1

→ fϵ = e
(αn−ϵ)|uϵ|

n
n−1
(
1+

∑l
j=1 αj∥uϵ∥npj

) 1
n−1

a.e. in Ω.

We claim that uϵ ̸≡ 0. Suppose not, 1 +
∑l

j=1 αj∥ui∥npj → 1, from which one can see that

fi is bounded in Lp(Ω) for some p > 1 and fi → 1 in L1(Ω). Hence |Ω| = supu∈H Jαn−ϵ(u),

which is impossible. Therefore uϵ ̸≡ 0. Since
∑l

j=1
αj

λpj (Ω) < 1, then we have

l∑
j=1

αj
∥u∥npj
∥∇u∥nn

=

∑l
j=1 αj∥u∥npj
∥∇u∥nn

< 1.

Therefore, one can get

1 +
l∑

j=1

αj∥ui∥npj → 1 +
l∑

j=1

αj∥uϵ∥npj < 1 + ∥∇uϵ∥nn ≤ 1

1− ∥∇uϵ∥nn
.

By Lion’s theorem in [21], one can see that fi is bounded in Lp(Ω) for some p > 1. Since

fi → fϵ a.e. in Ω, then fi → fϵ strongly in L1(Ω). Therefore
∫
Ω fϵ dx = supu∈H Jαn−ϵ(u)

and ∥∇uϵ∥n = 1. Moreover, it is not difficult to check that the corresponding Euler–

Lagrange equation of uϵ is

(2.2) −∆nuϵ =
βϵ
λϵ
uϵ|uϵ|

2−n
n−1 eαϵ|uϵ|

n
n−1

+

l∑
j=1

αj∥uϵ∥
n−pj
pj u

pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj

with

αϵ = (αn − ϵ)

(
1 +

l∑
j=1

αj∥uϵ∥npj

) 1
n−1

,

βϵ =

(
1 +

l∑
j=1

αj∥uϵ∥npj

)/(
1 + 2

l∑
j=1

αj∥uϵ∥npj

)
,

λϵ =

∫
Ω
|uϵ|

n
n−1 eαϵ|uϵ|

n
n−1

dx,

where−∆nuϵ = −div(|∇uϵ|n−2∇uϵ). By using the regularity theory for degenerate elliptic

equations, see [28, p. 269, Theorem 8], [30, p. 127, Theorem 1] and [19, p. 1203, Theorem 1],

we can easily get uϵ ∈ C1(Ω).

The following analogy of Lemma 3.2 in [32] is important.
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Lemma 2.2. If pj > 1 for all 1 ≤ j ≤ l, and satisfies max1≤j≤l
αj

λpj (Ω) < 1 and∑l
j=1

αj

λpj (Ω) < 1, then we get limϵ→0 Jαn−ϵ(uϵ) = supu∈H Jαn(u).

Proof. We know that Jαn−ϵ(uϵ) = supu∈H Jαn−ϵ(u). Obviously Jαn−ϵ(uϵ) ≤ Jαn(uϵ) ≤
supu∈H Jαn(u), then we have limϵ→0 Jαn−ϵ(uϵ) ≤ supu∈H Jαn(u). On the other hand, we

get by (2.1),∫
Ω
e
αn|u|

n
n−1
(
1+

∑l
j=1 αj∥u∥npj

) 1
n−1

dx ≤ lim inf
ϵ→0

∫
Ω
e
(αn−ϵ)|u|

n
n−1
(
1+

∑l
j=1 αj∥u∥npj

) 1
n−1

dx

≤ lim inf
ϵ→0

∫
Ω
e
(αn−ϵ)|uϵ|

n
n−1
(
1+

∑l
j=1 αj∥uϵ∥npj

) 1
n−1

dx,

which implies that supu∈H Jαn(u) ≤ lim infϵ→0 Jαn−ϵ(uϵ). Hence limϵ→0 Jαn−ϵ(uϵ) =

supu∈H Jαn(u).

Next, we will use the method of blow-up analysis to study the behavior of uϵ in

Lemma 2.1. The following several lemmas are useful.

Lemma 2.3. Let λϵ be defined in (2.2), there holds lim infϵ→0 λϵ > 0.

Proof. Apparently lim infϵ→0 λϵ ≥ 0. Using the inequality et ≤ 1 + tet for t ≤ 0, one has

(2.3)

∫
Ω
eαϵ|uϵ|

n
n−1

dx ≤ |Ω|+ αϵλϵ.

By Lemma 2.2, we can know that

(2.4) lim
ϵ→0

∫
Ω
eαϵ|uϵ|

n
n−1

dx = sup
u∈H

Jαn(u) > |Ω|.

Combining (2.3) and (2.4), one gets the result directly.

Denote cϵ = |uϵ|(xϵ) = maxx∈Ω |uϵ|(x). If cϵ is bounded, then −∆nuϵ is bounded in

L∞(Ω) since lim infϵ→0 λϵ > 0 by Lemma 2.3. Then we can assume that uϵ converges

to u0 in H1,n
0 (Ω), strongly in Ls(Ω) for any s > 1 and almost everywhere in Ω. From

Lemma 2.2 and the Lebesgue dominated convergence theorem, we can know u0 is the

desired extremal function for the supremum Jαn . Without loss of generality, we may

assume cϵ = uϵ(xϵ) → +∞, for otherwise we consider −uϵ instead of uϵ. We assume

xϵ → p ∈ Ω. There are two cases which contain the concentration point p lies in the interior

of Ω or on ∂Ω. Using the same ideas as in [24,32,43], we can exclude the boundary blow-

up. From now on, we assume that p lies in the interior of Ω. The following concentration

phenomenon is indispensable in our subsequent blow-up analysis.

Lemma 2.4. Under the assumption that cϵ → +∞, we have uϵ ⇀ 0 weakly in H1,n
0 (Ω),

uϵ → 0 strongly in Ln(Ω). |∇uϵ|n dx ⇀ δp in sense of measure, where δp is the Dirac

measure at p. Furthermore, we have αϵ → αn, βϵ → 1.
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Proof. Since ∥∇uϵ∥n = 1 and uϵ ∈ H1,n
0 (Ω), we may assume uϵ ⇀ u0 weakly in H1,n

0 (Ω),

uϵ → u0 strongly in Ln(Ω). Suppose u0 ̸≡ 0, then we have if
∑l

j=1
αj

λpj (Ω) < 1,

1 +
l∑

j=1

αj∥uϵ∥npj → 1 +
l∑

j=1

αj∥u0∥npj < 1 + ∥∇u0∥nn ≤ 1

1− ∥∇u0∥nn
.

Hence by a theorem of Lions in [21] we conclude that eαϵ|uϵ|
n

n−1
is bounded in Lq(Ω)

for some q > 1 provided that ϵ is sufficiently small. Applying the elliptic estimates to

equation (2.2), one gets cϵ is bounded, which contradicts cϵ → +∞. Therefore, u0 ≡ 0

and consequently αϵ → αn, βϵ → 1. Assume |∇uϵ|n dx ⇀ µ in sense of measure. We can

choose a cut-off function ϕ ∈ C1
0 (Ω), which is supported in Br0(p) ⊂ Ω and equal to 1 in

Br0/2(p) for some small r0 > 0 such that∫
Br0 (p)

|∇(ϕuϵ)|n dx ≤ 1− η

for some η > 0 provided that ϵ is sufficiently small. By the classical Trudinger–Moser

inequality (1.1), we can know eαϵ(ϕuϵ)
n

n−1
is bounded in Ls(Ω) for some s > 1. Then

the elliptic estimate to equation (2.2) implies that uϵ is bounded in L∞(Br0/2(p)), which
contradicts the assumption that cϵ → +∞. Therefore, |∇uϵ|n dx ⇀ δp.

Let

(2.5)

rϵ = λ
1
n
ϵ β

− 1
n

ϵ c
− 1

n−1
ϵ e−

αϵ
n
c
n/(n−1)
ϵ , ψϵ(x) =

1

cϵ
uϵ(xϵ + rϵx), φϵ(x) = c

1
n−1
ϵ (uϵ(xϵ + rϵx)− cϵ),

where ψϵ and φϵ are defined on Ωϵ = {x ∈ Rn : xϵ+ rϵx ∈ Ω}. A direct computation gives

−∆nψϵ(x) = c−nϵ ψ
1

n−1
ϵ eαϵ

(
|uϵ|

n
n−1 (xϵ+rϵx)−c

n
n−1
ϵ

)
+

l∑
j=1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj
pj ψ

pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj
,(2.6)

−∆nφϵ(x) = ψ
1

n−1
ϵ eαϵ

(
|uϵ|

n
n−1 (xϵ+rϵx)−c

n
n−1
ϵ

)
+

l∑
j=1

αjc
pj
ϵ rnϵ ∥uϵ∥

n−pj
pj ψ

pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj
.(2.7)

For the purpose of studying the convergence of ψϵ and φϵ, we need the following

Lemma 2.5. Fixed any 0 < δ < αn, we have rnϵ e
δc

n/(n−1)
ϵ → 0 as ϵ→ 0.

Proof. By the expression of rϵ in (2.5) and λϵ in (2.2), we have

rnϵ e
δc

n/(n−1)
ϵ = λϵβ

−1
ϵ c

− n
n−1

ϵ e−αϵc
n/(n−1)
ϵ eδc

n/(n−1)
ϵ

= β−1
ϵ c

− n
n−1

ϵ e(δ−αϵ)c
n/(n−1)
ϵ

∫
Ω
|uϵ|

n
n−1 eαϵ|uϵ|

n
n−1

dx

≤ β−1
ϵ c

− n
n−1

ϵ

∫
Ω
|uϵ|

n
n−1 eδ|uϵ|

n
n−1

dx

(2.8)
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for sufficiently small ϵ. Clearly, |uϵ|
n

n−1 eδ|uϵ|
n

n−1
is bounded in Lq(Ω) for some q > 1. From

(2.8) and recall that βϵ → 1, cϵ → +∞, we get the result.

By the preceding lemma and elliptic estimates for quasi-linear equations [28, 30], we

can get the asymptotic behavior of ψϵ and φϵ as ϵ→ 0.

Lemma 2.6. ψϵ → 1 and φϵ → φ in C1
loc(Rn).

Proof. Without loss of generality, we assume p1 ≤ p2 ≤ · · · ≤ pl, and consider the following

three cases:

Case 1: 1 < pj ≤ n (1 ≤ j ≤ l). Note that |ψϵ| ≤ 1, applying elliptic estimates

(see [30, Theorem 1]) to equation (2.6), we have ∥ψϵ∥C1,α(BR/2)
≤ C, then we can apply

Arzelá–Ascoli theorem to know there exists ψ ∈ C1(BR/4) such that ψϵ → ψ. Let R→ ∞,

we get ψϵ → 1 in C1
loc(Rn). It is easy to know ∆nψ = 0 in Rn. Liouville type theorem

implies that ψ = 1 in Rn. On the other hand, we have in any ball BR(0),

|uϵ|
n

n−1 (xϵ + rϵx)− c
n

n−1
ϵ = c

n
n−1
ϵ

(
|ψϵ|

n
n−1 (x)− 1

)
=

n

n− 1
φϵ(x)(1 +O((ψϵ(x)− 1)2)).

Applying Harnack inequality for n-Laplace equation [28] and Lemma 2.5 to equation (2.7),

one can see that −∆nφϵ(x) is bounded. Then elliptic estimates (see [30, Theorem 1])

implies that φϵ is bounded in C1,α(BR/4) for some 0 < α < 1, and whence φϵ → φ in

C1
loc(Rn).
Case 2: pj > n (1 ≤ j ≤ m) and 1 < pj ≤ n (m < j ≤ l). In this case, we should

begin exploring the boundedness of −∆nψϵ(x) and −∆nφϵ(x). It is obviously known that

l∑
j=m+1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj
Lpj (Ω)

ψ
pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj
= oϵ(1).

For pj > n (1 ≤ j ≤ m), we have the following inequality

m∑
j=1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj
Lpj (Ω)

ψ
pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj
≤

m∑
j=1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj
Lpj (BRrϵ (xϵ))

ψ
pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj

=

m∑
j=1

αjc
pj−n
ϵ r

n2

pj
ϵ ψ

pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj

(
∥uϵ∥

n−pj
Lpj (BR(0))

+ oϵ(1)
)
.

Due to the expression of rϵ, we can get c
pj−n
ϵ r

n2

pj
ϵ → 0. Hence,

∑m
j=1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj

L
pj (Ω)

ψ
pj−1
ϵ

1+2
∑l

j=1 αj∥uϵ∥npj
is bounded. In the same way we can get −∆nφϵ(x) is bounded as well. The subsequent

discussion is similar to Case 1.
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Case 3: pj > n (1 ≤ j ≤ l). Under the circumstance, it is not difficult to know that

l∑
j=1

αjc
pj−n
ϵ rnϵ ∥uϵ∥

n−pj
Lpj (Ω)

ψ
pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj
= oϵ(1).

Therefore, −∆nψϵ(x) and −∆nφϵ(x) are all bounded. In conclusion, for any pj > 1, we

have ψϵ → 1 and φϵ → φ in C1
loc(Rn). Moreover,∫

BR/8(0)
e

n
n−1

αnφ dx ≤ lim inf
ϵ→0

∫
BR/8(0)

eαϵ

(
|uϵ|

n
n−1 (xϵ+rϵx)−c

n
n−1
ϵ

)
dx

= lim inf
ϵ→0

∫
BRrϵ/8(xϵ)

eαϵ

(
|u

n
n−1
ϵ |−c

n
n−1
ϵ

)
r−nϵ dx

≤ lim inf
ϵ→0

(1 + o(1))
1

λϵ

∫
BRrϵ/8(xϵ)

|uϵ|
n

n−1 eαϵ

∣∣u n
n−1
ϵ

∣∣
dx

≤ 1.

Hence φ satisfies the following equation

−∆nφ = e
n

n−1
αnφ in Rn, φ(0) = 0 = sup

Rn
φ,

∫
Rn

e
n

n−1
αnφ dx ≤ 1.

From Lemma 4.2 in [17] and Lemma 2.1 in [6], we obtain the solution of the above equation

is

φ(x) = −n− 1

αn
ln

(
1 +

(ωn−1

n

) 1
n−1 |x|

n
n−1

)
.

Define uAϵ = min
{
uϵ,

cϵ
A

}
. Similar to [17,32], we have the following

Lemma 2.7. limϵ→0

∫
Ω |∇uAϵ |n dx = 1

A for any A > 1.

Proof. We have by the equation (2.2) and the divergence theorem,∫
Ω

∣∣∣∣∇(uϵ − cϵ
A

)+∣∣∣∣n dx = −
∫
Ω

(
uϵ −

cϵ
A

)+
∆nuϵ dx

=

∫
Ω

(
uϵ −

cϵ
A

)+βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

+

l∑
j=1

αj∥uϵ∥
n−pj
pj u

pj−1
ϵ

1 + 2
∑l

j=1 αj∥uϵ∥npj

 dx

≥
∫
BRrϵ (xϵ)

(
1− 1

A

)
cϵ(1 + oϵ(1))

βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

dx+ oϵ(1)

≥
∫
BR

(
1− 1

A

)
cϵ(1 + oϵ(1))

βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

rnϵ dx+ oϵ(1)

≥
(
1− 1

A

)∫
BR

e
n

n−1αnφ dx+ oϵ(1).

Letting ϵ→ 0, we obtain

lim inf
ϵ→0

∫
Ω

∣∣∣∣∇(uϵ − cϵ
A

)+∣∣∣∣n dx ≥ 1− 1

A
.
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By the same argument, we establish that

lim inf
ϵ→0

∫
Ω
|∇uAϵ |n dx ≥ 1

A
.

Since ∫
Ω
|∇uAϵ |n dx+

∫
Ω

∣∣∣∣∇(uϵ − cϵ
A

)+∣∣∣∣n dx = 1,

we get the result.

The following lemma is used in proving the existence of extremal functions of the

Trudinger–Moser inequality. Because it provides the asymptotic behavior of uϵ, we include

it here.

Lemma 2.8. lim supϵ→0

∫
Ω e

αϵu
n

n−1
ϵ dx ≤ |Ω|+ limR→+∞ lim supϵ→0

∫
BRrϵ(xϵ)

eαϵu
n

n−1
ϵ dx.

Proof. For any A > 1, from the expression of λϵ in (2.2), we have∫
Ω
eαϵ|uϵ|

n
n−1

dx =

∫
uϵ<

cϵ
A

eαϵ|uϵ|
n

n−1
dx+

∫
uϵ≥ cϵ

A

eαϵ|uϵ|
n

n−1
dx

≤
∫
Ω
eαϵ|uAϵ |

n
n−1

dx+
A

n
n−1λϵ

c
n

n−1
ϵ

.

By Lemma 2.7, one has
∫
Ω e

αϵ|uAϵ |
n

n−1
dx→ |Ω| as ϵ→ 0. Let ϵ→ 0 first, then A→ 1, one

has

(2.9) lim sup
ϵ→0

∫
Ω
eαϵu

n
n−1
ϵ dx ≤ |Ω|+ lim sup

ϵ→0

λϵ

c
n

n−1
ϵ

.

On the other hand, from the definition of rϵ in (2.5),∫
BRrϵ(xϵ)

eαϵu
n

n−1
ϵ dx =

λϵ

βϵc
n

n−1
ϵ

(∫
BR(0)

e
n

n−1
αnφ dx+ oϵ(1)

)
,

which gives

lim
R→+∞

lim sup
ϵ→0

∫
BRrϵ(xϵ)

eαϵu
n

n−1
ϵ dx = lim sup

ϵ→0

λϵ

c
n

n−1
ϵ

.

Together with (2.9), the lemma is completed.

Using the same method of Lemma 4.9 in [32], one can prove without any difficulty

that

lim
ϵ→0

∫
Ω
ϕcϵ

βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

dx = ϕ(p), ∀ϕ ∈ C∞
0 (Ω).

The following is similar to Lemma 3.10 in [43].
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Lemma 2.9. Let f ∈ L1(Ω), and u ∈ C1(Ω) ∩H1,n
0 (Ω) satisfy the following equation

−∆nu = f +

l∑
j=1

αj∥u∥
n−pj
pj upj−1,

where
∑l

j=1
αj

λpj (Ω) < 1. Then for any 1 < s < n, we have ∥∇u∥s ≤ C∥f∥1 for some

constant C depending only on pj, s, αj, n, λpj (Ω).

We omit the proof here. The interested readers can refer [32] and its corrigendum

in [32] to get the detailed process of argumentation. Using Lemma 2.9, we can prove the

following

Lemma 2.10. For any 1 < s < n, c
1

n−1
ϵ uϵ is bounded in H1,s

0 (Ω). c
1

n−1
ϵ uϵ ⇀ G weakly in

H1,s(Ω) for any 1 < s < n, where G is a Green function satisfying−∆nG = δp +
∑l

j=1 αj∥G∥
n−pj
pj Gpj−1 in Ω,

G = 0 on ∂Ω.

Furthermore, c
1

n−1
ϵ uϵ → G in C1(Ω′) for any domain Ω′ ⊂⊂ Ω \ {p}.

Proof. By (2.2) we have

(2.10) −∆n

(
c

1
n−1
ϵ uϵ

)
= cϵ

βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

+
l∑

j=1

αj
∥∥c 1

n−1
ϵ uϵ

∥∥n−pj
pj

(
c

1
n−1
ϵ uϵ

)pj−1

1 + 2
∑l

j=1 αj∥uϵ∥npj
.

From Lemmas 2.8 and 2.9, we can get c
1

n−1
ϵ uϵ is bounded in H1,s

0 (Ω). Assume c
1

n−1
ϵ uϵ ⇀ G

weakly in H1,s(Ω). Testing equation (2.10) with ϕ ∈ C∞
0 (Ω), we have∫

Ω
−ϕ∆n

(
c

1
n−1
ϵ uϵ

)
dx =

∫
Ω
ϕcϵ

βϵ
λϵ
u

1
n−1
ϵ eαϵ|uϵ|

n
n−1

dx

+
l∑

j=1

∫
Ω
ϕ

αj

1 + 2
∑l

j=1 αj∥uϵ∥npj

∥∥c 1
n−1
ϵ uϵ

∥∥n−pj
pj

(
c

1
n−1
ϵ uϵ

)pj−1
dx

→ ϕ(p) +

l∑
j=1

∫
Ω
αj∥G∥

n−pj
pj ϕGpj−1 dx.

Hence ∫
Ω
∇ϕ|∇G|n−2∇Gdx = ϕ(p) +

l∑
j=1

∫
Ω
αj∥G∥

n−pj
pj ϕGpj−1 dx.

Therefore,

−∆nG = δp +

l∑
j=1

αj∥G∥
n−pj
pj Gpj−1
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in a distributional sense. The usual elliptic estimates give the second assertion, which

completes the proof of Lemma 2.10.

Proof of Theorem 1.1. When cϵ → +∞, a straightforward calculation gives

Jαn−ϵ(uϵ) =

∫
Ω
e
(αn−ϵ)|uϵ|

n
n−1
((

1+
∑l

j=1 αj∥uϵ∥npj
) 1

n−1−1
)
e(αn−ϵ)|uϵ|

n
n−1

dx

≤ e
αnc

n
n−1
ϵ

((
1+

∑l
j=1 αj∥uϵ∥npj

) 1
n−1−1

) ∫
Ω
eαn|uϵ|

n
n−1

dx

= e
αn
n−1

∑n
j=1 αj∥c

1
n−1
ϵ uϵ∥npj+c

− n
n−1

ϵ O
(∑l

j=1

∥∥c 1
n−1
ϵ uϵ

∥∥2n

pj

) ∫
Ω
eαn|uϵ|

n
n−1

dx.

By using Lemma 2.10 and the classical Trudinger–Moser inequality (1.1) completes the

proof of Theorem 1.1.

3. Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2 by dividing it into two steps:

Step 1: Upper bound of Jαn. Under the assumption that cϵ → +∞ and uϵ → p ∈ Ω,

the following holds:

(3.1) sup
u∈H1,n

0 (Ω), ∥∇u∥n≤1

∫
Ω
eαϵ|uϵ|

n
n−1

dx ≤ |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 ,

where Ap is defined in (3.2).

Inspired by [18, 32], we need the following result due to Carleson and Chang [2]: Let

B be the unit ball in Rn. Given a function sequence (uϵ)ϵ>0 ⊂ H1,n
0 (B) with ∥∇uϵ∥n = 1.

If |∇uϵ|n dx ⇀ δ0 weakly in sense of measure, then

lim sup
ϵ→0

∫
B
eαn|uϵ|

n
n−1

dx ≤ |B|
(
1 + e1+

1
2
+···+ 1

n−1
)
.

Let G be as in Lemma 2.10, then G takes the form

(3.2) G = − n

αn
ln |x− p|+Ap + g(x),

where Ap is a constant depending only on α, β, p, g(p) = 0, g(x) is continuous at p, and

g(x) ∈ C1(Ω\{p}). Readers can refer [17] to get more information about the representation

of G(x).

Denote Bδ(p) = {x ∈ Rn : |x − p| ≤ δ} by Bδ and ∂Bδ(p) by ∂Bδ for simplicity. By

Lemma 2.10 and (3.2), we have∫
Ω\Bδ

|∇uϵ|n dx = c
− n

n−1
ϵ

(∫
Ω\Bδ

|∇G|n dx+ oϵ(1)

)
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= c
− n

n−1
ϵ

∫
∂Bδ

G|∇G|n−2∂G

∂n
ds+

l∑
j=1

αj∥G∥npj + oϵ(1)


= c

− n
n−1

ϵ

 1

αn
ln

1

δn
+Ap +

l∑
j=1

αj∥G∥npj + oδ(1)

 ,

where oϵ(1) → 0 as ϵ → 0, oδ(1) → 0 as δ → 0. Let bϵ = sup∂Bδ
uϵ and uϵ = (uϵ − bϵ)

+.

Then uϵ ∈ H1,n
0 (Bδ) and∫

Bδ

|∇uϵ|n dx ≤ τϵ = 1− c
− n

n−1
ϵ

 1

αn
ln

1

δn
+Ap +

l∑
j=1

αj∥G∥npj + oϵ(1) + oδ(1)

 .

By the result of Carleson and Chang at the beginning of the section,

(3.3) lim sup
ϵ→0

∫
Bδ

eαn

∣∣uϵ/τ1/nϵ

∣∣ n
n−1

dx ≤ δn
ωn−1

n

(
1 + e1+

1
2
+···+ 1

n−1

)
.

Now we focus on BRrϵ(xϵ). By Lemma 2.6, φϵ → φ in C1
loc(Rn), and whence uϵ = cϵ+oϵ(1).

We have

αϵ|uϵ|
n

n−1 = (αn − ϵ)

1 +

l∑
j=1

αj∥uϵ∥npj

 1
n−1

|uϵ|
n

n−1

≤ αn

1 +

l∑
j=1

αj∥uϵ∥npj

 1
n−1

|uϵ + bϵ|
n

n−1

≤ αnu
n

n−1
ϵ + αn

l∑
j=1

αj
n− 1

∥G∥npj +
n

n− 1
αnu

n
n−1
ϵ bϵ + oϵ(1).

Using Lemma 2.10 again, we have by the definition of τϵ that

αnu
n

n−1
ϵ = αnu

n
n−1
ϵ

 1

τϵ
− c

− n
n−1

ϵ

 1

αn
ln

1

δn
+Ap +

l∑
j=1

αj∥G∥npj + oϵ(1) + oδ(1)

 1
n−1

≤ αn
|uϵ|

n
n−1

τ
1

n−1
ϵ

− 1

n− 1

ln
1

δn
+ αnAp + αn

l∑
j=1

αj∥G∥npj + oϵ(1) + oδ(1)

 .

Similarly we have

u
n

n−1
ϵ bϵ = u

n
n−1
ϵ

(
c
− 1

n−1
ϵ G+ oϵ(1)

)
=

1

αn
ln

1

δn
+Ap + oϵ(1) + oδ(1).

Combining the above inequalities, we obtain on BRrϵ(xϵ),

αϵ|uϵ|
n

n−1 ≤ αn
∣∣uϵ/τ1/nϵ

∣∣ n
n−1 + ln

1

δn
+ αnAp + oϵ(1) + oδ(1),
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which together with (3.3) and Lemma 2.8 gives

lim
ϵ→0

∫
Ω
eαϵ|uϵ|

n
n−1

dx ≤ |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

Then according to Lemma 2.2, we conclude

sup
u∈H

Jαn(u) ≤ |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

Step 2: Existence of extremal functions. We will construct a blow-up sequence ϕϵ ∈
H1,n

0 (Ω) such that ∥∇ϕϵ∥n = 1 and∫
Ω
eαn|ϕϵ|

n
n−1
(
1+

∑l
j=1

) 1
n−1

dx > |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

Let r = |x− p|, where p is a concentration point. Set G̃ = G+ n
αn

ln r −Ap. Define

ϕϵ =



c+c
− 1

n−1
(
−n−1

αn
ln
(
1+cn

(
r
ϵ

) n
n−1
)
+B
)(

1+c
− n

n−1
∑l

j=1 αj∥G∥npj
) 1

n
for r ≤ Rϵ,

G−ηG̃(
c

n
n−1+

∑l
j=1 αj∥G∥npj

) 1
n

for Rϵ < r < 2Rϵ,

G(
c

n
n−1+

∑l
j=1 αj∥G∥npj

) 1
n

for r ≥ 2Rϵ,

where cn =
(ωn−1

n

) 1
n−1 , η ∈ C∞

0 (B2Rϵ(p)) is a cutoff function, η = 1 on BRϵ(p), ∥∇η∥L∞ =

O
(

1
Rϵ

)
, B is a constant to be determined later, and R, c depending on ϵ will also be chosen

later such that Rϵ→ 0 and R→ +∞. In order to assure that ϕϵ ∈ H1,n
0 (Ω), we set

c+ c−
1

n−1

(
−n− 1

αn
ln

(
1 + cn

(
Rϵ

ϵ

) n
n−1

)
+B

)
= c−

1
n−1

(
− n

αn
lnRϵ+Ap

)
.

Multiplying both sides of the above equation by c
1

n−1 , we get

c
n

n−1 − n− 1

αn
ln
(
1 + cnR

n
n−1 +B

)
= − n

αn
lnRϵ+Ap,

which gives that

(3.4) c
n

n−1 = − n

αn
ln ϵ+

n− 1

αn
ln cn −B +Ap +O

(
R− n

n−1
)
.

A straightforward calculation shows∫
r≤Rϵ

|∇ϕϵ|n dx

=
n− 1

αn

(
c

n
n−1 +

∑l
j=1 αj∥G∥npj

) ∫ cnR
n

n−1

0

zn−1

(1 + z)n
dz
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=
n− 1

αn

(
c

n
n−1 +

∑l
j=1 αj∥G∥npj

) ∫ cnR
n

n−1

0

((1 + z)− 1)n−1

(1 + z)n
dz

=
n− 1

αn

(
c

n
n−1 +

∑l
j=1 αj∥G∥npj

) (n−2∑
k=0

Ck
n−1(−1)n−1−k

n− k − 1
+ ln

(
1 + cnR

n
n−1
)
+O

(
R− n

n−1
))

=
n− 1

αn

(
c

n
n−1 +

∑l
j=1 αj∥G∥npj

) (ln (1 + cnR
n

n−1
)
−
(
1 +

1

2
+ · · ·+ 1

n− 1

)
+O

(
R− n

n−1
))

,

where Ckn−2 =
(n−2)!

(n−2−k)!k! , and we have used

n−2∑
k=0

(−1)n−1−kCkn−1

n− k − 1
= 1 +

1

2
+ · · ·+ 1

n− 1

by induction. Taking into account the expression of ϕϵ, then∫
Ω
|∇ϕϵ|n dx =

n− 1

αn
(
c

n
n−1 +

∑l
j=1 αj∥G∥npj

)
×
(
− n

n− 1
ln ϵ+ ln cn +

αnAp
n− 1

−
(
1 +

1

2
+ · · ·+ 1

n− 1

)
+

αn
n− 1

l∑
j=1

αj∥G∥npj +O
(
R− n

n−1
)
+O

(
(Rϵ)n logn

1

Rϵ
logR

))
.

Since
∫
Ω |∇ϕϵ|n dx = 1, we obtain

c
n

n−1 = − n

αn
ln ϵ+

n− 1

αn
ln cn +Ap −

n− 1

αn

(
1 +

1

2
+ · · ·+ 1

n− 1

)
+O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
.

(3.5)

Combining (3.4) and (3.5), we have

B =
n− 1

αn

(
1 +

1

2
+ · · ·+ 1

n− 1

)
+O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
.

Set R = − ln ϵ, which satisfies Rϵ→ 0 as ϵ→ 0. Since

∥ϕϵ∥npj =
∥G∥npj +O

(
c

n2

n−1R
n2

pj ϵ
n2

pj
)
+O

(
(Rϵ)

n2

pj (− ln(Rϵ))n
)

c
n

n−1 +
∑l

j=1 αj∥G∥npj
,

then it is easy to see that

αn|ϕϵ|
n

n−1

1 +
l∑

j=1

αj∥ϕϵ∥npj

 1
n−1
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≥ αnc
n

n−1 − n ln

(
1 + cn

(r
ϵ

) n
n−1

)
+

nαn
n− 1

B +O
(
c−

2n
n−1
)

− αn

(n− 1)c
n

n−1

l∑
j=1

α2
j∥G∥2npj +O

c n2

n−1

n∑
j=1

R
n2

p ϵ
n2

p

+O

 l∑
j=1

(Rϵ)
n2

pj (− ln(Rϵ))n


≥ −n ln ϵ+ (n− 1) ln cn + αnAp +

(
1 +

1

2
+ · · ·+ 1

n− 1

)
− n ln

(
1 + cn

(r
ϵ

) n
n−1

)
−
αn
∑l

j=1 α
2
j∥G∥2npj

(n− 1)c
n

n−1

+ L,

where

L = O

c n2

n−1

n∑
j=1

R
n2

p ϵ
n2

p

+O

 l∑
j=1

(Rϵ)
n2

pj (− ln(Rϵ))n

 and D =
αn
∑l

j=1 α
2
j∥G∥2npj

(n− 1)c
n

n−1

.

With the above estimates, we get∫
BRϵ

e
αn|ϕϵ|

n
n−1
(
1+

∑l
j=1 α∥ϕϵ∥npj

) 1
n−1

dx

≥ e−n ln ϵ+(n−1) ln cn+αnAp+
(
1+ 1

2
+···+ 1

n−1

)
−D+L

∫
BRϵ

e−n ln
(
1+cn

(
r
ϵ

) n
n−1
)
dx

≥ cn−1
n eαnAp+

(
1+ 1

2
+···+ 1

n−1

)
−D+L

∫ cnR
n

n−1

0

zn−2

(1 + z)n
dz

≥ (n− 1)ωn−1

n
eαnAp+

(
1+ 1

2
+···+ 1

n−1

)
−D+L

(
1

n− 1
+O

(
R− n

n−1
))

≥ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 − ωn−1

n
DeαnAp+1+ 1

2
+···+ 1

n−1 + L,

where we have used
n−2∑
k=0

(−1)n−1−kCkn−1

n− k − 1
=

1

n− 1
.

On the other hand,∫
Ω\BRϵ

e
αn|ϕϵ|

n
n−1
(
1+

∑l
j=1 α∥ϕϵ∥npj

) 1
n−1

dx ≥
∫
Ω\B2Rϵ

(
1 + αn|ϕϵ|

n
n−1
)
dx

≥ |Ω|+ αn

c
n

(n−1)2

l∑
j=1

αj∥G∥
n

n−1
pj +O

(
R

− 2n
(n−1)2

)
.

So we conclude

(3.6)

∫
Ω
e
αn|ϕϵ|

n
n−1
(
1+

∑l
j=1 α∥ϕϵ∥npj

) 1
n−1

dx > |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

The contradiction between (3.1) and (3.6) implies that cϵ is bounded. Then elliptic esti-

mate implies that Theorem 1.2 holds.
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4. Proof of Theorem 1.4

In this section, we will prove Theorem 1.4. Similarly, we first consider the subcritical

function, it is not difficult to check that the Euler–Lagrange equation of uϵ is

(4.1) −∆nuϵ =
1

λϵ
uϵ|uϵ|

2−n
n−1 eαϵ|uϵ|

n
n−1

+
l∑

j=1

αj∥uϵ∥
n−pj
pj u

pj−1
ϵ

with

αϵ = (αn − ϵ), λϵ =

∫
Ω
|uϵ|

n
n−1 eαϵ|uϵ|

n
n−1

dx.

Comparing (4.1) and (2.2), we conclude that the above discussion of the proof of The-

orem 1.1 is nearly same as that of Theorem 1.3, so we omit here. Unlike the proof of

Theorem 1.2, we use a different approach to prove Theorem 1.4. First we have the follow-

ing upper bound inequality

(4.2) sup
u∈H1,n

0 (Ω), ∥∇u∥nn−
∑l

j=1 αj∥u∥npj≤1

∫
Ω
eαn|u|

n
n−1

dx ≤ |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

Then we need to construct a test function contradicting (4.2). The following lemma is

crucial in the subsequent computation process.

Lemma 4.1. Let G be the n-Green function in the above (3.2).

(a) The sets {G > t} form a sequence of approximately small balls of radii ρt =

eω
1

n−1
n−1 (Ap−t). In other words, Bρt−rt(p) ⊂ {G > t} ⊂ Bρt+rt(p) with rt/ρt → 0

as t→ +∞. In particular, limt→+∞ eαnt|{G > t}| = ωn−1

n eαnAp.

(b)
∫
G<t |∇G|

n dx = t+
∑l

j=1 αj∥G∥npj +O(tne−αnt) as t→ +∞.

(c)
∫
G=t |∇G|

n−1 dx = 1 +O(tne−αnt) as t→ +∞.

(d)
∫
G=t

1
|∇G| ds ≥ ω

n
n−1

n−1e
αn(Ap−t)

(
1 +O(tne−αnt)

)
as t→ +∞.

The proof is similar to that in [32] so we omit the process of proof here. Then we take

fϵ(t) =

c− c−
1

n−1

(
n−1
αn

ln
(
1 + cnϵ

− n
n−1 e−

αn
n−1

t)+B
)

for t ≥ tϵ,

c−
1

n−1 t for t < tϵ

with cn = (ωn−1/n)
1/(n−1), tϵ =

n
αn

ln 1
Rϵ , R, B and C are constants to be chosen later

such that R→ +∞ and Rϵ→ 0 as ϵ→ 0. Let G be as above. Set

ϕϵ(x) = fϵ(G(x)).
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To ensure ϕϵ ∈ H1,n
0 (Ω), we assume

(4.3) c− c−
1

n−1

(
n− 1

αn
ln
(
1 + cnR

n
n−1
)
+B

)
=

n

αn
c−

1
n−1 ln

1

Rϵ
.

We have by Lemma 4.1(b) that∫
G<tϵ

|∇ϕϵ|n = c−
n

n−1

 n

αn
ln

1

Rϵ
+

l∑
j=1

αj∥G∥npj +O

(
(Rϵ)n lnn

1

Rϵ

) .

An elementary calculation shows∫ +∞

tϵ

|f ′ϵ(t)|n dt = c−
n

n−1

∫ +∞

tϵ

(
cnϵ

− n
n−1 e−

αn
n−1

t

1 + cnϵ
− n

n−1 e−
αn
n−1

t

)n
dt

=
n− 1

αn
c−

n
n−1

∫ cnR
n

n−1

0

sn−1

(1 + s)n
ds

=
n− 1

αn
c−

n
n−1

(
ln
(
1 + cnR

n
n−1
)
−
(
1 +

1

2
+ · · ·+ 1

n− 1

))
+ c−

n
n−1O

(
R− n

n−1
)
.

Hence we have by Lemma 4.1(c) that∫
G>tϵ

|∇ϕϵ|n dx =

∫ +∞

tϵ

|f ′ϵ(t)|n
(∫

G=t
|∇G|n 1

|∇G|
ds

)
dt

=

∫ +∞

tϵ

|f ′ϵ(t)|n
(
1 +O(tne−αnt)

)
dt

=
n− 1

αn
c−

n
n−1

(
ln
(
1 + cnR

n
n−1
)
−
(
1 +

1

2
+ · · ·+ 1

n− 1

))
+ c−

n
n−1

(
O
(
R− n

n−1
)
+O

(
(Rϵ)n logn

1

Rϵ
logR

))
.

Therefore,∫
Ω
|∇ϕϵ|n dx = −n− 1

αn
c−

n
n−1

(
1 +

1

2
+ · · ·+ 1

n− 1

)
+ c−

n
n−1

l∑
j=1

αj∥G∥npj

+
n− 1

αn
c−

n
n−1 ln

(
1 + cnR

n
n−1
)
+

n

αn
c−

n
n−1 ln

1

Rϵ

+ c−
n

n−1

(
O
(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

))
.

Since ∥∇ϕϵ∥nn −
∑l

j=1 αj∥ϕϵ∥npj = 1, then we have

c
n

n−1 = −n− 1

αn

(
1 +

1

2
+ · · ·+ 1

n− 1

)
+
n− 1

αn
ln
(
1 + cnR

n
n−1
)
+

n

αn
ln

1

Rϵ

+O
(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
.
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Combining (4.2) and (4.3), which gives

B = −n− 1

αn

(
1 +

1

2
+ · · ·+ 1

n− 1

)
+O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
.

For t > tϵ, one can check that

αnfϵ(t)
n

n−1 = αnc
n

n−1 − n ln
(
1 + cnϵ

− n
n−1 e−

αn
n−1

t)− n

n− 1
αnB

+O
(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
= 1 +

1

2
+ · · ·+ 1

n− 1
+ (n− 1) ln cn − n ln ϵ− n ln

(
1 + cnϵ

− n
n−1 e−

αn
n−1

t)
+O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
+O

(
c−

n
n−1 ln2R

)
.

Then by Lemma 4.1, it is easy to see that∫
G≥tϵ

eαn|ϕϵ|
n

n−1
dx =

∫ +∞

tϵ

eαn|fϵ(t)|
n

n−1

(∫
G=t

1

|∇G|
ds

)
dt

≥ ωn−1

n
ϵ−neαnAp+1+ 1

2
+···+ 1

n−1

×
(
1 +O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
+O

(
c−

n
n−1 ln2R

))
× ω

n
n−1

n−1

∫ +∞

tϵ

e−αnt(
1 + cnϵ

− n
n−1 e−

αn
n−1

t)n (1 +O(tne−αnt)
)
dt.

Then we obtain∫
G≥tϵ

eαn|ϕϵ|
n

n−1
dx ≥ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1

×
(
1 +O

(
R− n

n−1
)
+O

(
(Rϵ)n lnn

1

Rϵ
lnR

)
+O

(
c−

n
n−1 ln2R

))
.

On the other hand,∫
G<tϵ

eαn|ϕϵ|
n

n−1
dx ≥

∫
G<tϵ

(
1 + αn|ϕϵ|

n
n−1
)
dx

≥ |Ω|+O((Rϵ)n) +O

(
c
− n

(n−1)2 (Rϵ)n ln
n

n−1
1

Rϵ

)
.

Combining the above estimates, we get∫
Ω
eαn|ϕϵ|

n
n−1

dx ≥ |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1

+ αnc
− n

(n−1)2

(
O

(
c
− n

(n−1)2 (Rϵ)n lnn
1

Rϵ
lnR

)
+O

(
c
− n

(n−1)2R− n
n−1
)
+O

(
c
− n2−2n

(n−1)2 ln2R
))
.
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Taking R = − log ϵ, we immediately have∫
Ω
eαn|ϕϵ|

n
n−1

dx > |Ω|+ ωn−1

n
eαnAp+1+ 1

2
+···+ 1

n−1 .

This completes the proof of Theorem 1.4.
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