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This paper is concerned with the singular LQ problem for irregular singular systems with persistent disturbances. The full
information feedback control method is employed to achieve the optimal control. By restricted system equivalence transformation,
the system state is decomposed into free state and restricted state and the input is decomposed into free input and forced input.
Some sufficient conditions for the unique existence of optimal control-state pair are derived and these conditions are all described
unitedly with matrix rank equalities. The optimal control-state pair can be explicitly formulated via solving an algebraic Riccati
equation and a Sylvester equation. Moreover, under the optimal control-state pair, the resulting system has no free state.

1. Introduction

In practical control systems there are unavoidably various
external disturbances affecting the performances of systems.
Many control problems involve designing a controller capable
of stabilizing a given system while minimizing the worst-case
response to some additive disturbances.The application areas
of interest include, for example, the flight control through
wind shear where disturbances arise from a model for wind
shear based onharmonic oscillations [1], the active control for
offshore structures where external disturbances are mainly
from thewind or oceanwave forces [2], the noise reduction in
vehicles and transformers, and the control of the linear course
of ships [3, 4], and so forth. Therefore, the optimal control
for systems with persistent disturbances is one of the very
important control problems. Up to now, there has beenmuch
research work about the optimal control of linear standard
state space systems with persistent disturbances (see, e.g., [5–
7]).

Since, among all output feedback plants, it requires the
weakest assumption, the full information feedback (FI, also
called feedforward and feedback [8]) plant has received a
great attention in the literature and has been extensively
applied to control systems with disturbances. For example,
Rusli et al. [9] design a low-order robust nonlinear FI
controller for a multiscale system that dynamically couples

Kinetic Monte Carlo and finite difference codes. Tang [5]
proposes a FI control for linear systems affected by sinu-
soidal disturbances with known frequency and unknown
magnitude and phase. Later, in his joint papers [6, 10–12] he
brings forward a united description of disturbances including
periodic disturbances as the special case and gives the FI
controller designs for the continuous, discrete, time-delay,
and continuous time-varying linear systems, respectively.
Chiu [13] proposes a mixed FI based adaptive fuzzy control
design for a class of MIMO uncertain nonlinear systems. Yu
et al. [14] investigate the complete parametric approach for
output regulation problems of matrix 2-order systems via FI.

Singular systems have comprehensive practical back-
ground [15–17]. Great progress has been made in the theory
and its applications since 1970s [18–22]. However, there are
few investigations on optimal control problems for irregular
singular systems with disturbances, besides Chen [23, 24]
where the singular LQ suboptimal and optimal control
problems for irregular singular systems with disturbances are
considered.

In this paper, the singular LQ problem for irregular
singular systems with persistent disturbances is discussed. It
is shown that the singular LQ problem for irregular singular
systems with persistent disturbances can be transformed to
the optimal problem for standard state space systems by
restricted system equivalence transformation. The system
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state is decomposed into free state and restricted state and the
input is decomposed into free input and forced input. Then,
under some general conditions, FI optimal control-state pair
and the optimal performance index are derived via solving an
algebraic Riccati equation and a Sylvester equation.

The remainder of the paper is organized as follows.
In Section 2, the singular LQ problem for irregular singu-
lar systems with persistent disturbances is transformed to
the optimal problem for standard state space systems by
restricted system equivalence. In Section 3, we deal with the
FI optimal control problem for irregular singular systems
and obtain the sufficient conditions for the unique existence
of optimal control-state pair with regard to the cases when
the disturbance is damped and not damped. A simulation
example is exploited to demonstrate the effectiveness of the
proposed results in Section 4. In Section 5, we give the brief
conclusion of this paper.

Notation 1. Throughout the paper, the superscript “𝑇” stands
for matrix transposition; 𝑅𝑛 denotes the 𝑛-dimensional
Euclidean space;𝑅𝑛×𝑚 is the set of 𝑛×𝑚 real matrices; 𝐼

𝑛
is the

𝑛× 𝑛 identity matrix;R𝜆 stands for the real part of 𝜆; for real
symmetricmatrix𝐴,𝐴 > 0means that𝐴 is a definite-positive
matrix and 𝐴 ≥ 0 means that 𝐴 is a semidefinite-positive
matrix. All of the matrices in the context, if not explicitly
stated, are assumed to have compatible dimensions.

2. Statement and Transformation of LQ
Problem For Singular Systems

Consider the singular system with disturbances:

𝐸𝑥̇ = 𝐴𝑥 + 𝐵
1
𝑤 + 𝐵

2
𝑢, 𝐸𝑥 (0) = 𝑥

0
, (1)

where 𝐸,𝐴 ∈ 𝑅𝑚×𝑛, 𝐵
1
∈ 𝑅
𝑚×𝑙, 𝐵

2
∈ 𝑅
𝑚×𝑟, 𝑥, 𝑤, and 𝑢 are

state, disturbance, and input, respectively; rank𝐸 = 𝑝 < 𝑛.
The disturbance 𝑤 is governed by the exosystem [12]:

𝑤̇ = 𝐺𝑤, 𝑤 (0) = 𝑤
0
, (2)

where 𝐺 ∈ 𝑅𝑙×𝑙 is stable.
System (1) is said to be regular if𝑚 = 𝑛 and det(𝑠𝐸−𝐴) ̸≡

0; otherwise, it is irregular. For the regular singular system,
Ishihara et al. [8] considered the FI and state feedback (SF)𝐻

2

control problems. For the irregular singular system without
disturbances, Zhu et al. [25] discussed the SF LQ control
problem for system (1) with 𝐵

1
= 0.

In this paper, the performance index is selected as follows.
In the case when 𝐺 is asymptotically stable, the quadratic

performance index is

𝐽 (𝑢, 𝑥) =
1

2
∫

∞

0

(𝑥
𝑇

𝑄𝑥 + 𝑢
𝑇

𝑅𝑢) 𝑑𝑡, (3)

and the corresponding admissible control-state pair set is

Ω = { (𝑢, 𝑥) | (𝑢, 𝑥) is piecewise continuous,

satisfies (1) and 𝐽 (𝑢, 𝑥) < ∞} ,
(4)

where 𝑄 ≥ 0 and 𝑅 ≥ 0. In the case when 𝐺 is stable but not
asymptotically stable, the disturbance 𝑤 will have oscillation
behaviour, the state 𝑥 and the control 𝑢may not tend to zero
at the same time, whichmay cause the quadratic performance
index (3) tending to be infinite. So, in this case we adopt the
quadratic average performance index

𝐽
󸀠

(𝑢, 𝑥) = lim
𝑡𝑓→∞

1

2𝑡
𝑓

∫

𝑡𝑓

0

(𝑥
𝑇

𝑄𝑥 + 𝑢
𝑇

𝑅𝑢) 𝑑𝑡. (5)

The corresponding admissible control-state pair set is

Ω
󸀠

= { (𝑢, 𝑥) | (𝑢, 𝑥) is piecewise continuous,

satisfies (1) and 𝐽󸀠 (𝑢, 𝑥) < ∞} .
(6)

The control objective of this paper is stated as follows:
when𝐺 is asymptotically stable, the control objective is to find
an optimal control-state pair (𝑢∗, 𝑥∗) ∈ Ω such that

𝐽 (𝑢
∗

, 𝑥
∗

) = min
(𝑢,𝑥)∈Ω

𝐽 (𝑢, 𝑥) . (P)

When 𝐺 is stable but not asymptotically stable, the control
objective is to find an optimal control-state pair (𝑢∗, 𝑥∗) ∈ Ω󸀠
such that

𝐽
󸀠

(𝑢
∗

, 𝑥
∗

) = min
(𝑢,𝑥)∈Ω

󸀠
𝐽
󸀠

(𝑢, 𝑥) . (P󸀠)

First of all, it is necessary to discuss some properties of
irregular singular systems.

Definition 1. The irregular singular system with disturbances

𝐸 ̇̃𝑥 = 𝐴𝑥 + 𝐵
1
𝑤 + 𝐵

2
𝑢, 𝐸𝑥 (0) = 𝑥

0
, (7)

is said to be restricted system equivalent (r.s.e.) to the system
(1) if there exist two nonsingularmatrices𝑀 ∈ 𝑅𝑚×𝑚 and𝑁 ∈
𝑅
𝑛×𝑛 such that 𝑥 = 𝑁𝑥,𝑀𝐸𝑁 = 𝐸,𝑀𝐴𝑁 = 𝐴,𝑀𝐵

1
= 𝐵
1
,

𝑀𝐵
2
= 𝐵
2
, and𝑀𝑥

0
= 𝑥
0
.

Obviously, restricted system equivalence is an equivalent
relationship and it is consistent with the definition in [25] for
the systems without disturbances.

Denote 𝑄 = 𝐶𝑇𝐶, 𝑅 = 𝐷𝑇𝐷 and 𝑦 = [(𝐶𝑥)𝑇, (𝐷𝑢)𝑇]
𝑇

,
where 𝐶 ∈ 𝑅𝑞1×𝑛 and 𝐷 ∈ 𝑅𝑞2×𝑟, and then 𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢 =
𝑦
𝑇

𝑦.
Since rank𝐸 = 𝑝 < 𝑛, there exist nonsingular matrices

𝑀
1
∈ 𝑅
𝑚×𝑚 and𝑁

1
∈ 𝑅
𝑛×𝑛 such that𝑀

1
𝐸𝑁
1
= diag([𝐼

𝑝
, 0]).

Accordingly, let

𝑀
1
𝐴𝑁
1
= [
𝐴
11
𝐴
12

𝐴
21
𝐴
22

] , 𝑀
1
𝐵
1
= [
𝐵
11

𝐵
12

] ,

𝑀
1
𝐵
2
= [
𝐵
21

𝐵
22

] , 𝐶𝑁
1
= [𝐶
1
𝐶
2
] ,

(8)

where 𝐴
11
∈ 𝑅
𝑝×𝑝

, 𝐵
11
∈ 𝑅
𝑝×𝑙

, 𝐵
21
∈ 𝑅
𝑝×𝑟

, 𝐶
1
∈ 𝑅
𝑞1×𝑝.

Definition 2. System (1) is impulse controllable if, for every
initial condition and disturbance governed by the system
(2), there exists a smooth (impulse-free) control-state pair of
system (1).
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Definition 2 is consistent with the definition in [26] for
the systems without disturbances.

Obviously, it is necessary for the solvability of the problem
(P) and (P󸀠) that system (1) is impulse controllable. The
following lemma establishes two necessary and sufficient
conditions for the impulse controllability of system (1).

Lemma 3. System (1) is impulse controllable if and only if

rank [𝐴
21
𝐴
22
𝐵
12
𝐵
22
] = rank [𝐴

22
𝐵
22
] , (9)

or

rank [0 𝐸 0
𝐸 𝐴 𝐵

2

] = rank [𝐸 𝐴 𝐵
1
𝐵
2
] + rank𝐸. (10)

The proof is similar to that of Theorem 13 in [26], and it
is presented in the Appendix.

In the following discussions, we always assume that (10)
holds.

Denote rank𝐴
22
= 𝑑 and rank[𝐴

22
, 𝐵
22
] = 𝑠; then there

exist matrices 𝑀
2
∈ 𝑅
𝑝×𝑑, 𝑀

3
∈ 𝑅
𝑝×(𝑠−𝑑), 𝑀

4
∈ 𝑅
𝑑×(𝑠−𝑑),

𝑀
5
∈ 𝑅
𝑞1×𝑑, 𝑀

6
∈ 𝑅
𝑞1×(𝑠−𝑑), and 𝑀

7
∈ 𝑅
𝑞2×(𝑠−𝑑) and non-

singular matrices 𝑀
8
∈ 𝑅
𝑠×𝑠, 𝑀

9
∈ 𝑅
(𝑚−𝑝)×(𝑚−𝑝), 𝑁

2
∈

𝑅
(𝑛−𝑝)×(𝑛−𝑝), and𝑁

3
∈ 𝑅
𝑟×𝑟 such that

𝑀
10

[
[
[

[

𝐴
11
𝐴
12
𝐵
11
𝐵
21

𝐴
21
𝐴
22
𝐵
12
𝐵
22

𝐶
1
𝐶
2
0 0

0 0 0 𝐷

]
]
]

]

× 𝑁
4
=

[
[
[
[
[
[
[

[

𝐴
11
0 𝐴
13
𝐵
11
0 𝐵

13

𝐴
21
𝐼
𝑑
0 𝐵
21
0 𝐵

23

𝐴
31
0 0 𝐵

31
𝐼
𝑠−𝑑

0

0 0 0 0 0 0

𝐶
11
0 𝐶
13
𝐷
11
0 𝐷

13

𝐶
21
0 0 𝐷

21
0 𝐷

23

]
]
]
]
]
]
]

]

,

(11)

where 𝐴
11
∈ 𝑅
𝑝×𝑝, 𝐴

13
∈ 𝑅
𝑝×(𝑛−𝑝−𝑑), 𝐵

11
∈ 𝑅
𝑝×𝑙,

𝐵
13
∈ 𝑅
𝑝×(𝑟−𝑠+𝑑), 𝐶

11
∈ 𝑅
𝑞1×𝑝, 𝐶

21
∈ 𝑅
𝑞2×𝑝, 𝑁

4
=

diag([𝐼
𝑝
, 𝑁
2
, 𝐼
𝑙
, 𝑁
3
]), and

𝑀
10
=

[
[
[
[
[
[
[

[

𝐼
𝑝
𝑀
2
𝑀
3

0 0 0

0 𝐼
𝑑
𝑀
4

0 0 0

0 0 𝐼
𝑠−𝑑

0 0 0

0 0 0 𝐼
𝑚−𝑝−𝑠

0 0

0 𝑀
5
𝑀
6

0 𝐼
𝑞1
0

0 0 𝑀
7

0 0 𝐼
𝑞2

]
]
]
]
]
]
]

]

⋅ diag ([𝐼
𝑝
,𝑀
8
, 𝐼
𝑚−𝑝−𝑠+𝑞1+𝑞2

]) diag ([𝐼
𝑝
,𝑀
9
, 𝐼
𝑞1+𝑞2
]) .

(12)

Let

[𝑥
𝑇

1
, 𝑥
𝑇

2
, 𝑥
𝑇

3
, 𝑢
𝑇

1
, 𝑢
𝑇

2
]
𝑇

= 𝑁
−1

[𝑥
𝑇

, 𝑢
𝑇

]
𝑇

, (13)

where 𝑥
1
∈ 𝑅
𝑝, 𝑥
2
∈ 𝑅
𝑑, 𝑥
3
∈ 𝑅
𝑛−𝑝−𝑑, 𝑢

1
∈ 𝑅
𝑠−𝑑, 𝑢
2
∈ 𝑅
𝑟−𝑠+𝑑,

and

𝑁 = diag ([𝑁
1
, 𝐼
𝑟
]) diag ([𝐼

𝑝
, 𝑁
2
, 𝑁
3
]) , (14)

and then the system (1) is r.s.e to the following system

𝑥̇
1
= 𝐴
11
𝑥
1
+ 𝐴
13
𝑥
3
+ 𝐵
11
𝑤 + 𝐵

13
𝑢
2
, 𝑥
1
(0) = 𝑀

11
𝑥
0
,

0 = 𝐴
21
𝑥
1
+ 𝑥
2
+ 𝐵
21
𝑤 + 𝐵

23
𝑢
2
,

0 = 𝐴
31
𝑥
1
+ 𝐵
31
𝑤 + 𝑢

1
,

(15)

𝑦 = [
𝐶
11

𝐶
21

] 𝑥
1
+ [
𝐶
13

0
] 𝑥
3
+ [
𝐷
11

𝐷
21

]𝑤 + [
𝐷
13

𝐷
23

] 𝑢
2
, (16)

where𝑀
11
= [𝐼
𝑝
, 0]𝑀
1
.

The second and third equations in system (15) can be
written as

𝑥
2
= −𝐴
21
𝑥
1
− 𝐵
21
𝑤 − 𝐵

23
𝑢
2
,

𝑢
1
= −𝐴
31
𝑥
1
− 𝐵
31
𝑤.

(17)

Therefore, in the system (15), the state variables 𝑥
1
, 𝑥
2
and

input variable 𝑢
1
are determined uniquely by 𝑥

3
, 𝑢
2
, and 𝑤.

Thus the state variable 𝑥
3
is free and the input variable 𝑢

1
is

not free. We call 𝑥
3
the free state and 𝑢

1
the forced input.

Accordingly, 𝑥
1
and 𝑥

2
are called restricted state and 𝑢

2
is

called free input.

Remark 4. System (1) has no free state if and only if

rank [0 𝐸
𝐸 𝐴
] = 𝑛 + rank𝐸. (18)

Remark 5. System (1) has no forced input if and only if

rank [0 𝐸
𝐸 𝐴
] = rank [0 𝐸 0

𝐸 𝐴 𝐵
2

] . (19)

Let 𝑧 = [𝑥𝑇
3
, 𝑢
𝑇

2
]
𝑇 and 𝐵

12
= [𝐴
13
, 𝐵
13
]; then the dynamic

equation of 𝑥
1
, 𝑧, and 𝑤 is

𝑥̇
1
= 𝐴
11
𝑥
1
+ 𝐵
11
𝑤 + 𝐵

12
𝑧, 𝑥

1
(0) = 𝑀

11
𝑥
0
,

𝑤̇ = 𝐺𝑤, 𝑤 (0) = 𝑤
0
.

(20)

From (16),

𝑦
𝑇

𝑦 = [𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]𝑄[𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]
𝑇

, (21)

where 𝑄 = (𝑄
𝑖𝑗
)
3×3

is a symmetric matrix, and

𝑄
11
= [𝐶
𝑇

11
, 𝐶
𝑇

21
] [𝐶
𝑇

11
, 𝐶
𝑇

21
]
𝑇

,

𝑄
12
= [𝐶
𝑇

11
, 𝐶
𝑇

21
] [𝐷
𝑇

11
, 𝐷
𝑇

21
]
𝑇

,

𝑄
13
= [𝐶
𝑇

11
, 𝐶
𝑇

21
] [
𝐶
13
𝐷
13

0 𝐷
23

] ,

𝑄
22
= [𝐷

𝑇

11
, 𝐷
𝑇

21
] [𝐷
𝑇

11
, 𝐷
𝑇

21
]
𝑇

,

𝑄
23
= [𝐷

𝑇

11
, 𝐷
𝑇

21
] [
𝐶
13
𝐷
13

0 𝐷
23

] ,

𝑄
33
= [
𝐶
13
𝐷
13

0 𝐷
23

]

𝑇

[
𝐶
13
𝐷
13

0 𝐷
23

] .

(22)
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Let

𝐽
1
(𝑧, 𝑥
1
) =
1

2
∫

∞

0

[𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]𝑄[𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]
𝑇

𝑑𝑡,

𝐽
󸀠

1
(𝑧, 𝑥
1
) = lim
𝑡𝑓→∞

1

2𝑡
𝑓

∫

𝑡𝑓

0

[𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]𝑄[𝑥
𝑇

1
, 𝑤
𝑇

, 𝑧
𝑇

]
𝑇

𝑑𝑡,

(23)

Ω
1
= {(𝑧, 𝑥

1
) | (𝑧, 𝑥

1
) is piecewise continuous,

satisfies (20) and 𝐽
1
(𝑧, 𝑥
1
) < ∞} ,

Ω
󸀠

1
= {(𝑧, 𝑥

1
) | (𝑧, 𝑥

1
) is piecewise continuous,

satisfies (20) and 𝐽󸀠
1
(𝑧, 𝑥
1
) < ∞} ,

(24)

and then the LQ problem (P) is substantially transformed to
the optimal problem, denoted by P

1
, of finding an optimal

solution (𝑧∗, 𝑥∗
1
) ∈ Ω

1
at which the performance index

𝐽
1
(𝑧, 𝑥
1
) achieves the minimum, and the LQ problem (P󸀠)

is substantially transformed to the optimal problem, denoted
by P󸀠
1
, of finding an optimal solution (𝑧∗, 𝑥∗

1
) ∈ Ω

󸀠

1
at which

the performance index 𝐽󸀠
1
(𝑧, 𝑥
1
) achieves the minimum.

Obviously, P
1
and P󸀠

1
are optimal problems of the stan-

dard state space system, and the singularity of P
1
and P󸀠

1
is

determined by the property of 𝑄
33
. Now, we give a necessary

and sufficient condition for 𝑄
33
> 0.

Theorem 6. 𝑄
33
> 0 if and only if

rank
[
[
[

[

0 𝐸 0

𝐸 𝐴 𝐵
2

0 𝑄 0

0 0 𝑅

]
]
]

]

= 𝑛 + 𝑟 + rank𝐸. (25)

Proof. 𝑄
33
> 0 is equivalent to rank [ 𝐶13 𝐷13

0 𝐷23
] = 𝑛 − 𝑝 + 𝑟 − 𝑠,

which is rank Γ = 𝑛 + 𝑟 + rank𝐸, where

Γ =

[
[
[
[
[
[
[
[
[
[
[

[

0 0 𝐼
𝑝
0 0 0 0

0 0 0 0 0 0 0

𝐼
𝑝
0 𝐴
11
0 𝐴
13
0 𝐵

13

0 0 𝐴
21
𝐼
𝑑
0 0 𝐵

23

0 0 𝐴
31
0 0 𝐼

𝑠−𝑑
0

0 0 0 0 0 0 0

0 0 𝐶
11
0 𝐶
13
0 𝐷

13

0 0 𝐶
21
0 0 0 𝐷

23

]
]
]
]
]
]
]
]
]
]
]

]

. (26)

From (8) and (11),

Γ = diag ([𝐼
𝑛
,𝑀
10
]) diag ([𝑀

1
,𝑀
1
, 𝐼
𝑞
])
[
[
[

[

0 𝐸 0

𝐸 𝐴 𝐵
2

0 𝐶 0

0 0 𝐷

]
]
]

]

⋅ diag ([𝑁
1
, 𝑁
1
, 𝐼
𝑟
]) diag ([𝐼

𝑛
, 𝐼
𝑝
, 𝑁
2
, 𝑁
3
]) ,

(27)

which finishes the proof.

Remark 7. It is a routinematter to show that if (𝐸, 𝐴) is regular
and 𝑅 > 0, then (25) is equivalent to that (𝐸, 𝐴, 𝑄) is impulse
observable.

3. Design of the FI Controller

In this section, we solve the problem (P) and (P󸀠) via solving
P
1
and P󸀠

1
, respectively.

3.1. Solution of the Problem (P). Denoting V = [𝑥𝑇
1
, 𝑤
𝑇

]
𝑇, (20)

can be written as

V̇ = 𝐴V + 𝐵𝑧, V (0) = [𝑥𝑇
1
(0) , 𝑤

𝑇

(0)]
𝑇

, (28)

where 𝐴 = [ 𝐴11 𝐵11
0 𝐺

], 𝐵 = [ 𝐵12
0

], and

𝑦
𝑇

𝑦 = [V𝑇, 𝑧𝑇]𝑄[V𝑇, 𝑧𝑇]
𝑇

, (29)

where 𝑄 = (𝑄
𝑖𝑗
)
2×2

is a symmetric matrix, and

𝑄
11
= [
𝑄
11
𝑄
12

𝑄
𝑇

12
𝑄
22

] , 𝑄
12
= [
𝑄
13

𝑄
23

] , 𝑄
22
= 𝑄
33
.

(30)

Let

𝐽
2
(𝑧, V) =

1

2
∫

∞

0

[V𝑇, 𝑧𝑇]𝑄[V𝑇, 𝑧𝑇]
𝑇

𝑑𝑡, (31)

Ω
2
= {(𝑧, V) | (𝑧, V) is piecewise continuous,

satisfies (28) and 𝐽
2
(𝑧, V) < ∞} ,

(32)

and then the optimal problem P
1
is transformed to the

optimal problem, denoted by P
2
, of finding an optimal

solution (𝑧∗, V∗) ∈ Ω
2
at which the performance index

𝐽
2
(𝑧, V) achieves the minimum.
Denote 𝐴 = 𝐴 − 𝐵𝑄−1

22
𝑄
𝑇

12
. According to the Maximum

Principle, if (𝐴, 𝐵) is stabilizable and (𝐴, 𝑄
11
− 𝑄
12
𝑄
−1

22
𝑄
𝑇

12
)

is detectable, then P
2
has a unique solution (𝑧∗, V∗), and the

optimal value is 𝐽∗
2
= V𝑇(0)𝑃V(0)/2, where

𝑧
∗

= −𝑄
−1

22
(𝑄
𝑇

12
+ 𝐵
𝑇

𝑃) V∗, (33)

V∗ satisfies the equation

V̇ = (𝐴 − 𝐵𝑄−1
22
𝐵
𝑇

𝑃) V, (34)

𝑃 is the unique positive semidefinite solution of the Riccati
equation

𝑃𝐴 + 𝐴
𝑇

𝑃 − 𝑃𝐵𝑄
−1

22
𝐵
𝑇

𝑃 + 𝑄
11
− 𝑄
12
𝑄
−1

22
𝑄
𝑇

12
= 0, (35)

and the matrix 𝐴 − 𝐵𝑄−1
22
𝐵
𝑇

𝑃 is asymptotically stable.
Before further discussion, we first give two lemmas.

Lemma 8. When 𝐺 is asymptotically stable, (𝐴, 𝐵) is stabiliz-
able if and only if

rank [𝜆𝐸 − 𝐴 𝐵
2
] = rank [𝐸 𝐴 𝐵

2
] , ∀𝜆,R𝜆 ≥ 0. (36)
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Proof. From (8) and (11),

rank [𝜆𝐸 − 𝐴 𝐵
2
] = rank [𝜆𝐼

𝑝
− 𝐴
11
𝐵
12
] + 𝑠. (37)

When 𝐺 is asymptotically stable, ∀𝜆,R𝜆 ≥ 0, the matrix
𝜆𝐼
𝑙
− 𝐺 is nonsingular, so

rank [𝜆𝐼
𝑝+𝑙
− 𝐴 𝐵] = rank [𝜆𝐼

𝑝
− 𝐴
11
𝐵
12
] + 𝑙. (38)

Since rank [𝐸 𝐴 𝐵
2
] = 𝑝 + 𝑠, (36) holds if and only if

rank [𝜆𝐼
𝑝+𝑙
− 𝐴 𝐵] = 𝑝 + 𝑙, ∀𝜆,R𝜆 ≥ 0. (39)

Lemma 9. When 𝐺 is asymptotically stable, (𝐴, 𝑄
11
−

𝑄
12
𝑄
−1

22
𝑄
𝑇

12
) is detectable if and only if

rank[

[

𝜆𝐸 − 𝐴 𝐵
2

𝑄 0

0 𝑅

]

]

= 𝑛 + 𝑟, ∀𝜆,R𝜆 ≥ 0. (40)

Proof. From (8) and (11),

rank[

[

𝜆𝐸 − 𝐴 −𝐵
2

𝐶 0

0 𝐷

]

]

= rank[

[

𝜆𝐼
𝑝
− 𝐴
11
−𝐴
13
−𝐵
13

𝐶
11

𝐶
13
𝐷
13

𝐶
21

0 𝐷
23

]

]

+ 𝑠.

(41)

When 𝐺 is asymptotically stable, ∀𝜆,R𝜆 ≥ 0, we have

rank[

[

𝜆𝐸 − 𝐴 −𝐵
2

𝐶 0

0 𝐷

]

]

= rank[[

[

𝜆𝐼
𝑝+𝑙
− 𝐴 −𝐵

𝑄
11

𝑄
12

𝑄
𝑇

12
𝑄
22

]
]

]

+ 𝑠 − 𝑙.

(42)

Since𝑄
22
is nonsingular, an easy computation shows that

(40) is equivalent to

rank [ 𝜆𝐼
𝑝+𝑙
− 𝐴

𝑄
11
− 𝑄
12
𝑄
−1

22
𝑄
𝑇

12

] = 𝑝 + 𝑙, ∀𝜆,R𝜆 ≥ 0. (43)

Remark 10. In the case when (𝐸, 𝐴) is regular and 𝑅 > 0, (40)
equivalently implies that (𝐸, 𝐴, 𝑄) is 𝑅-detectable.

Definition 11 (see [19]). The finite 𝑠’s satisfying det(𝑠𝐸−𝐴) = 0
are called finite poles for the singular system 𝐸𝑥̇ = 𝐴𝑥.

In the following, we give the conclusion concerning the
problem (P).

Theorem 12. Assume that 𝐺 is asymptotically stable and the
rank equalities (10), (25), (36), and (40) hold, then there
exists a unique FI optimal control-state pair for (P). Under the
optimal control-state pair, the finite poles of resulting system all
are located on the left-half complex plane and the optimal value
is

𝐽
∗

=
1

2
[
𝑥
0

𝑤
0

]

𝑇

[

[

𝑀
𝑇

11
𝑃
11
𝑀
11
𝑀
𝑇

11
𝑃
12

𝑃
𝑇

12
𝑀
11

𝑃
22

]

]

[
𝑥
0

𝑤
0

] , (44)

where 𝑃 = (𝑃
𝑖𝑗
)
2×2

is the unique positive semidefinite solution
of the Riccati equation (35) and 𝑃

11
∈ 𝑅
𝑝×𝑝.

Proof. From Lemmas 8 and 9, the problem P
2
has a unique

solution given by (33) and (34) and every eigenvalue of 𝐴 −
𝐵𝑄
−1

22
𝑄
𝑇

12
− 𝐵𝑄
−1

22
𝐵
𝑇

𝑃 has negative real part.
In accord with (13), (14), (17), (33), and (34), it follows that

the unique optimal control-state pair (𝑢∗, 𝑥∗) of (P) is

𝑥
∗

= 𝑁
1
[
𝐼
𝑝
0

0 𝑁
2

]

⋅
[
[

[

𝐼
𝑝

0

𝐵
23
[0 𝐼
𝑟−𝑠+𝑑
] 𝑄
1
− 𝐴
21
𝐵
23
[0 𝐼
𝑟−𝑠+𝑑
] 𝑄
2
− 𝐵
21

− [𝐼
𝑛−𝑝−𝑑

0]𝑄
1

− [𝐼
𝑛−𝑝−𝑑

0]𝑄
2

]
]

]

× [
𝑥
∗

1

𝑤
] ,

𝑢
∗

= 𝑁
3
[

−𝐴
31

−𝐵
31

− [0 𝐼
𝑟−𝑠+𝑑
] 𝑄
1
− [0 𝐼

𝑟−𝑠+𝑑
] 𝑄
2

] [
𝑥
∗

1

𝑤
] ,

(45)

and 𝑥∗
1
satisfies the equation

𝑥̇
1
= (𝐴
11
− 𝐵
12
𝑄
1
) 𝑥
1
+ (𝐵
11
− 𝐵
12
𝑄
2
)𝑤, (46)

where 𝑄
1
= 𝑄
−1

33
(𝑄
𝑇

13
+ 𝐵
𝑇

12
𝑃
11
), 𝑄
2
= 𝑄
−1

33
(𝑄
𝑇

23
+ 𝐵
𝑇

12
𝑃
12
).

Since thematrix𝐴−𝐵𝑄−1
22
𝐵
𝑇

𝑃 is asymptotically stable, the
matrix 𝐴

11
− 𝐵
12
𝑄
1
is asymptotically stable, too. Substituting

(45) into (1) leads to (46), so, under the control-state pair
(𝑢∗, 𝑥∗), the finite poles of resulting system all are the
eigenvalues of the matrix𝐴

11
−𝐵
12
𝑄
1
. Hence, the finite poles

of resulting system all are located on the left-half complex
plane.

It is obvious that (44) holds from 𝐽∗
2
= V𝑇(0)𝑃V(0)/2.

3.2. Solution of the Problem (P󸀠). When𝐺 has an eigenvalue
locating on imaginary axis, the Riccati equation (35) has no
unique positive semidefinite solution, thereby solving the
problem (P󸀠) cannot use the same method as the problem
(P).

Theorem 13. Assume that 𝐺 is stable but not asymptotically
stable and the rank equalities (10), (25), (36), and (40) hold;
then there exists a unique FI optimal control-state pair for (P󸀠).
Under the optimal control-state pair, the finite poles of resulting
system all are located on the left-half complex plane and the
optimal value is

𝐽
󸀠∗

= lim
𝑡𝑓→∞

1

2𝑡
𝑓

∫

𝑡𝑓

0

𝑤
𝑇

𝑄
3
𝑤𝑑𝑡, (47)
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where 𝑄
3
= 𝑃
𝑇

2
(𝐵
11
− 𝐵
12
𝑄
−1

33
𝑄
𝑇

23
) + (𝐵

11
− 𝐵
12
𝑄
−1

33
𝑄
𝑇

23
)
𝑇

𝑃
2
−

𝑃
𝑇

2
𝐵
12
𝑄
−1

33
𝐵
𝑇

12
𝑃
2
+ 𝑄
22
− 𝑄
23
𝑄
−1

33
𝑄
𝑇

23
, 𝑃
2
is the unique solution

of the Sylvester equation

𝑃
2
𝐺 + (𝐴

11
− 𝐵
12
𝑄
4
)
𝑇

𝑃
2
+ 𝑃
1
(𝐵
11
− 𝐵
12
𝑄
−1

33
𝑄
𝑇

23
) + 𝑄

5
= 0,

(48)

and 𝑃
1
is the unique positive semidefinite solution of the Riccati

equation

𝑃
1
𝐴
11
+ 𝐴
𝑇

11
𝑃
1
− 𝑃
1
𝐵
12
𝑄
−1

33
𝐵
𝑇

12
𝑃
1
+ 𝑄
6
= 0, (49)

with 𝐴
11
= 𝐴
11
− 𝐵
12
𝑄
−1

33
𝑄
𝑇

13
, 𝑄
4
= 𝑄
−1

33
(𝑄
𝑇

13
+ 𝐵
𝑇

12
𝑃
1
), 𝑄
5
=

𝑄
12
− 𝑄
13
𝑄
−1

33
𝑄
𝑇

23
, and 𝑄

6
= 𝑄
11
− 𝑄
13
𝑄
−1

33
𝑄
𝑇

13
.

Proof. Consider the problem P󸀠
1
. It follows that 𝑤(𝑡) =

𝑒
𝐺𝑡

𝑤(0) from 𝑤̇ = 𝐺𝑤.
Construct the Hamilton function

𝐻(𝑥
1
, 𝑧, 𝜉) =

[𝑥
𝑇

1
, (𝑒
𝐺𝑡

𝑤 (0))
𝑇

, 𝑧
𝑇

]𝑄[𝑥
𝑇

1
, (𝑒
𝐺𝑡

𝑤 (0))
𝑇

, 𝑧
𝑇

]

𝑇

2

+ 𝜉
𝑇

(𝐴
11
𝑥
1
+ 𝐵
11
𝑒
𝐺𝑡

𝑤 (0) + 𝐵
12
𝑧) ,

(50)

and then from 𝜕𝐻/𝜕𝑧 = 0,

𝑧
∗

= −𝑄
−1

33
(𝑄
𝑇

13
𝑥
1
+ 𝑄
𝑇

23
𝑤 + 𝐵

𝑇

12
𝜉) . (51)

Since

𝜕
2

𝐻

𝜕𝑧2
= 𝑄
33
> 0, (52)

the Hamilton function𝐻(𝑥
1
, 𝑧, 𝜉) achieves minimum at 𝑧∗.

By (20) and (51), the two-point boundary value problem
is

𝑥̇
1
= 𝐴
11
𝑥
1
+ (𝐵
11
− 𝐵
12
𝑄
−1

33
𝑄
𝑇

23
)𝑤 − 𝐵

12
𝑄
−1

33
𝐵
𝑇

12
𝜉,

̇𝜉 = −
𝜕𝐻

𝜕𝑥
1

= −𝑄
6
𝑥
1
− 𝑄
5
𝑤 − 𝐴

𝑇

11
𝜉,

𝑥
1
(0) = 𝑀

11
𝑥
0
, 𝜉 (∞) = 0.

(53)

Let

𝜉 = 𝑃
1
𝑥
1
+ 𝑃
2
𝑤. (54)

Then

̇𝜉 = 𝑃
1
𝑥̇
1
+ 𝑃
2
𝑤̇

= 𝑃
1
(𝐴
11
− 𝐵
12
𝑄
4
) 𝑥
1
+ (𝑃
1
(𝐵
11
− 𝐵
12
𝑄
7
) + 𝑃
2
𝐺)𝑤,

(55)

where 𝑄
7
= 𝑄
−1

33
(𝑄
𝑇

23
+ 𝐵
𝑇

12
𝑃
2
).

On the other hand, by the second equation of (53),

̇𝜉 = − (𝑄
6
+ 𝐴
𝑇

11
𝑃
1
) 𝑥
1
− (𝑄
5
+ 𝐴
𝑇

11
𝑃
2
)𝑤. (56)

Combine (55), (56), and the randomicity of 𝑥
1
and 𝑤; it

follows that 𝑃
1
and 𝑃

2
satisfy (49) and (48), respectively.

It is obvious that (𝐴
11
, 𝐵
12
) is stabilizable if and only if

(36) holds, and (𝐴
11
, 𝑄
6
) is detectable if and only if (40)

holds. So when (36) and (40) hold, the Riccati equation (49)
has a unique positive semidefinite solution 𝑃

1
such that𝐴

11
−

𝐵
12
𝑄
4
is asymptotically stable. Since 𝐺 is stable,

𝜆
𝑖
(𝐴
11
− 𝐵
12
𝑄
4
) + 𝜆
𝑗
(𝐺) ̸= 0,

𝑖 = 1, 2, . . . , 𝑝, 𝑗 = 1, 2, . . . , 𝑙,

(57)

where 𝜆
𝑖
(𝐴
11
− 𝐵
12
𝑄
4
) and 𝜆

𝑗
(𝐺) are eigenvalues of 𝐴

11
−

𝐵
12
𝑄
4
and 𝐺, respectively. Therefore, the Sylvester equation

(48) has a unique solution 𝑃
2
([27]).

In accordwith (13), (14), (17), (51), (53), and (54), it follows
that the unique optimal control-state pair (𝑢∗, 𝑥∗) of (P󸀠) is

𝑥
∗

= 𝑁
1
[
𝐼
𝑝
0

0 𝑁
2

]

⋅ [

[

𝐼
𝑝

0

𝐵
23
[0 𝐼
𝑟−𝑠+𝑑
] 𝑄
4
− 𝐴
21
𝐵
23
[0 𝐼
𝑟−𝑠+𝑑
] 𝑄
7
− 𝐵
21

− [𝐼
𝑛−𝑝−𝑑

0]𝑄
4

− [𝐼
𝑛−𝑝−𝑑

0]𝑄
7

]

]

× [
𝑥
∗

1

𝑤
] ,

𝑢
∗

= 𝑁
3
[

−𝐴
31

−𝐵
31

− [0 𝐼
𝑟−𝑠+𝑑
] 𝑄
4
− [0 𝐼

𝑟−𝑠+𝑑
] 𝑄
7

] [
𝑥
∗

1

𝑤
] ,

(58)

and 𝑥∗
1
satisfies the equation

𝑥̇
1
= (𝐴
11
− 𝐵
12
𝑄
4
) 𝑥
1
+ (𝐵
11
− 𝐵
12
𝑄
7
)𝑤. (59)

Obviously, under the control-state pair (𝑢∗, 𝑥∗), the finite
poles of resulting system all are the eigenvalues of the matrix
𝐴
11
−𝐵
12
𝑄
4
. Hence, the finite poles of resulting system all are

located on the left-half complex plane.
By (48), (49), (51), (54), and (59), one can obtain that

[𝑥
∗𝑇

1
, 𝑤
𝑇

, 𝑧
∗𝑇

]𝑄[𝑥
∗𝑇

1
, 𝑤
𝑇

, 𝑧
∗𝑇

]
𝑇

= −
𝑑

𝑑𝑡
(𝑥
∗𝑇

1
𝑃
1
𝑥
∗

1
+ 2𝑥
∗𝑇

1
𝑃
2
𝑤) + 𝑤

𝑇

𝑄
3
𝑤,

(60)

and then

𝐽
󸀠∗

= 𝐽
󸀠∗

1
= lim
𝑡𝑓→∞

1

2𝑡
𝑓

(𝑥
∗𝑇

1
𝑃
1
𝑥
∗

1
+ 2𝑥
∗𝑇

1
𝑃
2
𝑤)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

0

𝑡𝑓

+ lim
𝑡𝑓→∞

1

2𝑡
𝑓

∫

𝑡𝑓

0

𝑤
𝑇

𝑄
3
𝑤𝑑𝑡,

(61)

which indicates that (47) holds.
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4. A Simulation Example

In this section, we give a simple example to illuminate
the design method of FI control law and demonstrate its
feasibility.

Consider the irregular singular system (1) and exosystem
(2), where

𝐸 = [

[

1 0 0

0 0 0

0 0 0

]

]

, 𝐴 = [

[

1 2 1

2 1 0

0 0 0

]

]

, 𝐵
1
= [

[

1 0

0 1

0 0

]

]

,

𝐵
2
= [

[

10 5

2 9

6 8

]

]

, 𝑥
0
= [0, 0, 0]

𝑇

, 𝑤
0
= [1, 0]

𝑇

.

(62)

In the performance indices (3) and (5), we choose

𝑄 = [

[

1 0 1

0 1 0

1 0 1

]

]

, 𝑅 = [
0 0

0 1
] . (63)

Obviously, 𝑑 = 1, 𝑠 = 2, and we can choose 𝑞
1
= 2 and

𝑞
2
= 1. Let

𝑀
1
= 𝐼
3
, 𝑀

2
= −2, 𝑀

3
= −1,

𝑀
4
= −
1

3
, 𝑀

5
= [0, −1]

𝑇

, 𝑀
6
= [0,

1

3
]

𝑇

,

𝑀
7
= 0, 𝑀

8
= 𝐼
2
, 𝑀

9
= 𝐼
2
,

𝑁
1
= 𝐼
3
, 𝑁

2
= 𝐼
2
, 𝑁

3
= [

1

6
−
4

3
0 1

] ,

(64)

and then the system (1) is r.s.e to the following system:

𝑥̇
1
= −3𝑥

1
+ 𝑥
3
+ [1 −2]𝑤 − 21𝑢

2
, 𝑥
1
(0) = 0,

0 = 2𝑥
1
+ 𝑥
2
+ [0 1]𝑤 +

19

3
𝑢
2
,

0 = 𝑢
1
,

𝑦 = [

[

1

−2

0

]

]

𝑥
1
+ [

[

1

0

0

]

]

𝑥
3
+ [

[

0 0

0 −1

0 0

]

]

𝑤 +
[
[

[

0

−
19

3
1

]
]

]

𝑢
2
,

(65)

under the transformation (13).
(i) Let 𝐺 = [ −0.1 1

−1 −0.2
]; then 𝑤(𝑡) is damped. We consider

the performance index (3). The unique positive semidefinite
solution of the Riccati equation (35) is

𝑃 = [

[

0.4401 0.0750 0.2308

0.0750 0.0175 0.0403

0.2308 0.0403 0.1259

]

]

. (66)

The simulation results are displayed in Figure 1 and the
optimal performance index is 𝐽 = 0.008752.

(ii) Let 𝐺 = [ 0 1
−1 0
]; then 𝑤(𝑡) is sinusoidal perturbation.

We consider the performance index (5). The unique positive

semidefinite solution of the Riccati equation (49) is 𝑃
1
=

0.4401, and the unique solution of the Sylvester equation
(48) is 𝑃

2
= [0.0719, 0.2468]. The simulation results are

displayed in Figure 2 and the optimal performance index is
𝐽 = 0.0007377.

5. Conclusion

In this paper the singular LQ problem for irregular singular
systems with persistent disturbances has been investigated.
By restricted system equivalence transformation, we trans-
formed the singular LQ problem for irregular singular sys-
tems with persistent disturbances to the optimal problem
for standard state space systems. Consequently, based on
optimization theory for standard state space systems, we have
derived FI optimal control-state pair under somematrix rank
equality conditions by solving an algebraic Riccati equation
and a Sylvester equation. Under the optimal control-state
pair, the finite poles of resulting system are all located on the
left-half complex plane.

The significance of the paper, we think, can be summa-
rized as follows: (1) to our knowledge, it seems that the present
paper is the first to apply restricted system equivalence
transformation to decompose system state into free state
and restricted state and decompose input into free input
and forced input; (2) it seems that the present paper is the
first to apply the full information feedback (FI) method to
the singular LQ problem for irregular singular systems with
persistent disturbances; (3) all the conditions adopted in this
paper are unitedly described bymatrix rank equalities; (4) the
optimal performance indices are formulated explicitly.

However, there are many problems unsolved about the
singular LQ problem of the irregular singular systems. For
example, in this paper only the case where the perfor-
mance index is nonnegative was treated, and the indefinite
LQ problem for irregular singular systems with persistent
disturbances has not been involved. More importantly, in
the controller design, we need to solve an algebraic Riccati
equation, which is still a challenge. Therefore, we think that
the significance of the paper exists in theory more than in
practice.

Appendix

The Proof of Lemma 3

First of all, we prove that system (1) is impulse controllable if
and only if (9) holds.

Necessity. By the transformation 𝑥 = 𝑁
1
[𝑥
𝑇

1
, 𝑥
𝑇

2
]
𝑇

, the system
(1) is r.s.e to the following system:

𝑥̇
1
= 𝐴
11
𝑥
1
+ 𝐴
12
𝑥
2
+ 𝐵
11
𝑤 + 𝐵

21
𝑢, 𝑥

1
(0) = 𝑀

11
𝑥
0
,

0 = 𝐴
21
𝑥
1
+ 𝐴
22
𝑥
2
+ 𝐵
12
𝑤 + 𝐵

22
𝑢,

(A.1)

where𝑀
11
= [𝐼
𝑝
, 0]𝑀
1
.
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Figure 1: Curves of the state and control variables when exosystem is asymptotically stable.
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Figure 2: Curves of the state and control variables when exosystem is not asymptotically stable.

Premultiplying the second equation of (A.1) by V𝑇, where
V ∈ Ker[𝐴

22
, 𝐵
22
]
𝑇, we have that

V𝑇 [𝐴
21
, 𝐵
12
] [𝑥
𝑇

1
, 𝑤
𝑇

]
𝑇

= 0. (A.2)

From the randomicity of 𝑥
1

and 𝑤, it follows that
V𝑇[𝐴
21
, 𝐵
12
] = 0, which implies that Ker[𝐴

22
, 𝐵
22
]
𝑇

⊂

Ker[𝐴
21
, 𝐵
12
]
𝑇, so (9) holds.

Sufficiency. When (9) holds, there exists a matrix Φ ∈

𝑅
(𝑛−𝑝+𝑟)×(𝑝+𝑙) such that [𝐴

21
, 𝐵
12
] = [𝐴

22
, 𝐵
22
]Φ. DenoteΦ =
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(Φ
𝑖𝑗
)
2×2
, 𝑥
2
= −Φ
11
𝑥
1
− Φ
12
𝑤 and 𝑢 = −Φ

21
𝑥
1
− Φ
22
𝑤; then

first equation of (A.1) is changed to

𝑥̇
1
= (𝐴
11
− 𝐴
12
Φ
11
− 𝐵
21
Φ
21
) 𝑥
1

+ (𝐵
11
− 𝐴
12
Φ
12
− 𝐵
21
Φ
22
) 𝑤, 𝑥

1
(0) = 𝑀

11
𝑥
0
.

(A.3)

Obviously, for every initial condition and disturbance
governed by the system (2) there exists a smooth solution
𝑥
1
of (A.3). Then (𝑢 = −Φ

21
𝑥
1
− Φ
22
𝑤, 𝑥
1
, 𝑥
2
= −Φ

11
𝑥
1
−

Φ
12
𝑤) is the smooth control-state pair of system (A.1), which

finishes the proof of sufficiency.
From (8), we can prove that (9) is equivalent to (10) by

easy computation.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This work was supported by Natural Science Foundation
of Zhejiang Province under Grant Y1110036 and Research
Project of Zhejiang Province Education Department under
Grant Y201018827.

References

[1] S. S. Mulgund and R. F. Stengel, “Optimal nonlinear estimation
for aircraft flight control in wind shear,” Automatica, vol. 32, no.
1, pp. 3–13, 1996.

[2] W. Wang and G. Tang, “Feedback and feedforward optimal
control for offshore jacket platforms,”China Ocean Engineering,
vol. 18, no. 4, pp. 515–526, 2004.

[3] J. Liu and Y. Yang, “Frequency adaptive control technique for
rejecting periodic runout,” Control Engineering Practice, vol. 12,
no. 1, pp. 31–40, 2004.

[4] K. D. Do, J. Pan, and Z. P. Jiang, “Robust adaptive control of
underactuated ships on a linear course with comfort,” Ocean
Engineering, vol. 30, no. 17, pp. 2201–2225, 2003.

[5] G. Tang, “Feedforward and feedback optimal control for linear
systems with sinusoidal disturbances,” High Technology Letters,
vol. 7, no. 4, pp. 16–19, 2001.

[6] G. Y. Tang, Y. D. Zhao, and X. L. Chen, “Suboptimal control
for time-delay linear systems under sinusoidal disturbances,”
Control andDecision, vol. 19, no. 5, pp. 529–533, 2004 (Chinese).

[7] L. J. Brown and Q. Zhang, “Periodic disturbance cancellation
with uncertain frequency,” Automatica, vol. 40, no. 4, pp. 631–
637, 2004.

[8] J. Y. Ishihara, M. H. Terra, and R. M. Sales, “The full informa-
tion and state feedback 𝐻

2
optimal controllers for descriptor

systems,” Automatica, vol. 39, no. 3, pp. 391–402, 2003.
[9] E. Rusli, T. O. Drews, D. L. Ma, R. C. Alkire, and R. D. Braatz,

“Robust nonlinear feedback-feedforward control of a coupled
kineticMonteCarlo-finite difference simulation,” inProceedings
of the American Control Conference (ACC ’05), pp. 2548–2553,
June 2005.

[10] G. Tang, B. Zhang, and H. Ma, “Feedforward and feedback
optimal control for linear discrete systems with persistent
disturbances,” in Proceedings of the 8th International Conference
on Control, Automation, Robotics and Vision, pp. 1658–1663,
2004.

[11] G. Tang and D. Gao, “Feedforward and feedback optimal
control for linear systems with persistent disturbances,” Journal
of System Simulation, vol. 17, pp. 1519–1521, 2005 (Chinese).

[12] G. Tang, Y. Zhao, and B. Zhang, “Feedforward and feedback
optimal control for linear time-varying systems with persistent
disturbances,” Journal of Systems Engineering and Electronics,
vol. 17, no. 2, pp. 350–354, 2006.

[13] C. Chiu, “Mixed feedforward/feedback based adaptive fuzzy
control for a class of MIMO nonlinear systems,” IEEE Trans-
actions on Fuzzy Systems, vol. 14, no. 6, pp. 716–727, 2006.

[14] T. Yu, W. Yiyin, and D. Guanren, “Complete parametric
approach for output regulation problems of matrix second-
order systems via full information feedback,” in Proceedings of
the 26th Chinese Control Conference (CCC ’07), pp. 195–199,
Hunan, China, July 2007.

[15] D. J. Hill and I. M. Y. Mareels, “Stability theory for differen-
tial/algebraic systems with application to power systems,” IEEE
Transactions on Circuits and Systems, vol. 37, no. 11, pp. 1416–
1423, 1990.

[16] D. G. Luenberger, “Singular dynamic leontief systems,” Econo-
metrics, vol. 45, pp. 991–995, 1977.

[17] S. S. Sastry and C. A. Desoer, “Jump behavior of circuits and
systems,” IEEE Transactions on Circuits and Systems, vol. 28, no.
12, pp. 1109–1124, 1981.

[18] S. L. Campbell, Singular System of Differential Equations II,
Pitman, San Francisco, Calif, USA, 1982.

[19] L. Dai, Singular Control Systems, Lecture Notes in Control and
Information Sciences, Springer, New York, NY, USA, 1989.

[20] J. D. Aplevich, Implicit Linear Systems, Springer, Berlin , Ger-
many, 1991.

[21] Z. P. Du, Q. L. Zhang, and Y. Li, “Delay-dependent robust
𝐻
∞

control for uncertain singular systems with multiple state
delays,” IET ControlTheory &Applications, vol. 3, no. 6, pp. 731–
740, 2009.

[22] Z.Wu, J. H. Park, H. Su, and J. Chu, “Reliable passive control for
singular systems with time-varying delays,” Journal of Process
Control, vol. 23, no. 8, pp. 1217–1228, 2013.

[23] L. Chen, “Singular LQ suboptimal control problem with distur-
bance rejection for nonregular descriptor systems,” Journal of
Shandong University, vol. 41, pp. 74–77, 2006 (Chinese).

[24] L. Chen, “Singular linear quadratic performance with the
worst disturbance rejection for nonregular descriptor systems,”
Applied Mathematics, vol. 22, no. 1, pp. 9–16, 2007 (Chinese).

[25] J. Zhu, S. Ma, and Z. Cheng, “Singular LQ problem for non-
regular descriptor systems,” IEEE Transactions on Automatic
Control, vol. 47, no. 7, pp. 1128–1133, 2002.

[26] J. Y. Ishihara and M. H. Terra, “Impulse controllability and
observability of rectangular descriptor systems,” IEEE Transac-
tions on Automatic Control, vol. 46, no. 6, pp. 991–994, 2001.

[27] P. Lancaster, L. Lerer, and M. Tismenetsky, “Factored forms for
solutions of 𝐴𝑋 − 𝑋𝐵 = 𝐶 and 𝑋 − 𝐴𝑋𝐵 = 𝐶 in companion
matrices,” Linear Algebra and Its Applications, vol. 62, pp. 19–49,
1984.


