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The existence and multiplicity of homoclinic solutions for a class of first-order periodic Hamiltonian systems with spectrum point
zero are obtained. The proof is based on two critical point theorems for strongly indefinite functionals. Some recent results are
improved and extended.

1. Introduction

Consider the following first-order Hamiltonian systems:

𝑢̇ (𝑡) = J𝐻
𝑢
(𝑡, 𝑢) , 𝑡 ∈ R, (HS)

where 𝑢 = (𝑦, 𝑧) ∈ R2𝑁,J is the standard symplectic matrix
in R2𝑁

J = (

0 −𝐼

𝑁

𝐼

𝑁
0

) , (1)

and𝐻 ∈ 𝐶

1

(R ×R2𝑁,R) has the form

𝐻(𝑡, 𝑢) =

1

2

𝐿𝑢 ⋅ 𝑢 +𝑊 (𝑡, 𝑢) (2)

with 𝐿 ∈ 𝐶(R,R4𝑁
2

) being a 2𝑁 × 2𝑁 symmetric matrix-
valued function and 𝑊 ∈ 𝐶

1

(R × R2𝑁,R). A solution 𝑢 of
(HS) is a homoclinic orbit if 𝑢 ̸≡ 0 and 𝑢(𝑡) → 0 as |𝑡| →
∞.

To continue the discussion, we need the following nota-
tion:

𝐴 := −(J
𝑑

𝑑𝑡

+ 𝐿) . (3)

Homoclinic orbits of dynamical systems are important
in applications for a number of reasons. They may be

“organizing centers” for the dynamics in their neighborhood.
From their existence onemay, under certain conditions, infer
the existence of chaos nearby or the bifurcation behavior
of periodic orbits. As a special case of dynamical systems,
Hamiltonian systems are very important in the study of
gas dynamics, fluid mechanics, relativistic mechanics, and
nuclear physics.

During the last decades, many authors are devoted to
the study of homoclinic orbits for Hamiltonian systems via
modern variational methods. For example, see [1–4] for the
second-order systems and [5–16] for the first-order systems.
To be precise, in 1999, Ding and Willem [15] studied the
existence of homoclinic solutions for a class of the first-order
periodicHamiltonian systems (HS)with spectrumpoint zero
under the well-known (AR) condition as follows:

∃𝛽 > 2, 0 < 𝛽𝑊 (𝑡, 𝑢) ≤ 𝑊

𝑢
(𝑡, 𝑢) 𝑢, 𝑢 ̸= 0. (4)

Later, under condition (4), Ding and Girardi [11] obtained
that (HS) has infinitely many homoclinic orbits provided
that𝑊(𝑡, 𝑢) is even in 𝑢. However, there are many potentials
satisfying superquadratic condition, not satisfying the (AR)
condition (4).

Motivated by the above facts, in this paper, our aim is
to study homoclinic solutions for (HS) under the conditions
that zero is a continuous spectrum point and𝑊(𝑡, 𝑢) satisfies
weak superquadratic conditions.
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Set

𝜃 = (0, 0, . . . , 0) ∈ R
2𝑁

,

̃

𝑊 (𝑡, 𝑢) =

1

2

𝑊

𝑢
(𝑡, 𝑢) 𝑢 −𝑊 (𝑡, 𝑢) .

(5)

Given a 2𝑁 × 2𝑁matrix 𝑤, we say that 𝑤 ≥ 0 if and only if

inf
𝑠∈R2𝑁,|𝑠|=1

𝑤𝑠 ⋅ 𝑠 ≥ 0. (6)

Also letting 𝐼
2𝑁

be the identity matrix in R2𝑁 and 𝑞 ∈ R,
we denote the matrix 𝑞𝐼

2𝑁
by 𝑞. Moreover, denote by 𝜎(𝐴)

and 𝜎cont(𝐴) the spectrum and the continuous spectrum of
the operator 𝐴, respectively.

We make the following assumptions:

(L
1
) 𝐿(𝑡) is 1-periodic on 𝑡. 0 ∈ 𝜎(𝐴) and there exists 𝛽 > 0

such that (0, 𝛽] ∩ 𝜎(𝐴) = 0.

(H
1
) 𝑊 ∈ 𝐶

1

(R×R2𝑁, [0,∞)) is 1-periodic in 𝑡,𝑊(𝑡, 0) ≡

0.

(H
2
) 𝑊

𝑢
(𝑡, 𝑢) = 𝑜(𝑢) uniformly in 𝑡 as |𝑢| → 0.

(H
3
) 𝑊(𝑡, 𝑢)/|𝑢|

2

→ ∞ as |𝑢| → ∞ uniformly in 𝑡.

(H
4
) ̃𝑊(𝑡, 𝑢) := (1/2)𝑊

𝑢
(𝑡, 𝑢)𝑢 − 𝑊(𝑡, 𝑢) > 0 if 𝑢 ̸= 0, and

there exist 𝑟 > 0 and 𝜂 > 1 such that |𝑊
𝑢
(𝑡, 𝑢)|

𝜂

≤

𝑐

1

̃

𝑊(𝑡, 𝑢)|𝑢|

𝜂 if |𝑢| ≥ 𝑟.

Remark 1. The following functions satisfy weak
superquadratic conditions (H

1
)–(H

4
) but do not verify

(4):

Ex1.𝑊 (𝑡, 𝑢) = 𝑑 (𝑡) ( (|𝑢|

𝑝

− 1)

+ (𝑝 − 2) |𝑢|

𝑝−𝜖sin2 (|𝑢|
𝜖

𝜖

)) ,

Ex2.𝑊 (𝑡, 𝑢) = 𝑑 (𝑡) ( (|𝑢|

2

− 1) ln (1 + |𝑢|)

+

|𝑢|

2

(2 − |𝑢|)) ,

(7)

where 𝑑(𝑡) > 0 and is 1-periodic in 𝑡 and 𝑝 > 2, 0 < 𝜖 < 𝑝−2.
Now we only check (Ex1.). It is easy to verify that

(H
1
)–(H

4
) are satisfied. However, following the discussion

of Remark 1.2 in [17], let 𝑢
𝑛
= (𝜖(𝑛𝜋 + 3𝜋/4))

1/𝜖

𝐼, where
𝐼 = (1, 0, . . . , 0). Then for any 𝛽 > 2, one has

𝑊

𝑢
(𝑡, 𝑢

𝑛
) 𝑢

𝑛
− 𝛽𝑊(𝑡, 𝑢

𝑛
)

= 𝑑 (𝑡) [ (𝑝 − 𝛽)

󵄨

󵄨

󵄨

󵄨

𝑢

𝑛

󵄨

󵄨

󵄨

󵄨

𝑝

+ (𝑝 − 2) (𝑝 − 𝜖 − 𝛽)

×

󵄨

󵄨

󵄨

󵄨

𝑢

𝑛

󵄨

󵄨

󵄨

󵄨

𝑝−𝜖sin2 (|𝑢|
𝜖

𝜖

)

+ (𝑝 − 2)

󵄨

󵄨

󵄨

󵄨

𝑢

𝑛

󵄨

󵄨

󵄨

󵄨

𝑝 sin 2 (|𝑢|
𝜖

𝜖

)]

= 𝑑 (𝑡)

󵄨

󵄨

󵄨

󵄨

𝑢

𝑛

󵄨

󵄨

󵄨

󵄨

𝑝

[2 − 𝑝

+

(𝑝 − 2) (𝑝 − 𝜖 − 𝛽) sin2sin2 (|𝑢|𝜖/𝜖)
󵄨

󵄨

󵄨

󵄨

𝑢

𝑛

󵄨

󵄨

󵄨

󵄨

𝜖
]

󳨀→ −∞ as 𝑛 󳨀→ ∞.

(8)

That is, condition (4) is not satisfied for 𝛽 > 2.

Observe that, due to the periodicity of 𝐿 and𝑊, if 𝑢 is a
homoclinic orbit of (HS), then so is 𝑎 ∗ 𝑢 for each 𝑎 ∈ Z,
where (𝑎 ∗ 𝑢)(𝑡) = 𝑢(𝑡 + 𝑎). Two solutions 𝑢

1
and 𝑢

2
are said

to be geometrically distinct if 𝑎 ∗ 𝑢
1

̸= 𝑢

2
for all 𝑎 ∈ Z.

Now we state our main result.

Theorem 2. Assume that (L
1
) and (H

1
)–(H

4
) hold.Then (HS)

has at least one homoclinic orbit. In addition, if 𝑊(𝑡, 𝑢) is
even in 𝑢, then (HS) has infinitely many geometrically distinct
homoclinic orbits.

This paper is organized as follows. In Section 2, we
formulate the variational setting and recall some critical point
theorems required. In Section 3, we discuss linking structure
and the Cerami condition of the functional. In Section 4, we
proveTheorem 2.

Notation 1. Throughout the paper we will denote by 𝑐 > 0

various positive constants which may vary from line to line
and are not essential to the problem.

2. Preliminaries

In what follows by | ⋅ |
𝑞
we denote the usual 𝐿𝑞-norm and

by (⋅, ⋅)
2
the usual inner product of 𝐿2(R,R2𝑁). A standard

Floquet reduction argument shows that 𝜎(𝐴) = 𝜎cont(𝐴) (see
Proposition 2.2 in [15]).

Let {𝐹(𝜆); 𝜆 ∈ R} be the spectral family of 𝐴. We have
𝐴 = 𝑈|𝐴|, called the polar decomposition, where 𝑈 = 𝐼 −

𝐹(0) − 𝐹(−0). By (L
1
), 𝐿2 has an orthogonal decomposition

𝐿

2

= 𝐿

2−

⊕ 𝐿

2+

, (9)

where 𝐿2± := {𝑢 ∈ 𝐿

2

; 𝑈𝑢 = ±𝑢}.
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Let 𝐸 be the linear space of the completion of D(|𝐴|

1/2

)

under the norm

‖𝑢‖

0
:=

󵄨

󵄨

󵄨

󵄨

󵄨

|𝐴|

1/2

𝑢

󵄨

󵄨

󵄨

󵄨

󵄨2

. (10)

Then 𝐸 is a Hilbert space under the inner product

(𝑢, V)
0
:= (|𝐴|

1/2

𝑢, |𝐴|

1/2V)
2

. (11)

𝐸 possesses an orthogonal decomposition

𝐸 = 𝐸

−

⊕ 𝐸

+

, (12)

where 𝐸± ⊇ 𝐿

2±

∩ D(|𝐴|

1/2

), the corresponding projections
being denoted by 𝑃+, 𝑃−.

By (L
1
), it is easy to check

𝐸

+

= 𝐿

2+

∩D (|𝐴|

1/2

) , ‖⋅‖

0
∼ ‖⋅‖

𝐻
1/2 on 𝐸

+

, (13)

where “∼” means “equivalence.”Therefore, 𝐸+ can be embed-
ded continuously into 𝐿

𝜇

(R,R2𝑁) for any 𝜇 ≥ 2 and
compactly into 𝐿𝜇loc(R,R

2𝑁

) for any 𝜇 ∈ [2,∞).
However, since 0 may belong to a spectrum of 𝐴, then

‖ ⋅ ‖

0
may not be equivalent to 𝐻1/2-norm on 𝐸−. Therefore,

in the following we use the spectrum family of 𝐴 to separate
𝜎(𝐴) ∩ (∞, 0] into two segments. That is, for any 𝜖 > 0, set

𝐿

2−

𝜖
= 𝐹 (−𝜖) 𝐿

2 (14)

and 𝐸−
𝜖
= 𝐿

2−

𝜖
∩D(|𝐴|

1/2

) = 𝐿

2−

𝜖
∩ 𝐸

−. Let ̃𝐿2−
𝜖
:= 𝐿

2−

⊖ 𝐿

2−

𝜖
=

𝐿

2−

∩(𝑐𝑙

𝐿
2(∪

𝜆<−𝜖
𝐹(𝜆)𝐿

2

))

⊥, where 𝑐𝑙
𝐿
2(𝑀) denotes the closure

of the set 𝑀 in 𝐿

2. Similar to 𝐸

+, since the spectrum of 𝐴
restricted to 𝐸−

𝜖
is bounded away from 0, thus, one has

‖⋅‖

0
∼ ‖⋅‖

𝐻
1/2 on 𝐸

−

𝜖
. (15)

However, ̃𝐿2−
𝜖
is not complete with respect to the norm ‖ ⋅ ‖

0
;

thus it is reasonable to introduce a new norm. Define

‖𝑢‖ = (

󵄨

󵄨

󵄨

󵄨

󵄨

|𝐴|

1/2

𝑢

󵄨

󵄨

󵄨

󵄨

󵄨

2

2

+ |𝑢|

2

2
)

1/2

,

(16)

and let 𝐸−
𝜖,2

be the completion of ̃𝐿2−
𝜖
under the norm ‖ ⋅ ‖.

Lemma 3 (see [16], Lemma 2.1). 𝐸−
𝜖,2

⊂ 𝐻

1

loc and is embedded
compactly in 𝐿∞loc and continuously in 𝐿

𝜇 for all 𝜇 ≥ 2.

Let𝑄− denote the completion ofD(𝐴) ∩𝐿

2− with respect
to the norm ‖ ⋅ ‖. Since𝐻1/2 is continuously embedded in 𝐿𝜇
for all 𝜇 ≥ 2, by (15), 𝐸−

𝜖
is a closed subspace of 𝑄−. Note that

𝐸

−

𝜖,2
⊂ 𝐸

− and is orthogonal to 𝐸−
𝜖
with respect to (⋅, ⋅)

0
. Then

𝑄

− has the following decomposition:

𝑄

−

= 𝐸

−

𝜖
⊕ 𝐸

−

𝜖,2
. (17)

Let 𝑄 be the completion of D(𝐴) under the norm ‖ ⋅ ‖. We
have the following lemma.

Lemma 4. Suppose that (L
1
) is satisfied.Then𝑄 has the direct

sum decomposition

𝑄 = 𝑄

−

⊕ 𝐸

+

, (18)

and 𝑄 is embedded continuously in 𝐿𝜇 and compactly in 𝐿𝜇loc
for any 𝜇 ∈ [2,∞).

Proof. By (13), (15), and (17) and Lemma 3, 𝑄− and 𝐸

+ are
closed, and using the decomposition of 𝐸, it is easy to check
that 𝑄− ∩ 𝐸

+

= {0}, and so (18) holds. Using the same
facts above and Lemma 3, one can obtain easily the desired
conclusion on embedding.

It is easy to verify that𝑄 is a Hilbert space under the inner
product (𝑢, V) = (𝑢, V)

0
+ (𝑢, V)

2
, and ‖ ⋅ ‖ is its induced norm.

From now on, we consider the space𝑄 as our working space.
Clearly,D(|𝐴|

1/2

) ⊂ 𝑄 ⊂ 𝐸 and all norms ‖ ⋅ ‖
0
, ‖ ⋅ ‖

𝐻
1/2 , and

‖ ⋅ ‖ are equivalent to 𝐸+. It is not difficult to check that ‖ ⋅ ‖ is
uniformly convex, so 𝑄 is reflexive. Set

𝜑 (𝑢) = ∫

R

𝑊(𝑡, 𝑢) . (19)

From Lemma 4 and (25) in Section 3, it follows that 𝜑 is
defined on the Banach space 𝑄 and belongs to 𝐶1(𝑄,R), and

𝜑

󸀠

(𝑢) ⋅ V = ∫

R

𝑊

𝑢
(𝑡, 𝑢) V ∀𝑢, V ∈ 𝑄. (20)

Consider the functional

Φ (𝑢) =

1

2

(

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0
−

󵄩

󵄩

󵄩

󵄩

𝑢

−󵄩
󵄩

󵄩

󵄩

2

0
) − 𝜑 (𝑢) (21)

for 𝑢 = 𝑢

−

+ 𝑢

+

∈ 𝑄. Then Φ ∈ 𝐶

1

(𝑄,R) and a standard
argument shows that critical points ofΦ are homoclinic orbits
of (HS) (see [15]).

In order to study the critical points of Φ, we now recall
some abstract critical point theory developed recently in [18].

Let 𝐸 be a Banach space with direct sum decomposition
𝐸 = 𝑋 ⊕ 𝑌 and the corresponding projections 𝑃

𝑋
, 𝑃

𝑌
onto

𝑋,𝑌, respectively. For a functional Φ ∈ 𝐶

1

(𝐸;R) we write
Φ

𝑎
= {𝑧 ∈ 𝐸 : Φ(𝑧) ≥ 𝑎}, Φ𝑏 = {𝑧 ∈ 𝐸 : Φ(𝑧) ≤

𝑏}, and Φ

𝑏

𝑎
= Φ

𝑎
∩ Φ

𝑏. Recall that Φ is said to be weakly
sequentially lower semicontinuous if for any 𝑧

𝑛
⇀ 𝑧 in 𝐸

one has Φ(𝑧) ≤ lim inf
𝑛→∞

Φ(𝑧

𝑛
). Φ󸀠 is said to be weakly

sequentially continuous if lim
𝑛→∞

Φ

󸀠

(𝑧

𝑛
)𝑢 = Φ

󸀠

(𝑧)𝑢 for
each 𝑢 ∈ 𝐸. A sequence {𝑧

𝑛
} ⊂ 𝐸 is said to be a (𝐶)

𝑐
-

sequence if Φ(𝑧
𝑛
) → 𝑐 and (1 + ‖𝑧

𝑛
‖)Φ

󸀠

(𝑧

𝑛
) → 0. Φ is

said to satisfy the (𝐶)
𝑐
-condition if any (𝐶)

𝑐
-sequence has a

convergent subsequence. A set A ⊂ 𝐸 is said to be a (𝐶)
𝑐
-

attractor if for any 𝜀, 𝛿 > 0 and any (𝐶)
𝑐
-sequence {𝑧

𝑗
} there

is 𝑗
0
such that 𝑧

𝑗
∈ 𝑈

𝜀
(A∩Φ

𝑐+𝛿

𝑐−𝛿
) for 𝑗 ≥ 𝑗

0
. Given an interval

𝐼 ⊂ R, 𝐴 is said to be a (𝐶)
𝐼
-attractor if it is a (𝐶)

𝑐
-attractor

for all 𝑐 ∈ 𝐼.
From now on, we assume that𝑋 is separable and reflexive

and fix a countable dense subsetS ⊂ 𝑋

∗. For each 𝑠 ∈ S there
exists a seminorm on 𝐸 defined by

𝑝

𝑠
: 𝐸 󳨀→ R,

𝑝

𝑠
(𝑧) = |𝑠 (𝑥)| +

󵄩

󵄩

󵄩

󵄩

𝑦

󵄩

󵄩

󵄩

󵄩

for 𝑧 = 𝑥 + 𝑦 ∈ 𝑋 ⊕ 𝑌.

(22)
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We denote by TS the induced topology. Let 𝑢∗ denote the
weak∗-topology on 𝐸∗.

Suppose the following.

(N
0
) For any 𝑐 ∈ R,Φ

𝑐
isTS-closed, andΦ

󸀠

: (Φ

𝑐
,TS) →

(𝐸

∗

, 𝑢

∗

) is continuous.
(N

1
) For any 𝑐 > 0, there exists 𝜁 > 0 such that ‖𝑧‖ <

𝜁‖𝑃

𝑌
𝑧‖ for all 𝑧 ∈ Φ

𝑐
.

(N
2
) There exists 𝜌 > 0 with 𝜅 := inf Φ(𝑆

𝜌
𝑌) > 0, where

𝑆

𝜌
𝑌 := {𝑧 ∈ 𝑌 : ‖𝑧‖ = 𝜌}.

(N
3
) There exists an increasing sequence 𝑌

𝑛
⊂ 𝑌 of finite-

dimensional subsequences and a sequence {𝑅

𝑛
} of

positive numbers such that, letting 𝐸
𝑛
= 𝑋 ⊕ 𝑌

𝑛
and

𝐵

𝑛
= 𝐵

𝑅
𝑛

∩ 𝐸

𝑛
, supΦ(𝐸

𝑛
) < ∞ and supΦ(𝐸

𝑛
\ 𝐵

𝑛
) <

inf Φ(𝐵
𝜌
∩ 𝑌).

(N
4
) For any interval 𝐼 ⊂ (0,∞), there exists a (𝐶)

𝐼
-

attractor 𝐴 with 𝑃
𝑋
𝐴 bounded and inf{‖𝑃

𝑌
(𝑧 − 𝑤)‖ :

𝑧, 𝑤 ∈ 𝐴, 𝑃

𝑌
(𝑧 − 𝑤) ̸= 0} > 0.

Now we state two critical point theorems which will be
used later.

Theorem5. Let (N
0
)–(N

2
) be satisfied and suppose that there

are𝑅 > 𝜌 > 0 and 𝑒 ∈ 𝑌with ‖𝑒‖ = 1 such that supΦ(𝜕𝑄) ≤ 𝜅,
where 𝑄 = {𝑧 = 𝑥 + 𝑡𝑒 : 𝑡 ≥ 0, 𝑥 ∈ 𝑋, ‖𝑧‖ < 𝑅}. Then Φ has a
(𝐶)

𝑐
-sequence with 𝜅 ≤ 𝑐 ≤ 𝑐 := supΦ(𝑄).

Theorem 6. Assume Φ is even with Φ(0) = 0 and let
(N

0
)–(N

4
) be satisfied. Then Φ possesses an unbounded

sequence of positive critical values.

3. Linking Structure and the (𝐶)
𝑐
-Sequence

We now study the linking structure and the (𝐶)
𝑐
-sequence

of Φ. Observe that if (H
4
) holds, then |𝑊

𝑢
(𝑡, 𝑢)|

𝜂

≤

𝑐

1
|𝑊

𝑢
(𝑡, 𝑢)||𝑢|

𝜂+1; hence
󵄨

󵄨

󵄨

󵄨

𝑊

𝑢
(𝑡, 𝑢)

󵄨

󵄨

󵄨

󵄨

≤ 𝑐

2
|𝑢|

𝑝−1

, if |𝑢| ≥ 𝑟 (23)

for 𝑝 ≥ 𝜏 := 2𝜂/(𝜂 − 1) > 2. Remark that (23) and (H
1
)-(H

2
)

imply that, given 𝑝 ≥ 𝜏, for any 𝜀 > 0, there is 𝐶
𝜀
> 0 such

that
󵄨

󵄨

󵄨

󵄨

𝑊

𝑢
(𝑡, 𝑢)

󵄨

󵄨

󵄨

󵄨

≤ 𝜀 |𝑢| + 𝐶

𝜀
|𝑢|

𝑝−1

, (24)

|𝑊 (𝑡, 𝑢)| ≤ 𝜀|𝑢|

2

+ 𝐶

𝜀
|𝑢|

𝑝 (25)

for all (𝑡, 𝑢).

Lemma 7. Assume that (H
1
)-(H

2
) and (H

4
) hold. Then there

exists 𝜌 > 0 such that 𝜅 := inf Φ(𝑆+
𝜌
) > 0, where 𝑆+

𝜌
= 𝜕𝐵

𝜌
∩𝐸

+.

Proof. Choose 𝑝 ≥ 𝜏 such that (25) holds for any 𝜀 > 0. This
yields

𝜑 (𝑢) ≤ 𝜀|𝑢|

2

2
+ 𝐶

𝜀
|𝑢|

𝑝

𝑝
≤ 𝑐 (𝜀‖𝑢‖

2

+ 𝐶

𝜀
‖𝑢‖

𝑝

) (26)

for all 𝑢 ∈ 𝑄; together with the equivalence of ‖ ⋅ ‖
0
and ‖ ⋅ ‖

on 𝐸+, the lemma follows from the form of Φ.

Set 𝜆 = inf[𝜎(𝐴) ∩ (0,∞)]. (L
1
) implies that 𝜆 ≥ 𝛽 > 0.

Choose 𝜔 = 2𝜆. Then we can take a number 𝜆 such that

𝜆 < 𝜆 < 𝜔.
(27)

Since 𝜎(𝐴) = 𝜎cont(𝐴), the subspace 𝑌
0
:= (𝐹

𝜆
− 𝐹

0
)𝐿

2 is
infinite dimensional, where {𝐹

𝜆
: 𝜆 ∈ R} denotes the spectral

family of 𝐴. Note that 𝑌
0
⊂ 𝐸

+ and

𝜆|𝑢|

2

2
≤ ‖𝑢‖ ≤ 𝜆|𝑢|

2

2
for any 𝑢 ∈ 𝑌

0
.

(28)

Let {𝛼
𝑛
} be a sequence with

𝜆 = 𝛼

0
< 𝛼

1
< 𝛼

2
< ⋅ ⋅ ⋅ ≤ 𝜆.

(29)

For each 𝑛 ∈ N, take an element 𝑒
𝑛
∈ (𝐹

𝛼
𝑛

− 𝐹

𝛼
𝑛−1

)𝐿

2 with
‖𝑒

𝑛
‖ = 1 and define 𝑌

𝑛
:= span{𝑒

1
, . . . , 𝑒

𝑛
}. Then 𝑌

𝑛
⊂ 𝑌

0
is an

increasing sequence of finite dimensional subsequence of 𝐸+.
Set 𝑄

𝑛
= 𝑄

−

⊕ 𝑌

𝑛
.

Lemma 8. Suppose that (H
1
) and (H

3
)-(H

4
) are satisfied and

𝜌 > 0 is given by Lemma 7. Then supΦ(𝑄
𝑛
) < ∞, and there

exists a sequence {𝑅
𝑛
> 0}

𝑛∈𝑁
such that supΦ(𝑄

𝑛
\ 𝐵

𝑛
) <

inf Φ(𝐵
𝜌
∩ 𝐸

+

), where 𝐵
𝑛
:= {𝑧 ∈ 𝑄

𝑛
: ‖𝑧‖ ≤ 𝑅

𝑛
}.

Proof. It suffices to show that Φ(𝑢) → −∞ as ‖𝑢‖ → ∞

in 𝑄

𝑛
. If not, we assume that, for some sequence {𝑢

𝑗
} ⊂ 𝑄

𝑛

with ‖𝑢
𝑗
‖ → ∞, there exists𝑀

0
> 0 such thatΦ(𝑢

𝑗
) ≥ −𝑀

0

for all 𝑗. Define V
𝑗
= 𝑢

𝑗
/‖𝑢

𝑗
‖; we have ‖V

𝑗
‖ = 1. Passing to

subsequence V
𝑗
⇀ V, V−

𝑗
⇀ V−, V

𝑗
→ V in 𝐿𝜇loc for 𝜇 ∈ [2,∞)

and V+
𝑗
→ V+ with respect to ‖ ⋅ ‖ and ‖ ⋅ ‖

0
. Then, by (H

1
) we

have

1

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

) ≥

1

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

)

− ∫

R

𝑊(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
=

Φ (𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
≥

−𝑀

0

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
.

(30)

We claim that V+ ̸= 0. Indeed, if not, it follows from (30) that
‖V−
𝑗
‖

0

→ 0. Also ∫
R
(𝑊(𝑡, 𝑢

𝑗
)/‖𝑢

𝑗
‖

2

) → 0.
By (H

3
), there exists 𝑟󸀠 > 0 such that

𝑊(𝑡, 𝑢) ≥ 𝜔|𝑢|

2 if |𝑢| > 𝑟

󸀠

. (31)

For 0 ≤ 𝑙 < 𝑚, let

Ω

𝑗
(𝑙, 𝑚) = {𝑡 ∈ R : 𝑙 ≤

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗
(𝑡)

󵄨

󵄨

󵄨

󵄨

󵄨

< 𝑚} . (32)

Thus, by (31) and (32), one has

∫

R

𝑊(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
≥ ∫

Ω
𝑗
(𝑟
󸀠
,∞)

𝑊(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
≥ 𝜔∫

Ω
𝑗
(𝑟
󸀠
,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

. (33)

From (33) and ∫

R
(𝑊(𝑡, 𝑢

𝑗
)/‖𝑢

𝑗
‖

2

) → 0 and together with
∫

Ω
𝑗
(0,𝑟
󸀠
)

|V
𝑗
|

2

→ 0 it follows that |V
𝑗
|

2

2

→ 0. Therefore,
‖V
𝑗
‖ → 0, which contradicts ‖V

𝑗
‖ = 1. So V+ ̸= 0.
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By (27)-(28) and the fact that |V|2
2
= |V+|2

2
+ |V−|2

2
, one has

󵄩

󵄩

󵄩

󵄩

V+󵄩󵄩󵄩
󵄩

2

0
−

󵄩

󵄩

󵄩

󵄩

V−󵄩󵄩󵄩
󵄩

2

0
− 𝜔∫

R

V2 ≤ 󵄩

󵄩

󵄩

󵄩

V+󵄩󵄩󵄩
󵄩

2

−

󵄩

󵄩

󵄩

󵄩

V−󵄩󵄩󵄩
󵄩

2

0
− 𝜔|V|2

2

≤ − (𝜔 − 𝜆)

󵄨

󵄨

󵄨

󵄨

V+󵄨󵄨󵄨
󵄨

2

2
−

󵄩

󵄩

󵄩

󵄩

V−󵄩󵄩󵄩
󵄩

2

0

< 0.

(34)

Then there exists a finite interval 𝐼 ⊂ R such that

󵄩

󵄩

󵄩

󵄩

V+󵄩󵄩󵄩
󵄩

2

0
−

󵄩

󵄩

󵄩

󵄩

V−󵄩󵄩󵄩
󵄩

2

0
− 𝜔∫

𝐼

V2 < 0. (35)

Note that

Φ(𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
≤

1

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

) − ∫

𝐼

𝑊(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

=

1

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− 𝜔∫

𝐼

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

)

− ∫

𝐼

𝑊(𝑡, 𝑢

𝑗
) − (𝜔/2)

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

≤

1

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− 𝜔∫

𝐼

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

)

+

𝜔𝑟

2

|𝐼|

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
,

(36)

where |𝐼| denotes the Lebesgue measure of 𝐼. Combining this
with (30) and (35), one has

0 ≤ lim
𝑗→∞

(

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

V+
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

V−
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− ∫

Ω

𝑊(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
)

≤

1

2

(

󵄩

󵄩

󵄩

󵄩

V+󵄩󵄩󵄩
󵄩

2

0
−

󵄩

󵄩

󵄩

󵄩

V−󵄩󵄩󵄩
󵄩

2

0
− 𝜔∫

𝐼

V2) < 0,

(37)

which is a contradiction.

As a special case we have the following.

Lemma 9. Suppose that (H
1
) and (H

3
)-(H

4
) are satisfied and

𝜌 > 0 is given by Lemma 7. Then, letting 𝑒 ∈ 𝑌

0
with ‖𝑒‖ = 1,

there exists 𝑟
1
> 0 such that supΦ(𝜕𝑄

1
) ≤ 𝜅, where𝑄

1
:= {𝑢 =

𝑢

−

+ 𝑠𝑒 : 𝑢

−

∈ 𝑄

−

, 𝑠 ≥ 0, ‖𝑢‖ ≤ 𝑟

1
}.

Lemma 10. Suppose that (H
1
)–(H

4
) are satisfied. Then any

(𝐶)

𝑐
-sequence is bounded in 𝑄.

Proof. Let {𝑢
𝑗
} ⊂ 𝑄 be such that

Φ(𝑢

𝑗
) 󳨀→ 𝑐, (1 +

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

)Φ

󸀠

(𝑢

𝑗
) 󳨀→ 0. (38)

Then, for 𝐶
0
> 0,

𝐶

0
≥ Φ(𝑢

𝑗
) −

1

2

Φ

󸀠

(𝑢

𝑗
) 𝑢

𝑗
= ∫

R

̃

𝑊(𝑡, 𝑢

𝑗
) . (39)

Suppose to the contrary that ‖𝑢
𝑗
‖ is unbounded. Setting V

𝑗
=

𝑢

𝑗
/‖𝑢

𝑗
‖, then ‖V

𝑗
‖ = 1 and |V

𝑗
|

𝜇

≤ 𝑐‖V
𝑗
‖ = 𝑐 for all 𝜇 ∈

[2,∞). Passing to subsequence, V
𝑗
⇀ V in 𝑄, V

𝑗
→ V in 𝐿𝜇loc

for 𝜇 ∈ [2,∞), and V
𝑗
(𝑡) → V(𝑡) for a.e., 𝑡 ∈ R.

Note that

𝑜 (1) = Φ

󸀠

(𝑢

𝑗
) (𝑢

+

𝑗
− 𝑢

−

𝑗
) =

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− ∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (𝑢

+

𝑗
− 𝑢

−

𝑗
)

=

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

(V+
𝑗
− V−

𝑗
)

=

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

(

󵄩

󵄩

󵄩

󵄩

󵄩

V
𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− ∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

(V+
𝑗
− V−

𝑗
))

=

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

(1 −

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

2

− ∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

(V+
𝑗
− V−

𝑗
)) .

(40)

From (40), we obtain

∫

R

(

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

+

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

) 󳨀→ 1. (41)

Set, for 𝑥 ≥ 0,

ℎ (𝑥) := inf {̃𝑊(𝑡, 𝑢) : 𝑡 ∈ R, 𝑢 ∈ R
2𝑁 with |𝑢| ≥ 𝑥} .

(42)

By (H
3
) and (H

4
), ℎ(𝑥) > 0 for all 𝑥 > 0 and ℎ(𝑥) → ∞ as

𝑥 → ∞.
Let

𝐶

𝑚

𝑙
= inf {

̃

𝑊(𝑡, 𝑢)

|𝑢|

2
: 𝑡 ∈ R with 𝑙 ≤ |𝑢 (𝑡)| < 𝑚} . (43)

Since 𝑊(𝑡, 𝑢) depends periodically on 𝑡 and ̃

𝑊(𝑡, 𝑢) > 0 if
𝑢 ̸= 0, one has 𝐶𝑚

𝑙
> 0 and

̃

𝑊(𝑡, 𝑢

𝑗
) ≥ 𝐶

𝑚

𝑙

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

∀𝑡 ∈ Ω

𝑗
(𝑙, 𝑚) ,

(44)

whereΩ
𝑗
(𝑙, 𝑚) is defined in (32). It follows from (32) and (39)

that

𝐶

0
≥ ∫

Ω
𝑗
(0,𝑙)

̃

𝑊(𝑡, 𝑢

𝑗
) + ∫

Ω
𝑗
(𝑙,𝑚)

̃

𝑊(𝑡, 𝑢

𝑗
)

+ ∫

Ω
𝑗
(𝑚,∞)

̃

𝑊(𝑡, 𝑢

𝑗
)

≥ ∫

Ω
𝑗
(0,𝑙)

̃

𝑊(𝑡, 𝑢

𝑗
) + 𝐶

𝑚

𝑙
∫

Ω
𝑗
(𝑙,𝑚)

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

+ ℎ (𝑚)

󵄨

󵄨

󵄨

󵄨

󵄨

Ω

𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

.

(45)

Using (45) we obtain

󵄨

󵄨

󵄨

󵄨

󵄨

Ω

𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

≤

𝐶

0

ℎ (𝑚)

󳨀→ 0, (46)
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as𝑚 → ∞ uniformly in 𝑗, and for any fixed 0 < 𝑙 < 𝑚,

∫

Ω
𝑗
(𝑙,𝑚)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

=

1

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
∫

Ω
𝑗
(𝑙,𝑚)

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤

𝐶

0

𝐶

𝑚

𝑙

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
󳨀→ 0, (47)

as 𝑗 → ∞. It follows from (46) that, for any 𝑠 ∈ [2, +∞),

∫

Ω
𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

𝑠

≤ (∫

Ω
𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2𝑠

)

1/2

⋅

󵄨

󵄨

󵄨

󵄨

󵄨

Ω

𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

1/2

≤ 𝑐

󵄨

󵄨

󵄨

󵄨

󵄨

Ω

𝑗
(𝑚,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

1/2

󳨀→ 0,

(48)

as𝑚 → ∞ uniformly in 𝑗.
Let 0 < 𝜖 < 1/5. By (H

2
) there is 𝑙

𝜖
> 0 such that

󵄨

󵄨

󵄨

󵄨

𝑊

𝑢
(𝑡, 𝑢)

󵄨

󵄨

󵄨

󵄨

<

𝜖

𝑐

|𝑢| (49)

for all |𝑢| ≤ 𝑙

𝜖
. Consequently,

∫

Ω
𝑗
(0,𝑙
𝜖
)

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

≤ ∫

Ω
𝑗
(0,𝑙
𝜖
)

𝜖

𝑐

󵄨

󵄨

󵄨

󵄨

󵄨

V+
𝑗
− V−

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

≤

𝜖

𝑐

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

2

< 𝜖

(50)

for all 𝑗.
Set 𝜎󸀠 := 𝜏/2. By (H

4
), (48), and Hölder inequality, we

can take𝑚
𝜖
≥ 𝑟 large enough such that

∫

Ω
𝑗
(𝑚
𝜖
,∞)

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

≤ (∫

Ω
𝑗
(𝑚
𝜖
,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

𝑊

𝑢
(𝑡, 𝑢

𝑗
)

󵄨

󵄨

󵄨

󵄨

󵄨

𝜎

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

𝜎
)

1/𝜎

× (∫

Ω
𝑗
(𝑚
𝜖
,∞)

(

󵄨

󵄨

󵄨

󵄨

󵄨

V+
𝑗
− V−

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

)

𝜎
󸀠

)

1/𝜎
󸀠

≤ (∫

Ω
𝑗
(𝑚
𝜖
,∞)

𝑐

1

̃

𝑊(𝑡, 𝑢

𝑗
))

1/𝜎

(∫

R𝑁
(

󵄨

󵄨

󵄨

󵄨

󵄨

V+
𝑗
− V−

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

)

𝜏

)

1/𝜏

× (∫

Ω
𝑗
(𝑚
𝜖
,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

𝜏

)

1/𝜏

≤ 𝜖

(51)

for all 𝑗. Note that there is 𝐶 = 𝐶(𝜖) > 0 independent of 𝑗
such that |𝑊

𝑢
(𝑡, 𝑢

𝑗
)| ≤ 𝐶|𝑢

𝑗
| for 𝑡 ∈ Ω

𝑗
(𝑙

𝜖
, 𝑚

𝜖
). By (47) there

is 𝑗
0
such that

∫

Ω
𝑗
(𝑙
𝜖
,𝑚
𝜖
)

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

≤ 𝐶∫

Ω
𝑗
(𝑙
𝜖
,𝑚
𝜖
)

󵄨

󵄨

󵄨

󵄨

󵄨

V+
𝑗
− V−

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

≤ 𝐶

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨2

(∫

Ω
𝑗
(𝑙
𝜖
,𝑚
𝜖
)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

)

1/2

≤ 𝜖

(52)

for all 𝑗 ≥ 𝑗

0
. By (50)–(52), one has

lim sup
𝑗→∞

∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

≤ 3𝜖. (53)

On the other hand, by (48), take 𝑚
𝜖
> 0 large enough such

that

∫

Ω
𝑗
(𝑚
𝜖
,∞)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤ 𝜖. (54)

Similar to (47), one has

∫

Ω
𝑗
(0,𝑚
𝜖
)

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

=

1

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
∫

Ω
𝑗
(0,𝑚
𝜖
)

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤

𝑚

2

𝜖

󵄨

󵄨

󵄨

󵄨

󵄨

Ω

𝑗
(0,𝑚

𝜖
)

󵄨

󵄨

󵄨

󵄨

󵄨

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2
≤ 𝜖.

(55)

Thus (54) and (55) imply that

lim sup
𝑗→∞

∫

R

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤ 2𝜖. (56)

By (53) and (56), one has

lim sup
𝑗→∞

∫

R

(

󵄨

󵄨

󵄨

󵄨

󵄨

V
𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

+

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (V+

𝑗
− V−

𝑗
)

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

) ≤ 5𝜖 < 1, (57)

which contradicts (41). The proof is complete.

Let {𝑢
𝑗
} ⊂ 𝑄 be a (𝐶)

𝑐
-sequence of Φ; by Lemma 10, it is

bounded, up to a subsequence; we may assume 𝑢
𝑗
⇀ 𝑢 in 𝑄,

𝑢

𝑗
→ 𝑢 in 𝐿𝜇loc for 𝜇 ∈ [2,∞), and 𝑢

𝑗
(𝑡) → 𝑢(𝑡) a.e. on R.

Plainly, 𝑢 is a critical point ofΦ. Set 𝑢1
𝑗
= 𝑢

𝑗
− 𝑢.

Lemma 11. Under the assumptions of Theorem 2, one has, as
𝑗 → ∞,

(1) Φ(𝑢1
𝑗
) → 𝑐 − Φ(𝑢);

(2) Φ󸀠(𝑢1
𝑗
) → 0.

Proof. The proof of this lemma is similar to the one of
Lemma 5.7 in [9] (or see [10]), so we omit it here.

Let K := {𝑢 ∈ 𝑄 : Φ

󸀠

(𝑢) = 0, 𝑢 ̸= 0} be the set of
nontrivial critical points of Φ.

Lemma12. Under the assumptions ofTheorem 2, the following
two conclusions hold:

(1) 𝜙 := inf{‖𝑢‖ : 𝑢 ∈ K} > 0;
(2) 𝜓 := inf{Φ(𝑢) : 𝑢 ∈ K} > 0.

Proof. (1) For any 𝑢 ∈ K, there holds

0 = Φ

󸀠

(𝑢) 𝑢

+

=

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0
− ∫

R

𝑊

𝑢
(𝑡, 𝑢) 𝑢

+

, (58)

together with (25), which implies that

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0
≤ 𝜖

󵄨

󵄨

󵄨

󵄨

𝑢

+󵄨
󵄨

󵄨

󵄨

2

2
+ 𝐶

𝜖

󵄨

󵄨

󵄨

󵄨

𝑢

+󵄨
󵄨

󵄨

󵄨

𝑝

𝑝
≤ 𝑐𝜖

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0
+ 𝑐𝐶

𝜖

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

𝑝

0
, (59)



Abstract and Applied Analysis 7

where 𝑝 ≥ 𝜏. Choose 𝜖 small enough; one has

0 < (

1 − 𝑐𝜖

𝑐𝐶

𝜖

)

2/(𝑝−2)

≤

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0

(60)

for each 𝑢 ∈ K. Therefore,

‖𝑢‖

2

> ‖𝑢‖

2

0
=

󵄩

󵄩

󵄩

󵄩

𝑢

+󵄩
󵄩

󵄩

󵄩

2

0
+

󵄩

󵄩

󵄩

󵄩

𝑢

−󵄩
󵄩

󵄩

󵄩

2

0
> (

1 − 𝑐𝜖

𝑐𝐶

𝜖

)

2/(𝑝−2)

> 0.
(61)

(2) Suppose to the contrary that there exists a sequence {𝑢
𝑗
} ⊂

K such thatΦ(𝑢
𝑗
) → 0.

Then

0 =

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− ∫

R

𝑊

𝑢
(𝑡, 𝑢

𝑗
) (𝑢

+

𝑗
− 𝑢

−

𝑗
) , (62)

𝑜 (1) = Φ (𝑢

𝑗
) = Φ (𝑢

𝑗
) −

1

2

Φ

󸀠

(𝑢

𝑗
) 𝑢

𝑗
= ∫

R

̃

𝑊(𝑡, 𝑢

𝑗
) .

(63)

By (1), ‖𝑢
𝑗
‖ ≥ 𝜙. Clearly {𝑢

𝑗
} is a (𝐶)

0
-sequence of Φ and

hence is bounded byLemma 10.Using (63) and the discussion
in the proof of Lemma 10, we see that, for any 0 < 𝑙 < 𝑚 and
𝑝 ∈ [𝜏,∞), ∫

Ω
𝑗
(𝑙,𝑚)

|𝑢

𝑗
|

2

→ 0 and ∫

Ω
𝑗
(𝑚,∞)

|𝑢

𝑗
|

𝑝

→ 0 as
𝑗 → ∞. Therefore, it follows from (24) and (62) that for any
𝜖

󸀠

> 0

lim sup
𝑗→∞

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

≤ 𝜖

󸀠

, (64)

which contradicts (61). The proof is complete.

In the following lemma we discuss further the (𝐶)

𝑐
-

sequence. Let [𝑘] denote the integer part of 𝑘 ∈ R. The
following lemma is standard by using Lemmas 11 and 12 (see
[1, 19]).

Lemma 13. Under the assumptions ofTheorem 2, let {𝑢
𝑗
} ⊂ 𝑄

be a (𝐶)
𝑐
-sequence of Φ. Then either

(i) 𝑢
𝑗
→ 0 (and hence 𝑐 = 0), or

(ii) 𝑐 ≥ 𝜓 and there exist a positive integer 𝑘 ≤ [𝑐/𝜓],
𝑦

1
, . . . , 𝑦

𝑘
∈ K, and sequence {𝑎𝑖

𝑗
} ⊂ Z, 𝑖 = 1, 2, . . . , 𝑘,

such that, after extraction of a subsequence of {𝑢
𝑗
},

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗
−

𝑘

∑

𝑖=1

𝑎

𝑖

𝑗
∗ 𝑦

𝑖

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󳨀→ 0,

𝑘

∑

𝑖=1

Φ(𝑦

𝑖
) = 𝑐 (65)

and for 𝑖 ̸= 𝑞,
󵄨

󵄨

󵄨

󵄨

󵄨

𝑎

𝑖

𝑗
− 𝑎

𝑞

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

󳨀→ ∞ (66)

as 𝑗 → ∞.

4. Proof of Theorem 2

In order to apply the abstract Theorems 5 and 6 to Φ, we
choose 𝑋 = 𝑄

− and 𝑌 = 𝐸

+. 𝑋 is separable and reflexive
and letS be a countable dense subset of𝑋∗. First we have the
following.

Lemma 14. Φ satisfies (N
0
).

Proof. We first show that Φ
𝑎
is T

𝑆
-closed for every 𝑎 ∈ R.

Consider a sequence {𝑢
𝑗
} inΦ

𝑎
whichT

𝑆
-converges to 𝑢 ∈ 𝑄

and write 𝑢
𝑗
= 𝑢

−

𝑗
+ 𝑢

+

𝑗
and 𝑢 = 𝑢

−

+ 𝑢

+. Observe that {𝑢+
𝑗
}

converges to 𝑢+ in norm topology. Since 𝑊(𝑡, 𝑢) ≥ 0, there
exists 𝑐 > 0 such that

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

−

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

=

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

+

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

− Φ(𝑢

𝑗
) − ∫

R

𝑊(𝑡, 𝑢

𝑗
) < 𝑐. (67)

Therefore, ‖𝑢−
𝑗
‖

0

is bounded. So ‖𝑢
𝑗
‖

0

is bounded. Now we
claim that |𝑢−

𝑗
|

2

is bounded. Assume by contradiction that
|𝑢

−

𝑗
|

2

is unbounded. Clearly, ‖𝑢
𝑗
‖ is also unbounded. Setting

V
𝑗
= 𝑢

𝑗
/‖𝑢

𝑗
‖, then ‖V

𝑗
‖ = 1. Passing to subsequence, V

𝑗
⇀ V

in 𝑄, V
𝑗
→ V in 𝐿𝜇loc for 𝜇 ∈ [2,∞). Note that

∫

R

𝑊(𝑡, 𝑢

𝑗
) < −𝑎 +

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

+

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

−

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

−

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

2

0

. (68)

Therefore, ∫
R
𝑊(𝑡, 𝑢

𝑗
) is bounded and ∫

R
(𝑊(𝑡, 𝑢

𝑗
)/‖𝑢

𝑗
‖

2

) →

0. Similar to Lemma 8, we can obtain (33). From (33) and
∫

R
(𝑊(𝑡, 𝑢

𝑗
)/‖𝑢

𝑗
‖

2

) → 0 and together with ∫
Ω
𝑗
(0,𝑟)

|V
𝑗
|

2

→ 0

it follows that |V
𝑗
|

2

→ 0. Since 1 = ‖V
𝑗
‖

2

= ‖V
𝑗
‖

2

0

+

|V
𝑗
|

2

2

, we obtain ‖V
𝑗
‖

0

→ 1, which contradicts the fact that
‖V
𝑗
‖

0

= ‖𝑢

𝑗
‖

0

/‖𝑢

𝑗
‖ → 0. So |𝑢

−

𝑗
|

2

is bounded. Therefore,
{𝑢

−

𝑗
} is bounded in 𝑄, and we have 𝑢−

𝑗
⇀ 𝑢

−. Therefore,
𝑢

𝑗
⇀ 𝑢. It is easy to show that Ψ is weakly sequentially

lower semicontinuous. Thus, from the form of Φ it follows
that Φ(𝑢) ≥ lim inf Φ(𝑢

𝑗
) ≥ 𝑎. So 𝑢 ∈ Φ

𝑎
and Φ

𝑎
is T

𝑆
-

closed.
Next we show that Φ󸀠 : (Φ

𝑐
,TS) → (𝑄

∗

, 𝑢

∗

) is
continuous. It is sufficient to show that 𝜑󸀠 has the same
property. Let 𝑢

𝑗
⇀ 𝑢 in 𝑄. Then 𝑢

𝑗
→ 𝑢 in 𝐿

𝜇

loc for 𝜇 ∈

[2,∞). It is obvious that

𝜑

󸀠

(𝑢

𝑗
) V = ∫

R

𝑊(𝑡, 𝑢

𝑗
) V 󳨀→ ∫

R

𝑊(𝑡, 𝑢) V = 𝜑

󸀠

(𝑢) V,

∀V ∈ 𝐶∞
0
(R)

(69)

as 𝑗 → ∞. Now using the density of 𝐶∞
0
(R) in 𝑄 one can

obtain the desired conclusion.

Lemma 15. Φ satisfies (N
1
).

Proof. We assume by contradiction that, for some 𝑐
1
> 0,

there exists a sequence {𝑢
𝑛
} with Φ(𝑢

𝑛
) ≥ 𝑐

1
and ‖𝑢

𝑛
‖

2

≥

𝑛‖𝑢

+

𝑛
‖

2. The form ofΦ implies that

󵄩

󵄩

󵄩

󵄩

𝑢

−

𝑛

󵄩

󵄩

󵄩

󵄩

2

≥ (𝑛 − 1)

󵄩

󵄩

󵄩

󵄩

𝑢

+

𝑛

󵄩

󵄩

󵄩

󵄩

2

≥ 𝑐 (𝑛 − 1)

󵄩

󵄩

󵄩

󵄩

𝑢

+

𝑛

󵄩

󵄩

󵄩

󵄩

2

0

≥ 𝑐 (𝑛 − 1) (2𝑐

1
+

󵄩

󵄩

󵄩

󵄩

𝑢

−

𝑛

󵄩

󵄩

󵄩

󵄩

2

0
+ 2∫

R

𝑊(𝑡, 𝑢

𝑛
)) .

(70)

Since 𝑐, 𝑐
1
> 0 and𝑊(𝑡, 𝑢

𝑛
) ≥ 0, it follows that ‖𝑢−

𝑛
‖ → ∞ as

𝑛 → ∞. Hence ‖𝑢
𝑛
‖ → ∞. Set V

𝑛
= 𝑢

𝑛
/‖𝑢

𝑛
‖. Then ‖V

𝑛
‖ = 1
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and ‖V+
𝑛
‖

2

= ‖𝑢

+

𝑛
‖

2

/‖𝑢

𝑛
‖

2

≤ 1/𝑛 → 0.Therefore, V
𝑛
⇀ V = V−

in 𝑄. By (70) we have

1 ≥

󵄩

󵄩

󵄩

󵄩

V−
𝑛

󵄩

󵄩

󵄩

󵄩

2

≥ 𝑐 (𝑛 − 1)(

2𝑐

1

󵄩

󵄩

󵄩

󵄩

𝑢

𝑛

󵄩

󵄩

󵄩

󵄩

2
+

󵄩

󵄩

󵄩

󵄩

V−
𝑛

󵄩

󵄩

󵄩

󵄩

2

0
+ 2∫

R

𝑊(𝑡, 𝑢

𝑛
)

󵄩

󵄩

󵄩

󵄩

𝑢

𝑛

󵄩

󵄩

󵄩

󵄩

2
) .

(71)

Thus ‖V−
𝑛
‖

2

0
≤ 1/𝑐(𝑛 − 1) → 0. By (31)-(32) and (71), one has

1

2𝑐 (𝑛 − 1)

≥ ∫

R

𝑊(𝑡, 𝑢

𝑛
)

󵄩

󵄩

󵄩

󵄩

𝑢

𝑛

󵄩

󵄩

󵄩

󵄩

2
≥ ∫

Ω
𝑛
(𝑟,∞)

𝑊(𝑡, 𝑢

𝑛
)

󵄩

󵄩

󵄩

󵄩

𝑢

𝑛

󵄩

󵄩

󵄩

󵄩

2

≥ 𝜔∫

Ω
𝑛
(𝑟
󸀠
,∞)

󵄨

󵄨

󵄨

󵄨

V
𝑛

󵄨

󵄨

󵄨

󵄨

2

,

(72)

and together with ∫
Ω
𝑛
(0,𝑟
󸀠
)

|V
𝑛
|

2

→ 0, it follows that |V
𝑛
|

2

2
→

0.Therefore, ‖V
𝑛
‖ → 0, which is in contradiction with ‖V

𝑛
‖ =

1. The proof is complete.

Now we give the proof of Theorem 2.

Proof. (1) Existence of a Homoclinic Orbit. With 𝑋 = 𝑄

−

and 𝑌 = 𝐸

+ the condition (N
0
) holds by Lemma 14 and

(N
1
) holds by Lemma 15. Lemma 7 implies that (N

2
) holds.

Lemma 9 shows that Φ possesses the linking structure of
Theorem 5. Therefore, there exists a sequence {𝑢

𝑗
} ⊂ 𝑄 such

that

Φ(𝑢

𝑗
) 󳨀→ 𝑐 ≥ 𝜅, (1 +

󵄩

󵄩

󵄩

󵄩

󵄩

𝑢

𝑗

󵄩

󵄩

󵄩

󵄩

󵄩

)Φ

󸀠

(𝑢

𝑗
) 󳨀→ 0. (73)

By Lemma 10 {𝑢
𝑗
} is bounded. Consequently, Φ󸀠(𝑢

𝑗
) →

0. A standard argument shows that {𝑢
𝑗
} is a nonvanishing

sequence; that is, there exist 𝜉
1
> 0, 0 < 𝑅 < ∞, and {𝑎

𝑗
} ⊂ R

such that

lim inf
𝑗→∞

∫

𝑎
𝑗
+𝑅

𝑎
𝑗
−𝑅

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≥ 𝜉

1
. (74)

Setting 𝑢̃
𝑗
(𝑡) = 𝑢

𝑗
(𝑡 + 𝑎

𝑗
), by the invariance under translation

ofΦ, {𝑢̃
𝑗
} is a (𝐶)

𝑐
-sequence ofΦ and 𝑢̃

𝑗
⇀ 𝑢̃. From

lim inf
𝑗→∞

∫

𝑅

−𝑅

󵄨

󵄨

󵄨

󵄨

󵄨

𝑢̃

𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

2

≥ 𝜉

1
> 0, (75)

we see that 𝑢̃ ̸= 0, and hence 𝑢̃ is a nontrivial critical point of
Φ. Following the idea of [15], we prove that 𝑢̃ is a homoclinic
orbit of (HS). By (23) and Lemma 4, 𝑊

𝑢
(𝑡, 𝑢) ∈ 𝐿

𝜇 for all
𝜇 ≥ 2. Hence, a standard regularity theory of solutions of
ordinary differential equations shows that 𝑢 ∈ 𝐻

1

loc ∩ 𝐿

𝜇 for
all 𝜇 ≥ 2. By (HS) and (23),

|𝑢̇|

2

≤ 𝑐 (|𝑢|

2

+ |𝑢|

2(𝑝−1)

) , (76)

where 𝑝 ≥ 𝜏. So for all 󰜚 ∈ R, by Hölder inequality, one has

∫

󰜚+1/2

󰜚−1/2

|𝑢̇|

2

≤ 𝑐{(∫

󰜚+1/2

󰜚−1/2

|𝑢|

2(𝑝−1)

)

1/(𝑝−1)

+ ∫

󰜚+1/2

󰜚−1/2

|𝑢|

2(𝑝−1)

} .

(77)

Integrating from 󰜚 − 1/2 to 󰜚 + 1/2 the following equality,

𝑢 (󰜚) = 𝑢 (𝑡) + ∫

󰜚

𝑡

𝑢̇ (𝑠) 𝑑𝑠, (78)

yields, using Hölder inequality

󵄨

󵄨

󵄨

󵄨

𝑢 (󰜚)

󵄨

󵄨

󵄨

󵄨

≤ 𝑐(∫

󰜚+1/2

󰜚−1/2

|𝑢|

2(𝑝−1)

)

1/(𝑝−1)

+ (∫

󰜚+1/2

󰜚−1/2

|𝑢̇|

2

)

1/2

.
(79)

Since 𝑢 ∈ 𝐿2(𝑝−1), (77) and (79) show that
󵄨

󵄨

󵄨

󵄨

𝑢 (󰜚)

󵄨

󵄨

󵄨

󵄨

󳨀→ 0 as 󵄨󵄨󵄨
󵄨

󰜚

󵄨

󵄨

󵄨

󵄨

󳨀→ ∞; (80)

that is, 𝑢 is a homoclinic orbit of (HS). The proof is complete.

(2) Multiplicity. Following the idea of [10], the proof will be
completed in an indirect way; namely, we show that if

K

Z
is a finite set, (81)

then Φ has an unbounded sequence of critical values, a
contradiction. We do this by checking that if (81) is true then
Φ satisfies all the assumptions of Theorem 6.

By the assumption 𝑊(𝑡, 𝑢) is even in 𝑢, hence so is Φ.
Φ(0) = 0 is deduced from (H

1
). Lemma 8 shows that Φ

satisfies (N
3
). LetT be a set consisting of arbitrarily chosen

representatives of the Z-orbits of K. Then T is a finite set
by (77), and since Φ is odd we may assume thatT = −T. If
𝑧 ∈ K, thenΦ(𝑧) ≥ 𝜓 by (2) of Lemma 12. Hence there exists
𝜓 ≤ 𝜒 such that

𝜓 ≤ min
T

Φ = min
K

Φ ≤ max
K

Φ ≤ max
T

Φ ≤ 𝜒. (82)

For 𝑘 ∈ N and a finite setB ⊂ 𝑄 we define

(B, 𝑘) := {

𝑗

∑

𝑖=1

𝑎

𝑖
∗ 𝑢

𝑗
: 1 ≤ 𝑗 ≤ 𝑘, 𝑎

𝑖
∈ Z, 𝑢

𝑗
∈ B} .

(83)

As in Coti Zelati and Rabinowitz [1, 19],

inf {󵄩󵄩󵄩
󵄩

󵄩

𝑢 − 𝑢

󸀠
󵄩

󵄩

󵄩

󵄩

󵄩

: 𝑢, 𝑢

󸀠

∈ (B, 𝑘)} > 0. (84)

Now we check (N
4
). Given a compact interval 𝐼 ⊂ (0,∞)

with 𝑠 := max 𝐼 we set 𝑘 = [𝑑/𝜓] and C := (T, 𝑘). We have
𝑃

+

(T, 𝑘) = (𝑃

+T, 𝑘). Thus from (84)

inf {󵄩󵄩󵄩
󵄩

𝑢

+

1
− 𝑢

+

2

󵄩

󵄩

󵄩

󵄩

: 𝑢

1
, 𝑢

2
∈ C, 𝑢

+

1
̸= 𝑢

2
} > 0. (85)

In addition, C is a (𝐶)

𝐼
-attractor by Lemma 13 and C is

bounded because ‖𝑢‖ ≤ 𝑘 max {‖𝑢‖ : 𝑢 ∈ T} for all
𝑢 ∈ C. Therefore, by Theorem 6, Φ has an unbounded
sequence of critical values which contradicts the assumption
(81), and hence Φ has infinitely many geometrically distinct
homoclinic orbits.
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Analyse Non Linéaire, vol. 240, no. 4, pp. 589–603, 2007.

[8] V. Coti Zelati, I. Ekeland, and E. Séré, “A variational approach
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