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We introduce two powerful methods to solve the generalized Zakharov equations; one is the
homotopy perturbation method and the other is the homotopy analysis method. The homotopy
perturbation method is proposed for solving the generalized Zakharov equations. The initial
approximations can be freely chosen with possible unknown constants which can be determined
by imposing the boundary and initial conditions; the homotopy analysis method is applied to
solve the generalized Zakharov equations. HAM is a strong and easy-to-use analytic tool for
nonlinear problems. Computation of the absolute errors between the exact solutions of the GZE
equations and the approximate solutions, comparison of the HPM results with those of Adomian’s
decomposition method and the HAM results, and computation the absolute errors between the
exact solutions of the GZE equations with the HPM solutions and HAM solutions are presented.

1. Introduction

Nonlinearpartial differential equations are useful in describing the various phenomena in
disciplines. Apart from a limited number of these problems, most of them do not have a
precise analytical solution, so these nonlinear equations should be solved using approximate
methods.

The application of the homotopy perturbation method (HPM) [1, 2] in nonlinear
problems has been devoted by scientists and engineers, because this method is continuously.

Deform a simple problem which is easy to solve into the under study problem which
is difficult to solve. The homotopy perturbation method was first proposed by He [3-6].
For solving differential and integral equations, linear and nonlinear has been the subject
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of extensive analytical and numerical studies. The method is a coupling of the traditional
perturbation method and homotopy in topology. This method, which does not require a
small parameter in an equation, has a significant advantage in that it provides an analytical
approximate solution to a wide range of nonlinear problems in applied sciences. This HPM
has already been applied successfully to solve the Laplace equation, nonlinear dispersive
K(mp) equations, heat radiation equations, nonlinear integral equations, nonlinear heat
conduction and convection equations, nonlinear oscillators, nonlinear Schrodinger equations,
nonlinear wave equations, nonlinear chemistry problems, and other fields [7]. This HPM
yields a very rapid convergence of the solution series in most cases, usually only a few
iterations leading to very accurate solutions. Thus He’s HPM is a universal one which can
solve various kinds of nonlinear equations. The HPM yields a very rapid convergence of
the solution series in the most cases. The method does not depend on a small parameter
in the equation. Using homotopy technique in topology, a homotopy is constructed with an
embedding parameter p € [0,1] which is considered as a “small parameter.” No need to
linearization or discretization; large computational work and round-off errors are avoided. It
has been used to solve effectively, easily, and accurately a large class of nonlinear problems
with approximations. These approximations converge rapidly to accurate solutions [7-10].

The HPM was successfully applied to nonlinear oscillators with discontinuities [4] and
bifurcation of nonlinear problem [11]. In [6], a comparison of HPM and homotopy analysis
method was made.

In [12] the homotopy perturbation method is applied to compute the Laplace
transform and construct solitary wave solutions for a generalized Hirota-Satsuma-coupled
KdV equation [13]. In [14] the HPM is employed to compute an approximation to the
solution of the epidemic model. As well, in [15] is applied the homotopy perturbation
method for solving the Lane-Emden-type singular IVPs problem, in [16] using the homotopy
perturbation method to find exact solutions of nonlinear differential-difference equations.

In 1992, Liao employed the basic ideas of the homotopy in topology to propose
a general analytic method for nonlinear problems, namely, homotopy analysis method
(HAM) [17-20]. This method has been successfully applied to solve many types of nonlinear
problems by others [21-25].

In this paper, we consider the generalized Zakharov equations (GZE) which are a set
of coupled equations and can be written as [26-29]

OE O’E 2
zg+ﬁ—2ﬁ|l§| E+21’1E=0,
*?n  *n  OYE)
— - —+ =0,
o2 0x?  0x?

(1.1)

where p is an arbitrary constant and E is the envelope of the high-frequency electric
field, and n is the plasma density measured from its equilibrium value. When = 0,
this system is reduced to the classical Zakharov equations of plasma physics. Because the
GZE is much closer to the realistic model in plasma, it is meaningful for us to study the
solitary wave solutions of the GZE. The motivation of this paper is to apply the Homotopy
perturbation method and the homotopy analysis method to the problem mentioned above.
When implementing the homotopy perturbation method (HPM) and the homotopy analysis
method (HAM), we get the explicit solutions of the GZE equations without using any
transformation method. Furthermore, we will show that considerably better approximations
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related to the accuracy level would be obtained. Comparing the HPM results for the
study problem with the Adomian decomposition method (ADM) results takes six terms in
evaluating the approximate solutions and HAM results which take eight terms in evaluating
the approximate solutions of the generalized Zakharov equations.

2. Basic Idea of He’s Homotopy Perturbation Method

The homotopy perturbation method is a combination of the classical perturbation technique
and homotopy technique, which has eliminated the limitations of the traditional perturbation
methods. This technique can have full advantage of the traditional perturbation techniques.
To illustrate the basic idea of the homotopy perturbation method for solving nonlinear
differential equations, we consider the following nonlinear differential equation:

Alw)-f(r)=0, reQ, (2.1)
subject to boundary condition
B(u, g—Z) =0, rerl, (2.2)

where A is a general differential operator, B is a boundary operator, f(r) is a known analytic
function, and I' is the boundary of the domain Q.

The operator A can, generally speaking, be divided into two parts: a linear part L and
anonlinear part N. Equation (2.1) therefore can be rewritten as follows:

L(u) + N(u) - f(r) = 0. (2.3)
By the homotopy technique, we construct a homotopy V (r,p) : @x[0,1] — R, which satisfies
H(V,p) = (1-p)IL(V) - Luo)] +p[A(V) - f(N] =0, pel01],reQ,  (24)

or
H(V,p) = L(V) = L(uo) + pL(uo) + p[N(V) = f(r)] =0, (2.5)

where p € [0, 1] is an embedding parameter and uy is an initial approximation of (2.1) which
satisfies the boundary conditions. It follows from (2.4) and (2.5) that we will have,

H(V,0) = L(V) = L(uo), H(V,1) = A(V) - f(r). (2.6)

Thus, the changing process of p from zero to unity is just that of v(r, p) from uy(r) to u(r). In
topology, this is called deformation and L(v) — L(ug), A(v) — f(r) are called homotopic.
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According to the HPM, we can first use the embedding parameter p as a “small
parameter,” and assume that the solution of (2.4) and (2.5) can be written as a power series
in p:

V=Vo+pVi+p*Va+---. (2.7)
Setting p = 1 results in the approximate solution of (2.1):

u=IlimV=Vy+Vi+V,+---. (2.8)
p—1 ’

The series (2.8) is convergent for most cases; however, the convergent rate depends upon the
nonlinear operator A(V) (the following opinions are suggested by [2, 30]).

(1) The second derivative of N (V) with respect to V must be small because the
parameter may be relatively large; thatis, p — 1.

(2) The norm of L'0N/0V must be smaller than one so that the series converges.

3. Basic Idea of Homotopy Analysis Method

In this paper, we apply the homotopy analysis method [17-20] to find the approximate
solutions for the problem. Let us consider the following differential equation:

Nlz(x,t)] =0, (3.1)

where N is a nonlinear operator, x and f denote independent variables, and z(x,t) is an
unknown function, respectively. For simplicity, we ignore all boundary or initial conditions,
which can be treated in the similar way. By means of generalizing the traditional homotopy
method, Liao [18] constructs the so-called zero-order deformation equation:

(1-p)L[§p(x,t;p) - zo(x, )] = phN [$p(x, £ p)], (3.2)

where p € [0,1] is the embedding parameter, 71#0 is a nonzero auxiliary parameter, L is an
auxiliary linear operator, zo(x,t) is an initial guess of z(x,t), and ¢(x,t;p) is an unknown
function, respectively. It is important that one has great freedom to choose auxiliary things in
homotopy analysis method. When p = 0 and p = 1, it holds

Pt 0)=zo(x, 1), Pl 1) =2(xb), (33)

respectively. Thus as p increase from 0 to 1, the solution ¢(x, t; p) varies from the initial guess
zo(x, t) to the solution z(x,t). Expanding ¢(x, t;p) in the Taylor series with respect to p, one
has

P tp) =20l )+ Sz O™, (3.4)
m=1
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where

1 9"p(xtp)

Zm(x/ t) = apm

(3.5)
p=0

If the auxiliary linear operator, the initial guess, and the auxiliary parameter # are so properly
chosen and the series (3.4) converges at p = 1, one has

20 8) = 20060 + 3 20, 1), (6)

m=1

which must be one of solutions of original nonlinear equation, as proved by Liao [18]. As
h = -1, (3.2) becomes

(1-p)L[¢p(x t;p) - z0(x, )] +pN[d(x,t;p)] =0, (3.7)

which is used mostly in the homotopy perturbation method, whereas the solution obtained
directly, without using the Taylor series [31]. The comparison between HAM and HPM can
be found in [6].

According to (3.5), the governing equation can be deduced from the zero-order
deformation equation (3.2). Define the vector

z, ={zo(x,t),z1(x,t),...,za(x, 1)} (3.8)

Differentiating (3.2) m times with respect to the embedding parameter p and setting p = 0
and finally dividing them by m!, we have the so-called mth-order deformation equation:

L[zm(x,t) = XmZm(x,1)] = ERm(z, 1), (3.9)

where

. 1 "'N[p(xt;p)]
Rin(z,4) = (m—1)! opm1

[0, m<1,
Xm=11, m>1.

It should be emphasized that z,,(x, t) for m > 1 is governed by the linear equation (3.9) with
the linear boundary conditions that come from original problem, which can be easily solved
by symbolic computation software such as Maple.

4

p=0 (3.10)
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First, we separate the complex high-frequency electric field E into real part and
imaginary part; thatis, E = E; + iE,. Then we rewrite the system (1.1) in the following form:

S 2p(E3 + E3) E> — 2nEy,
Ok _ _ 11
T 2p(E} + E3) Ey + 2nE;, (3.11)
?n_ Pn &

_ 9 (2,2
3 "o aa(E B
with the following initial conditions [27]:

E1(x,0) = r tanh(kx) cos(k1x),
E>(x,0) = r tanh(kx) sin(kyx),
2

—4k? +1

(3.12)

n(x,0) = s + tanh? (kx),

where r = \/ k2(4k? - 1)/ (1 + (4k? =1)p), k, s, P, and k; are arbitrary constants.

4. Application the Homotopy Perturbation Method for
the Generalized Zakharov Equations

To investigate the traveling wave solution of (3.11), we first construct a homotopy as follows:
(1-p)[o1 - Eio] + p[vl +0) — 2ﬂ<v% + v%)vz + 21)27)3] =0,
(1-p)[02 - Ezpo] + p[z’;z -0 + 2,B<vf + v%)vl - 2017)3] =0, (4.1)

(1_P>[53_ﬁ0]+19[i'73—v§,’+ (U%+U§> ] =0,

where “'” denotes 0/0x, and “-” denotes 0/0t, and the initial approximations are as follows,

vio(x, t) = E10(x,t) = E1(x,0) = r tanh(kx) cos(kix),
vao(x,t) = Exo(x,t) = Ex(x,0) = r tanh(kx) sin(kix),

2 (4.2)
vso(x,t) =no(x,t) =n(x,0) =s+ Ttanh2(kx),
—4ki+1
where r = \/ k2(4k? —1)/(1+ (4k? =1)p), k, s, B, and k; are arbitrary constants, and
U1 =010 tpU11 + P2’01,2 + P301,3 +tey,
U =070 + PO21 + pz‘Uz,z + p31)2,3 +---, (43)

2 3
v3:'03,0+pv3,1 +P V32 +p U333+,
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where v; ;(x,t), i,j = 1,2,3,..., are functions yet to be determined. Substituting (4.3) into
(3.11) and arranging the coefficients of “p” powers, we have

I:i)l'l + ’(31,0 + ’(JIZ/,O - 2,6’0%0’()2,0 - 2[5’0;[0 + 27]2,0’03,0]P
+ [0,2,,1 — 4'[5‘01,0‘01,102,0 - 2[3’()%[0’02,1 — 6[3‘0%’07)2,1 + 21)2,1’(]3,0 + 202/01)3,0 + 7')1,2] Pz
+ [—2‘60%’17)2,0 - 4’5’01,0’01,2’02/0 - 4‘67)1,001,1’02,1 - 6‘3’02,07);1 - 2‘67)507)2,2 - 6[37)%,07)2,2
+2Uz/27)3/0 + 2’02,1’03/1 + 27)2/07)3,0 + @1/3 + Ul2’,1]p3 = 0,
[T'Jz,o + o1 — U’ll.o + Zﬁvi’,o + 2[57)1/017%]0 - 21)1,07)3,0];9

2 2 . " 2
+ [6[57}1/001,1 + Zﬂvl/le,O + 4ﬁ01,002,0272,1 - 201,1 03,0 — 21)1/0’03,1 + 022 — Ul,l]p

4.4
+ [6ﬁvl,ovil + 6[50%/001,2 + 2[301,22)%0 + 4[57)1,1’02,002,1 + Zﬁvllovil ( )
+4Pv1 0020022 — 201030 — 2011031 — 201,0V32 + D23 — U{{,Q] p’ =0,
[’53,0 + ’53[1 + 2’0,12,2 + 2’0’22’0 + 2’01/0’(]'1,,0 + 27)2,01)/2’,0 - ’Ug,o] 14
+ [7’)3,2 +40] 0y 1 + 40y 0y 1 + 201107 ) + 201007 | + 202,105 + 202005 — v's',l]pz

. ’ ’
+ [03,3 + 2012,1 +4v v, + 202%1 +4v; (U5 5 + 201201 o + 201107 1 + 201007,
i i " i 3
+21)zlzv2/0 + 27)2,1'02,1 + 202,07)2,2 - 03,2];7 =0.
To obtain the unknown v;;(x,t),i,j = 1,2,3, we must construct and solve the following

system which includes nine equations with nine unknowns, considering the initial conditions
ofv;j(x,0)=0,i,j=1,2,3,

. . " 2 3
01,1+ 010 + 02,0 — Zﬁvmvzlo - 2‘37)2,0 + 27)2,07)3/0 =0, (45)
" 2 2 D
0y 1 —4P01001,1020 — 2P01 4021 — 605 4021 + 2021030 + 2020030 + D12 =0, (4.6)

- Zﬂvil o0 — 4P01,0012020 — 4P01,001,1021 — 6,57)2,005,1 - Zﬁviovz,z 47)

2 . n
- 6ﬁ02,0‘02,2 + 21)2,203,0 + 202,1 031 + 2172,003,0 + 013+ UZ,l = 0,

. . " 3 2
D20+ 021 — 01yt 2[3’01,0 + 2[57)1/07)2/0 - 27]1,0’03,0 =0, (48)

2 2 . n
6‘501,07)1,1 + Zﬁvmvm + 4ﬁ01/002/002,1 - 27)1,103/0 - 27)1/003/1 + 022 — Ul,l = 0, (4.9)
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2 2 2 2
6[5’1)1,0’01,1 + 6[301,0’01,2 + Zﬁ’l)l,z’vz,o + 4[5’(]1,17]2,0’02,1 + Zﬁvwvzll + 4[3’(]1,07]2,0’02,2

. "
— 201,030 — 2011031 — 2010023 + V32 — Uy, = 0,

r !
D30 + D31 + 2012,2 + 205 + 201001 + 202005y — V5 =0,
V30 + 40, 0! (40, UL + 20110 4 + 20100 + 202108 o + 202005 — 04, =0
3,2 1,001,1%02,072,1 11019 1,001 217 20051 — V31 =1,

! !
33 + 207 + 40} (0 5 + 205 + 40} (V) + 201501 + 20110

n " " " n _
+ 201,001,2 + 27)2,202,0 + 202,102,1 + 202,002,2 —U3, = 0.

From (4.3), if the three approximations are sufficient, we will obtain

3
Ei(x,t) = limoy (x, t) = D o1k(x, 1),
P— 1 k=0

3

EZ(xr t) = lirrVUZ(x/ t) = ZUZ,k(x/ t)/
3

n(x,t) = limos(x,t) = ng,,k(x, t).

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)

To calculate the terms of the homotopy series (4.14) for E; (x, t), Ex(x, t), and n(x, t), we
substitute the initial conditions (4.2) into the system (4.4), and using Mathematica software,

from (4.5), we obtain

v11(x, t) =7t [stechz(kx)(—kl cos(kyx) + k sin(kix) tanh(kx)) + sin(k1x)

7

2(1 — 2 2
x tanh (kx) [k% st 2r?(1 - p + 4k;p)tanh (kx)“

(4K - 1)
substituting (4.15) into (4.8),we obtain
v (x, t) =1t [ — 2ksech?(kx) (ky sin(kix) + k cos(k;x) tanh(kx)) + cos(k;x)

4

2(_ _AK2 2
x tanh (kx) [—k% +25 + 2r* (-1 + p - 4k7p)tanh (kx)“

(4kp - 1)

(4.15)

(4.16)
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Table 1: The HPM results for E(x,t) for the first three approximation in comparison with the analytical
solution with initial conditions (3.11) when k = 0.05, k; =1, s =0.33, p=1.

ti
X; 0.1 0.2 0.3 0.4 0.5
0.1 44605 x 10714 3.99649 x 10712 4.88487 x 1071 2.82493 x 10710 1.0943 x 107°
0.2 1.20054 x 107" 3.04251 x 10712 429073 x 1071 2.60288 x 10710 1.03179 x 107
0.3 6.81758 x 10714 1.71124 x 10712 3.5057 x 1071 2.32051 x 10710 9.54569 x 10710
0.4 1.59939 x 10713 3.07249 x 10715 2.53001 x 1071 1.97794 x 10710 8.62668 x 10710
0.5 2.7525 x 10713 2.08147 x 10712 1.36395 x 1071 1.57525 x 10710 7.56107 x 10710

Table 2: The ADM results for E(x,t) for the first six approximations in comparison with the analytical
solution with initial conditions (3.11) when k = 0.05, k; =1, s =0.33, f=1.

t;
X 0.1 0.2 0.3 0.4 0.5
0.1 24373 x 1077 588838 x 107 113172 x 107*  1.13331 x 10713 6.8677 x 10713
0.2 2.867 x 1072 3.45808 x 107 89531 x 10715  9.68767 x 107  6.093099 x 10713
0.3 2219 x 107V 1.49642 x 1071 6.6379 x 107°  8.04947 x 107 5320314 x 107
0.4 9.095 x 107" 85223 x 107 43731 x 1071 6.4194 x 1074 4549809 x 10713
0.5 2.063 x 1071 1.033 x 1071 21600 x 107 4.79847 x 107 3.78204 x 10713

substituting (4.15), (4.16) into (4.11), we obtain

e

v31(x,t) = o1
1

[(—2 + Cosh(2kx))Sec h4(kx)]. (4.17)

in This Manner the Other Components v1,(x,t),v22(x,t), v32(x,t), v13(x,t), v23(x,t), and
v33(x,t) Can be obtains from (4.6), (4.9), (4.12), (4.7), (4.10), and (4.13), Respectively, and
Substituting Into (4.14) to Obtain E;(x,t), Ex(x,t), and n(x,t).

5. Application the Homotopy Analysis Method for
the Generalized Zakharov Equations

In order to apply the homotopy analysis method, we choose the linear operator

0; .
L[¢i(x,t;p)] = ai; i=1,2,

62
Lps(atp)] = 52,

(5.1)
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Table 3: The HAM results for E(x,t) for the 8th-order approximate in comparison with the analytical
solution with initial conditions (3.11) when 7 =-1, k=0.05, k; =1, s=0.33, p=1.

Xi

0.1

0.2

t;
0.3

0.4

0.5

0.1
0.2
0.3
0.4
0.5

51079 x 1071°

1517338 x 1072

5.167 x 10715
1.027 x 1074
1525 x 1074

1.008416 x 10713
6.7515 x 1013
3.3395 x 10714
6.0992 x 1072
3.3136 x 107

5.6412 x 10713
435941 x 10712
32705 x 10713
2.1885 x 10713
1.08417 x 10713

1.779969 x 10712
1.527263 x 10712
1.27024 x 10712
1.02169 x 10712
7.6228 x 10713

442412 x 10712
3.9370 x 10712
34467 x 10712
9686 x 10712
24632 x 10712

Table 4: The HPM results for n(x, t) for the first three approximations in comparison with the analytical
solution with initial conditions (3.11) when k = 0.05, k; =1, s =0.33, f=1.

Xi

0.1

0.2

t;
0.3

0.4

0.5

0.1
0.2
0.3
0.4
0.5

495717 x 10°°
2.19054 x 107
49547 x 107°
8.58804 x 107°
1.28493 x 1074

3.71741 x 10°°
1.95081 x 107°
461578 x 1075
8.17233 x 107°
1.23818 x 107*

247462 x 107°
1.70953 x 1075
427335 x 107
77.507 x 107°
1.1906 x 107*

1.22975 x 107°
1.4669 x 107
3.92765 x 1075
7.3241 x 107°
1.14219 x 10™*

1.62464 x 1078
1.22309 x 107°
3.57893 x 1075
6.89074 x 1075
1.09299 x 107*

with the property L[c] = 0 where c is constant; from (3.11), we define a system of nonlinear
operators as

Opi(x,tip)  9*¢2(x,tip)
ot Ox?
~2p(93 (x,t:p) + $3 (%, 6:p) ) b2 (%, i)
+2¢2(x, £;p) P (x, t;p),
o2 (x,t;p)  OPi(x,t;p)
ot Ox?
+2p(93(x,6:p) + B3 (x,6:p) ) 1 (%, i)
=2¢1(x, t;p)pa(x, t;p),
Fps(x,t;p)  OPs(xtip)
ot2 ox?
L @i tp) + g2 (xtp)

0x2

Ni[p1(x, t;p), 2 (x, t;p), 3 (x, t;p)] =

Na[p1(x,t;p), 2 (x, t:p), 3 (x, ;p)] =

(5.2)

N3 [¢1(x,t;p), 2 (x, t;p), 3 (x, t;p)] =

By using the above definition, we construct the zero-order deformation equations:

(1=p)L[pi(x,t;p) = zio(x, t)] = pANi[d1(x, t;p), p2(x, t;p), 3 (x, t;p)],  i=1,2,3. (5.3)
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Table 5: The ADM results for n(x,t) for the first six approximations in comparison with the analytical
solution with initial conditions (3.11) when k = 0.05, k; =1, s =0.33, p=1.

t;
X 0.1 0.2 0.3 0.4 0.5
0.1 7.8 x 1071 142 x 1077 1.216 x 107 8.0762 x 1076 414247 x 1075
0.2 94 x 107 1.639 x 1077 1.3206 x 10716 8.4007 x 10716 422213 x 10715
0.3 1.16 x 10718 1.94 x 107V 1.466 x 1071 8.8452 x 10716 432766 x 10715
0.4 1.45 x 10718 2322 x 107V 1.6455 x 1071 9.3918 x 10°'° 4.45507 x 10715
0.5 1.74 x 10718 2.758 x 107V 1.8546 x 10716 1.0022 x 10715 45994 x 1071

(a) The exact solution for |E|*

=
SR

0.0016
0.0012

0.0008
0.0004

0
-100

(IED?

R,

W

A '

A

100 -1

(c) The ADM solution for | ZLU E12|

(b) The HPM solution for | 337_ E2|

(E)?

100

(d) The HAM solution for |E|* for the 8th

order

Figure 1: Comparison between the exact solution, the HPM solution, the ADM solution, and the HAM
solution for E(x,t) with initial conditions (3.11) when k = 0.05, k1 =1, s=0.33, =1, h=-1.
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Table 6: The HAM results for n(x,t) for the 8th-order approximate in comparison with the analytical
solution with initial conditions (3.11) when 7 =-1, k=0.05, k; =1, s=0.33, p=1.

t;

X 0.1 0.2 0.3 0.4 0.5

0.1 6.26 x 1078 125 x 107 1.875 x 1077 2498 x 107 3.123 x 107
0.2 1.25 x 107 2499 x 107 3.749 x 1077 4996 x 1077 6.245 x 107
0.3 1.874 x 107 3.748 x 107 5.62 x 107 7.495 x 1077 9.364 x 1077
0.4 2.497 x 1077 4996 x 1077 7.493 x 107 9.989 x 1077 1.2482 x 107°
0.5 3122 x 107 6.244 x 107 9.366 x 1077 1.2482 x 10°° 1.5599 x 107°

(b) The HPM solution for n(x,t)

n

3.3E-1
3.3E-1 3.299E-1
3.299E-1 3.298E-1
3:298E-1 3.297E-1
3.297E-1 ’
3.206E-1 3.296E-1
3.295E-1 3.095E_1
3.294E-1 3.294E-1 t
-100
x 50 100 -1 x
(c) The ADM solution for n(x,t) (d) The HAM solution for n(x,t) for the 8th order

Figure 2: Comparison between the exact solution, the HPM solution, the ADM solution, and the HAM
solution for n(x, t) with initial conditions (3.11) when k =0.05, k; =1,5s =033, =1, =-1.
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When p =0,
¢1(x,t; 0) = z19(x,t) = E1(x,0) = r tanh(kx) cos(k;x),
$o(x, £ 0) = 250(x, £) = Ex(x,0) = rtanh(icx) sin(k;x), -
3(x, 1 0) = z30(x,t) = n(x,0) = s + ﬁtanhz(kx).
Whenp =1,
¢1(x,t; 1) = Ey(x, 1), $o(x,t; 1) = Ea(x, t), ds(x,t; 1) =n(x,t).  (55)

Therefore, as the embedding parameter p increases from 0 to 1, ¢;(x, t; p) varies from initial
guess z;o(x,t) to the solutions E;(x,t), Ex(x,t), and n(x,t), fori=1,2,3, respectively.
Expanding ¢;(x, t; p) in the Taylor series with respect to p for i = 1,2, 3, one has

¢i(x,5;p) = zio(x, 1) + D zim(x, H)p™, (5.6)
m=1
where
1 0"¢i(x, t;p)
Zim(x,t) = po— op" p:O' (5.7)

If the auxiliary linear operator, the initial guess, and the auxiliary parameters #; are so
properly chosen, the above series, converge at p = 1, has

El (x/ t) = Zl,O(x/ t) + Zzl,m(x/ t)/

m=1
Ex(x,t) = 200(x,t) + D, Zom(x, 1), (5.8)
m=1
n(x,t) = z30(x, t) + > z3m(x, 1),
m=1

which must be one of solutions of the original nonlinear equation, as proved by Liao [18].
Define the vectors

z, =1{zio(x,t),zi1(x,t),..., zin(x,t)}, =123 (5.9)

1

We have the mth-order deformatiom equations:

L{zim(x,t) = YmZim-1(x, )] = FiRipm (z;m_l,z;m_l,z;m_l), i=1,2,3, (5.10)
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where

2
R _ - — _ aZl,m—l i 0 Z2,m-1
1m\ Z1,m-17Z2,m-17 Z3.m-1) =

ot ox?
m-1 j m-1_j
-2p ZZszzLj_kzz,m_1_j + ZZZZ,kZZ,j—kZZ,m—l—j
j=0 k=0 j=0k=0
m-1
+2 25 Z3m-1-j,
j=0
2
R Z~> Z~> Z~> — azz/m_l _ a Z1,m-1
2,m\ “1,m-17 “2,m-1’ “3,m-1 ot dx2
el j mel (5.11)
+26| D2 zikz1jokZimo + D, D F1kZ2j ko m
=0 k=0 j=0 k=0
m-1
-2)21Z3m-1-js
j=0
2 2
Re (2= 2= o= _ 0 Z3m-1  0°Zzm-1
3,m 1,m-17“~2,m-1/ ~3,m-1 6t2 axz
az m-1 m-1
+ %2 ‘Zzl,jzl,m—lfj + ZZZ,jZZ,mflfj ’
i j=0

where z1, 2z, and z3 are functions of x and t. Now, the solutions of the mth-order deformation
equation (5.10) for m > 1 become

Zim (%, 8) = XmZim-1(x,t) + L™ [R,,m <zfm_1, Zy s z;m_1>], i=1,2, (5.12)

where L1 = fé(')dt and

Z3m(%, 1) = YmZam1 (2, ) + L] [R3,m (zfmfl,z;mfl,z;mfl)], i=1,2, (5.13)

where L™! = [[{ (-)dtdt. For simplicity, we suppose /i = i = i3 = k.
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We consider the solutions of (3.11) with the initial conditions (5.4); we obtain

z11(x,t) = rth [stec h?* (kx) (ki cos(kix) — k sin(k;x) tanh(kx)) + sin(k;x)

5 (5.14)
5 2r2 (-1 + p - 4k2B)tanh” (kx)
x tanh(kx) | -k + 25 + ,
(47 1)
z21(x,t) = rth [stec h*(kx) (kq sin(kix) + k cos(kix) tanh(kx)) + cos(k1x)
5.15
X 2r2(1 - B+ 4k?B) tanh® (kx) 519
x tanh(kx) | ki — 25 + ,
(4K -1)
42K 2R s
231(x,t) = —— [(—2 + cosh(2kx))sec h (kx)]. (5.16)
4k2 -1
Obviously, for i = —1 the obtained solutions are the same homotopy perturbation

method in (4.15)—(4.17); we continue to evaluate eight terms of HAM.
Using a Taylor series, then the closed-form solutions yield as follows:

E(x,t) = rtanh(kx — wt) exp[i(kix — Qt)],

r? 9 (5.17)
n(x,t) = s + ————tanh”(kx — wt),
-4k +1

where w = 2kik, Q = -2s+ kI +2k?, r = \/k2(4k% -1)/(1+ 4k} -1)p), k, s, P, and k; are
arbitrary constants.

6. Comparing the HPM Results with the HAM Results and
the ADM Results and the Exact Solutions

To demonstrate the convergence of the HPM, the results of the numerical example are
presented, and only few terms are required to obtain accurate solutions. Tables 1 and 4 show
the absolute errors between the analytical solutions and the HPM solutions of the GZE with
initial conditions (3.12) for E(x,t), n(x,t) are very small with the present choice of ¢ and x;
Tables 2, 3, 5, and 6 help us to compare the HPM results with the ADM results, and the HAM
results when 7 = -1 through the absolute errors. Both the analytical solutions, the HPM
result, the ADM result and the HAM result for E(x, t) and n(x, t) are plotted in Figures 1 and
2. The diagrams of the results obtained for 2 = =1.1, 2 = -1, and /& = —0.9 in comparison with
the ADM solutions and the exact solutions for E(x, t) and n(x,t) are shown in Figures 3 and
4, respectively.
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Figure 3: The results obtained by HAM for various 7 by the 8th-order approximate solutions for E(x,t),
in comparison with ADM solutions and the exact solutions with initial conditions (3.11) when k = 0.05,
ki=1,5=033,6=1, (a)x =025, (b) =0.5, (c) =0.75, (d) = 1.
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Figure 4: The results obtained by HAM for various & by 8th-order approximate solutions for n(x,t), in
comparison with ADM solutions and the exact solutions with initial conditions (3.11) when k = 0.05,
ki=1,5=033,p=1, (a)x =025, (b) =0.5, (c) = 0.75, (d) = 1.
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