# STOCHASTIC INTEGRALS IN ABSTRACT WIENER SPACE 
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Let $W(t, \omega)$ be the Wiener process on an abstract Wiener space ( $i, H, B$ ) corresponding to the canonical normal dis$\int^{t}$ tributions on $H$. Stochastic integrals $\int_{0}^{t} \xi(s, \omega) d W(s, \omega)$ and $\int_{0}^{t}(\zeta(s, \omega), d W(s, \omega))$ are defined for non-anticipating transformations $\xi$ with values in $\mathscr{B}(B, B)$ such that $(\xi(t, \omega)-I)(B) \subset$ $B^{*}$ and $\zeta$ with values in $H$. Suppose $X(t, \omega)=x_{0}+$ $\int_{0}^{t} \xi(s, \omega) d W(s, \omega)+\int_{0}^{t} \sigma(s, \omega) d s$, where $\sigma$ is a non-anticipating transformation with values in $H$. Let $f(t, x)$ be a continuous function on $R \times B$, continuously twice differentiable in the $H$-directions with $D^{2} f(t, x) \in \mathscr{B}_{1}(H, H)$ for the $x$ variable and once differentiable for the $t$ variable. Then $f(t, X(t, \omega))=$ $f\left(0, x_{0}\right)+\int_{0}^{t}\left(\xi^{*}(s, \omega) D f(s, X(s, \omega), d W(s, \omega))+\int_{0}^{t}\{\partial f / \partial s(s, X(s, \omega))+\right.$ $<D f\left(s, X(s, \omega), \sigma(s, \omega)>+\frac{1}{2} \operatorname{trace}\left[\hat{\xi}^{*}(s, \omega) D^{2} f(s, X(s, \omega)) \xi(s, \omega)\right]\right\} d s$, where $<,>$ is the inner product of $H$. Under certain assumptions on $A$ and $\sigma$ it is shown that the stochastic integral equation $X(t, \omega)=x_{0}+\int_{0}^{t} A(X(s, \omega)) d W(s, \omega)+\int_{0}^{t} \sigma(X(s, \omega)) d s$ has a unique solution. This solution is a homogeneous strong Markov process.

1. Introduction. The notion of stochastic integral introduced by K. Ito [5;8] is well-known nowadays [10]. Its generalization to infinite dimensional space has been investigated and used for the study of differential equations of diffusion type. See, for instance, [1] and [2]. The purpose of this paper is to define and study stochastic integrals with respect to standard Wiener process in an abstract Wiener space [3;4]. We will generalize Ito's formula [7] and study the stochastic integral equation. We remark that our work is quite different from that of [1] and closely related to that of [2]. However, we have a more general space and weaker assumptions than [2].
2. Abstract Wiener space. In this section we give a brief review of the notion of an abstract Wiener space and establish notation at the same time. Let $H$ be a real separable Hilbert space with norm and inner product denoted by $|\cdot|$ and $<,>$ respectively. Let $\mu_{t}(t>0)$ be the cylinder set measure on $H$ defined by $\mu_{t}(C)=$ $(2 \pi t)^{-n / 2} \int_{D} \exp \left\{-|x|^{2} / 2 t\right\} d x$, where $C=P^{-1}(D), D$ is a Borel set in the image of an $n$-dimensional projection $P$ in $H$ and $d x$ is Lebesgue measure in $P H$. A measurable norm on $H$ is a norm $\|\cdot\|$ on $H$ with
the property that for every $\varepsilon>0$ there exists a finite-dimensional projection $P_{c}$ such that $\mu_{1}(\{x \in H ;\|P x\|>\varepsilon\})<\varepsilon$ whenever $P$ is a finite-dimensional projection orthogonal to $P_{0}$. Denote by $B$ the completion of $H$ with respect to $\|\cdot\|$. Let $i$ be the inclusion map from $H$ into $B$ and $j$ the embedding (by restriction) of $B^{*}$ into $H^{*}$. Henceforth we will make the identifications $H^{*} \equiv H$ and $B^{*} \equiv j B^{*}$. Thus $B^{*} \subset H \subset B$ and $\langle x, y\rangle=(x, y)$ for all $x$ in $B^{*}$ and $y$ in $H$, where (, ) denotes the natural pairing of $B^{*}$ and $B$. The triple $(i, H, B)$ is called an abstract Wiener space. It is shown in [3] that $\mu_{t} \circ i^{-1}$, defined on the cylinder sets of $B$, has a unique countably additive extension $p_{t}$ to the Borel field of $B$.

Define for $x$ in $B$ and $E$ a Borel subset of $B, p_{t}(x, E)=p_{t}(E-x)$. It is remarked in [4] that $p_{t}(x, \cdot), t>0$, are the transition probabilities for a Markov process with continuous sample paths starting at the origin in $B$. Throughout this paper $\Omega$ will denote the space of continuous functions $\omega$ from $[0, \infty)$ into $B$ vanishing at 0 . Then there is a unique probability measure $\mathscr{P}$ on the $\sigma$-field $\mathscr{I}$ generated by the coordinate functions such that if $0=t_{0}<t_{1}<\cdots<t_{n}$ then $\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right), 0 \leqq j \leqq n-1$, are independent and the $j$ th one has distribution measure $p_{t_{j+1}-t_{j}}$. We denote by $\mathscr{E}$ the expectation with respect to $(\Omega, \mathscr{P})$. The process $W(t)$ given by $W(t)(\omega)=\omega(t)$ is called a Wiener process with state space $B$.

In the sequel we will use the notation $\theta_{r}=\int_{B}\|x\|^{r} p_{1}(d x)$. It is a consequence of a theorem proved recently by Fernique that $\theta_{r}<\infty$ for $1 \leqq r<\infty$. Thus we have, for instance, $\mathscr{E}\left(\|W(t)-W(s)\|^{2}\right)=$ $|t-s| \theta_{2}$.

We will assume the following on $(i, H, B)$ : There exists a sequence $Q_{n}$ of finite dimensional projections such that (1) $Q_{n}(B) \subset B^{*}$, (2) $Q_{n}$ converges strongly to the identity both in $B$ and in $H$. It follows by the Principle of Uniform Boundedness that there exists a finite constant $\alpha>0$ such that $\left\|Q_{n}\right\|_{B, B}=\sup _{x \neq 0}\left\|Q_{n} x\right\| /\|x\|<\alpha$ for all $n$.

## 3. Stochastic integrals.

Notation. $\quad-\mathscr{l}_{t} \equiv \sigma$-field generated by $W(s), 0 \leqq s \leqq t . \quad \mathscr{B}(X, Y) \equiv$ the Banach space of all continuous linear operators from a Banach space $X$ into another Banach space $Y . \mathscr{B}_{1}(H, H)=$ the Banach space of all trace class operators of $H$. $\mathscr{B}_{2}(H, H)=$ the Hilbert space of all Hilbert-Schmidt operators of $H$. Norms in $\mathscr{B}(X, Y), \mathscr{B}_{1}(H, H)$ and $\mathscr{B}_{2}(H, H)$ are denoted by $\|\cdot\|_{X, Y},\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ respectively. $c$ will always denote a constant such that $\|x\| \leqq c|x|$ for all $x$ in $H$.

Remark 3.1. Every bounded operator from $B$ into $B^{*}$ is a trace
class operator of $H$ (p. 10 in [9]). In fact we have $\|S\|_{1} \leqq \theta_{2}\|S\|_{B, B^{*}}$ for all $S \in \mathscr{B}\left(B, B^{*}\right)$. A map from $B$ into itself with image in $B^{*}$ will be called skinny.

Definition 3.1. By a non-anticipating skinny transformation (n.a.s.t.) we mean a stochastic process $\zeta(t, \omega)(t \in[0, \infty), \omega \in \Omega)$ with state space $\mathscr{B}\left(B, B^{*}\right)$ with the properties that $\zeta$ is $(t, \omega)$-jointly measurable and for each $t \geqq 0 \zeta(t, \cdot)$ is $\mathscr{A}_{t}$-measurable. $\zeta$ is said to be simple if there is a partition $\left\{0=t_{0}<t_{1}<\cdots<t_{n}\right\}$ such that $\zeta(t, \omega)=$ $\zeta\left(t_{j}, \omega\right)$ for $t_{j} \leqq t<t_{j+1}, j=0,1, \cdots, n-1$, and $\zeta(t, \omega)=\zeta(t, \omega)$ for $t_{n} \leqq t$.

By using the same technique of Lemma 7.1 in [8] we can easily prove the following

Lemma 3.1. Let $\zeta$ be a n.a.s.t such that for each $0<T<\infty$

$$
\mathscr{E} \int_{0}^{T}\|\zeta(t, \omega)\|_{B, B^{*}}^{2} d t<\infty
$$

Then there exists a sequence $\zeta_{n}$ of simple n.a.s.t. such that for each $0<T<\infty$

$$
\lim _{n \rightarrow \infty} \mathscr{E} \int_{0}^{T}\left\|\zeta(t, \omega)-\zeta_{n}(t, \omega)\right\|_{B, B^{*}}^{2} d t=0
$$

Let $\zeta$ be a simple n.a.s.t. with jumps at $0<t_{1}<t_{2}<\cdots<t_{n}$. Suppose $\mathscr{E} \int_{0}^{T}\|\zeta(s, \omega)\|_{B, B^{*}}^{2} d s<\infty$ for each $0<T<\infty$. We define stochastic integral $I_{\zeta}$ of $\zeta$ with respect to $W(t)$ as follows:

$$
\begin{aligned}
I_{\zeta}(t, \omega)= & \sum_{k=0}^{j-1} \zeta\left(t_{k}, \omega\right)\left(W\left(t_{k+1}, \omega\right)-W\left(t_{k}, \omega\right)\right) \\
& +\zeta\left(t_{j}, \omega\right)\left(W(t, \omega)-W\left(t_{j}, \omega\right)\right)
\end{aligned}
$$

if $t_{j} \leqq t<t_{j+1}, j=0,1, \cdots, n$.
Here we use the convention that $t_{0}=0, t_{n+1}=\infty$.
Notation.

$$
I_{\zeta}(t, \omega)=\int_{0}^{t} \zeta(s, \omega) d W(s, \omega)
$$

Remark 3.2. We will consider $I_{\zeta}$ as a stochastic process with state space $H$.

Lemma 3.2. Suppose $\zeta$ is a n.a.s.t. Then we have
(i) for $s<t, \mathscr{E}\left(|\zeta(s)(W(t)-W(s))|^{2}\right)=(t-s) \mathscr{C}\left(\|\zeta(s)\|_{2}^{2}\right)$.
(ii) for $s<t<u<v, \mathscr{E}<\zeta(s)(W(t)-W(s)), \zeta(u)(W(v)-W(u))>=0$.

Proof. We prove (i) only since (ii) can be proved similarly. Let
$\left\{Q_{n}\right\}$ be the projections given in the end of §2. Define a sequence of random variables $f_{m}$ on $\Omega$ by

$$
f_{m}=\left|Q_{m} \zeta(s)(W(t)-W(s))\right|^{2} .
$$

So

$$
\begin{aligned}
f_{m} & \leqq|\zeta(s)(W(t)-W(s))|^{2} \leqq c\|\zeta(s)(W(t)-W(s))\|_{B^{*}}^{2} \\
& \leqq c\|\zeta(s)\|_{B, B^{*}}^{2}\|W(t)-W(s)\|^{2}
\end{aligned}
$$

Since $\zeta$ is non-anticipating, we have

$$
\begin{aligned}
\mathscr{E}\left(\|\zeta(s)\|_{B, B^{*}}^{2}\|W(t)-W(s)\|^{2}\right) & =\mathscr{E}\left(\|\zeta(s)\|_{B, B^{*}}^{2}\right) \cdot \mathscr{E}\left(\|W(t)-W(s)\|^{2}\right) \\
& =(t-s) \theta_{2} \mathscr{E}\left(\|\zeta(s)\|_{B, B^{*}}^{2}\right) .
\end{aligned}
$$

Thus $f_{m}$ is dominated by an integrable function. Obviously $f_{m}$ converges to $|\zeta(s)(W(t)-W(s))|^{2}$ a.e. By the Lebesgue dominated convergence theorem,

$$
\mathscr{E}\left(|\zeta(s)(W(t)-W(s))|^{2}=\lim _{m \rightarrow \infty} \mathscr{E}\left(\mid Q_{m} \zeta(s)\left(W(t)-\left.(W(s))\right|^{2}\right)\right.\right.
$$

Now

$$
\begin{aligned}
\mathscr{E}\left(\left|Q_{m} \zeta(s)(W(t)-W(s))\right|^{2}\right) & =\mathscr{E}\left(\sum_{j=1}^{m}<\zeta(s)(W(t)-W(s)), e_{j}>^{2}\right) \\
& =\sum_{j=1}^{m} \mathscr{E}\left\{\left(W(t)-W(s), \zeta^{*}(s) e_{j}\right)^{2}\right\}
\end{aligned}
$$

We will prove below that

$$
\begin{equation*}
\mathscr{E}\left\{\left(W(t)-W(s), \zeta^{*}(s) e_{j}\right)^{2}\right\}=(t-s) \sum_{k=1}^{\infty} \mathscr{E}\left\{\left(\zeta^{*}(s) e_{j}, e_{k}\right)^{2}\right\} \tag{1}
\end{equation*}
$$

Then

$$
\begin{aligned}
\mathscr{E}\left(\left|Q_{m} \zeta(s)(W(t)-W(s))\right|^{2}\right) & =\sum_{j=1}^{m}(t-s) \sum_{k=1}^{\infty} \mathscr{E}\left\{\left(\zeta^{*}(s) e_{j}, e_{k}\right)^{2}\right\} \\
& =(t-s) \mathscr{C}\left(\sum_{j=1}^{m}\left|\zeta^{*}(s) e_{j}\right|^{2}\right)
\end{aligned}
$$

which yields the desired conclusion when $m \rightarrow \infty$.
Let us prove now the assertion (1). Define $g_{n}=\left(Q_{n}(W(t)-W(s))\right.$, $\left.\zeta^{*}(s) e_{j}\right)^{2}$. Then $g_{n}$ converges to $\left(W(t)-W(s), \zeta^{*}(s) e_{j}\right)^{2}$ a.e. Furthermore $g_{n}$ is dominated by an integrable function since:

$$
\begin{aligned}
g_{n} & \leqq\left\|Q_{n}\right\|_{B, B}^{2}\|W(t)-W(s)\|^{2}\left\|\zeta^{*}(s)\right\|_{B, B^{*}}^{2}\left\|e_{j}\right\| \\
& \leqq \alpha^{2}\|W(t)-W(s)\|^{2}\left\|\zeta^{*}(s)\right\|_{B, B^{*}}^{2}\left\|e_{j}\right\|
\end{aligned}
$$

Therefore by Lebesgue's convergence theorem,

$$
\left.\mathscr{E}\left\{\left(W(t)-W(s), \zeta^{*}(s) e_{j}\right)^{2}\right\}=\lim _{n \rightarrow \infty} \mathscr{E}\left\{Q_{n}(W(t)-W(s)), \zeta^{*}(s) e_{j}\right)^{2}\right\}
$$

Assertion (1) follows immediately by noting that

$$
\begin{aligned}
& \mathscr{E}\left\{\left(Q_{n}(W(t)-W(s)), \zeta^{*}(s) e_{j}\right)^{2}\right\} \\
& \quad=\mathscr{E}\left\{\left[\sum_{k=1}^{n}\left(W(t)-W(s), e_{k}\right)\left(\zeta^{*}(s) e_{j}, e_{k}\right)\right]^{2}\right\} \\
& \quad=(t-s) \sum_{k=1}^{n} \mathscr{E}\left\{\left(\zeta^{*}(s) e_{j}, e_{k}\right)^{2}\right\}
\end{aligned}
$$

by a simple calculation.
Proposition 3.1. The stochastic integral $I_{\zeta}$ has the following properties:
(1) $I_{\zeta}$ is coutinuous in $t$ for almost all $\omega$.
(2) $I_{\zeta}$ is a martingale with respect to $\left\{\mathscr{A}_{t}\right\}$.
(3) $\mathscr{P}\left\{\sup _{0 \leq t \leq T}\left|I_{\zeta}(t, \omega)\right|>\alpha\right\} \leqq\left(1 / \alpha^{2}\right) \mathscr{E}\left\{\left|I_{\zeta}(T, \omega)\right|^{2}\right\}$
(4) $\mathscr{E}\left\{I_{\zeta}(t, \omega)\right\}=0, \mathscr{E}\left\{\left|I_{\zeta}(t, \omega)\right|^{2}\right\}=\mathscr{E} \int_{0}^{t}\|\zeta(s, \omega)\|_{2}^{2} d s$
(5) $I_{\alpha \zeta_{1}+\beta \zeta_{2}}=\alpha I_{\zeta_{1}}+\beta I_{\zeta_{2}}$, where $\zeta_{1}$ and $\zeta_{2}$ are n.a.s.t. and $\alpha, \beta \in R$.
(6) $I_{\zeta}$ is non-anticipating.

Proof. (1), (2), (5) and (6) are obvious, while (3) follows from (1) and (2) by Doob's inequality. Therefore we need only show (4). Without loss of generality we may assume that $t=t_{j+1}$ for some $j$. Thus

$$
\begin{aligned}
I_{\zeta}(t, \omega)= & \sum_{k=0}^{j} \zeta\left(t_{k}, \omega\right)\left(W\left(t_{k+1}, \omega\right)-W\left(t_{k}, \omega\right)\right) \\
\mid I_{\zeta}\left(t,\left.\omega\right|^{2}\right)= & \sum_{k=0}^{j} \sum_{m=0}^{j}<\zeta\left(t_{k}, \omega\right)\left(W\left(t_{k+1}, \omega\right)\right) \\
& -W\left(t_{k}, \omega\right), \zeta\left(t_{m}, \omega\right)\left(W\left(t_{m+1}, \omega\right)-W\left(t_{m}, \omega\right)\right)>.
\end{aligned}
$$

Apply Lemma 3.2 and we obtain

$$
\begin{aligned}
\mathscr{E}\left(\left|I_{\zeta}(t, \omega)\right|^{2}\right) & =\sum_{k=0}^{j}\left(t_{k+1}-t_{k}\right) \mathscr{E}\left(\left\|\zeta\left(t_{k}, \omega\right)\right\|_{2}^{2}\right) \\
& =\mathscr{E} \int_{0}^{t}\|\zeta(s, \omega)\|_{2}^{2} d s
\end{aligned}
$$

Finally using the same argument used in the proof of Lemma 3.2 we see immediately that $\mathscr{E}<I_{\zeta}(t, \omega), h>=0$ for all $h \in H$. Hence

$$
\mathscr{E}\left\{I_{\zeta}(t, \omega)\right\}=0
$$

Using Lemma 3.1 and applying the same technique used in

Theorem 8 of [8], we can easily show the following.
THEOREM 3.1. For every n.a.s.t. $\zeta$ such that $\mathscr{E} \int_{0}^{T}\|\zeta(t, \omega)\|_{B, B^{+}}^{2} d t<$ $\infty$ for each $0<T<\infty$, we can determine a stochastic process

$$
I_{\zeta}(t, \omega) \equiv \int_{0}^{t} \zeta(s, \omega) d W(s, \omega)
$$

such that the properties (1)-(6) of Proposition 3.1 hold.
Definition 3.2. By a non-anticipating transformation (n.a.t.) we mean a stochastic process $\xi(t, \omega)(t \in[0, \infty), \omega \in \Omega)$ with state space $\mathscr{B}(B, B)$ such that $\zeta(t, \omega)=\xi(t, \omega)-I$ in a n.a.s.t.

Definition 3.3. If $\xi(t, w)$ is a n.a.t. such that

$$
\mathscr{E} \int_{0}^{T}\|\xi(t, \omega)-I\|_{B, B^{*}}^{2} d t<\infty \quad \text { for each } \quad 0<T<\infty
$$

then we define the stochastic integral $I_{\xi}$ of $\xi$ with respect to $W$ by $I_{\xi}(t, \omega)=W(t, \omega)+I_{\zeta}(t, \omega)$, where $\zeta=\xi-I$.

Proposition 3.2.

$$
\mathscr{E}\left\{\left\|I_{\xi}(t, \omega)\right\|^{2}\right\} \leqq 2(1+c)^{2}\left(1+\theta_{2}\right) \mathscr{C} \int_{0}^{t}\left(1+\|\zeta(s, \omega)\|_{2}^{2}\right) d s
$$

Proof. Direct computation.
Definition 3.4. By a non-anticipating vector (n.a.v.) we mean a stochastic process $\sigma(t, \omega)(t \in[0, \infty), \omega \in \Omega)$ with state space $H$ such that $\sigma$ is $(t, \omega)$-jointly measurable and for each $t \geqq 0, \sigma(t, \cdot)$ is $\mathscr{M}_{t^{-}}$ measurable. $\sigma$ is said to be simple if there is a finite partition of $[0, \infty)$ such that $\sigma$ is a constant random vector (i.e., with values in $H)$ on each interval of the partition.

Lemma 3.3. Suppose $\sigma$ is a n.a.v. such that for each $0<T<\infty$ $\mathscr{E} \int_{0}^{T}|\sigma(t, \omega)|^{2} d t<\infty$. Then there exists a sequence of simple n.a.v. $\sigma_{n}$ such that $\sigma_{n} \in B^{*}$ and for each $0<T<\infty, \mathscr{E} \int_{0}^{T}\left|\sigma(t, \omega)-\sigma_{n}(t, \omega)\right|^{2} d t \rightarrow$ 0 as $n \rightarrow \infty$.

Proof. The same argument in Lemma 7.1 [8] shows that there is a sequence $\eta_{n}$ of simple n.a.v. such that for each $0<T<\infty$, $\mathscr{E} \int_{0}^{T}\left|\eta_{n}(t, \omega)-\sigma(t, \omega)\right|^{2} d t \rightarrow 0$ as $n \rightarrow \infty$.

Let $\left\{e_{k}\right\}$ be an orthonormal basis of $H$ lying entirely in $B^{*}$. Let
$P_{n}$ be the orthogonal projection onto the span of $e_{1}, \cdots, e_{n}$. It is easy to see that $\sigma_{n}=P_{n} \eta_{n}$ is a desired sequence.

Let $\sigma$ be a simple n.a.v. in $B^{*}$ with jumps at $0<t_{1}<\cdots<t_{n}$. The stochastic integral $J_{\sigma}$ of $\sigma$ with respect to $W$ is defined as follows.

$$
\begin{aligned}
J_{\sigma}(t, \omega)= & \sum_{k=0}^{j-1}\left(\sigma\left(t_{k}, \omega\right), W\left(t_{k+1}, \omega\right)-W\left(t_{k}, \omega\right)\right) \\
& +\left(\sigma\left(t_{j}, \omega\right), W(t, \omega)-W\left(t_{j}, \omega\right)\right), t_{j} \leqq t<t_{j+1}
\end{aligned}
$$

where $t_{0}=0, t_{n+1}=\infty$.

Notation.

$$
J_{\sigma}(t, \omega) \equiv \int_{0}^{t}(\sigma(s, \omega), d W(s, \omega))
$$

Remark 3.3. Recall that (, ) is the natural pairing of $B^{*}$ and $B$. Hence $J_{\sigma}$ is a stochastic process with values in $R$.

Parallel to $I_{\zeta}$ the stochastic integral $J_{\sigma}$ has the similar Properties and extensions. We will omit the proof since it is routine.

Theorem 3.2. For every n.a.v. $\sigma$ such that $\mathscr{E} \int_{0}^{T}|\sigma(t, \omega)|^{2} d t<\infty$ for each $0<T<\infty$; we can determine a stochastic process $J_{\sigma}(t, \omega) \equiv$ $\int_{0}^{t}(\sigma(s, \omega), d W(s, \omega))$ such that
(1) $J_{\sigma}$ is continuous in $t$ for almost all $\omega$
(2) $J_{\sigma}$ is a martingale with respect to $\left\{\mathscr{M}_{t}\right\}$
(3) $\mathscr{P}\left\{\sup _{0 \leqq t \leqq T}\left|J_{\sigma}(t, \omega)\right|>\alpha\right\} \leqq\left(1 / \alpha^{2}\right) \mathscr{E}\left\{J_{\sigma}(T, \omega)^{2}\right\}$
(4) $\mathscr{E} J_{\sigma}(t, \omega)=0, \mathscr{E}\left\{J_{\sigma}(t, \omega)^{2}\right\}=\mathscr{E} \int_{0}^{t}|\sigma(s, \omega)|^{2} d s$
(5) $J_{\alpha \sigma_{1}+\beta \sigma_{2}}=\alpha J_{\sigma_{1}}+\beta J_{\sigma_{2}}, \quad \alpha, \beta \in R$
(6) $J_{o}$ is also non-anticipating.

Remark 3.4. The reader should not be surprised that we can determine $J_{\sigma}$ such that it is continuous in $t$ for almost all $\omega$. Consider for example the simplest case $\sigma \equiv h \in H \backslash B^{*}$. The stochastic process $(h, W(t))=X(t)$ is not continuous in $t$. However it has a continuous version. This can be seen by observing that

$$
\mathscr{E}\left\{(X(t)-X(s))^{4}\right\}=3(t-s)^{2}|h|^{4}
$$

4. Ito's formula. Let $f$ be a real-valued function defined in an open set $U$ of $B$. We will consider two kinds of differentiability for $f$. The Frechet derivative of $f$ at $x \in U$ is the element $a(x) \in B^{*}$ such that

$$
|f(x+y)-f(x)-(a(x), y)|=o(\|y\|) \quad \text { for small } \quad y \in B
$$

We will always denote $a(x)$ by $f^{\prime}(x) . \quad f$ is said to be of class $C^{1}$ if $f^{\prime}(x)$ exists for every $x \in U$ and $f^{\prime}$ is continuous from $U$ into $B^{*}$. On the other hand, $f$ is said to be Frechet differentiable at $x$ in $H$ directions (briefly, $H$-differentiable at $x$ ) if there exists an element $b(x) \in H$ such that

$$
|f(x+h)-f(x)-\langle b(x), h\rangle|=0(|h|) \quad \text { for small } \quad h \in H
$$

$b(x)$ is easily seen to be unique and will be denoted always by $D f(x)$. Note that the existence of $f^{\prime}(x)$ implies that of $D f(x)$ and $f^{\prime}(x)=$ $D f(x)$, but the existence of $D f(x)$ does not imply the continuity of $f$ at $x$ in $B$-topology. Inductively we can define $f^{(n)}$, class $C^{n}$ and $D^{n} f$.

Theorem 4.1. (Ito's Formula). Let $f(t, x)$ be a real-valued continuous function on $[0, \infty) \times B$. Suppose
(1) for each $x \in B, f(\cdot, x)$ is of class $C^{1}$ and $\partial f / \partial s$ is continuous on $[0, \infty) \times B$.
(2) for each $t \geqq 0, f(t, \cdot)$ is twice $H$-differentiable with $D^{2} f(t, x) \in$ $\mathscr{B}_{1}(H, H)$ for all $x \in B$.
(3) Df is continuous from $(0, \infty) \times B$ into $H$ and $D^{2} f$ is continuous from $(0, \infty) \times B$ into $\mathscr{B}_{1}(H, H)$. There exists $\delta>0$ such that $\int_{0}^{\delta}|D f(s, x)| d s<\infty, \int_{0}^{\delta}\left\|D^{2} f(s, x)\right\|_{1} d s<\infty$ for all $x$ in $B$. If $X(t, \omega)=x_{0}+\int_{0}^{t} \xi(s, \omega) d W(s, \omega)+\int_{0}^{t} \sigma(s, \omega) d s$, where $\xi$ is a n.a.t. and $\sigma$ is a n.a.v., then

$$
\begin{aligned}
f(t, X(t, \omega))= & f\left(0, x_{0}\right)+\int_{0}^{t}\left(\xi^{*}(s, \omega) D f(s, X(s, \omega)), d W(s, \omega)\right) \\
& +\int_{0}^{t}\left\{\frac{\partial f}{\partial s}(s, X(s, \omega))+<D f(s, X(s, \omega)), \sigma(s, \omega)>\right. \\
& \left.+\frac{1}{2} \operatorname{trace}\left[\xi^{*}(s, \omega) D^{2} f(s, X(s, \omega)) \xi(s, \omega)\right]\right\} d s
\end{aligned}
$$

where * denotes the adjoint of an operator when it is restricted to $H$.
Theorem 4.2. Let $f(t, x)$ be a continuous function on $[0, \infty) \times$ $B, C^{1}$ in the $t$ variable and $C^{2}$ in the $x$ variable and satisfying the condition (3) of Theorem 4.1. Then the same formula as in Theorem 4.1 holds.

## Proof of Theorem 4.1 by assuming Theorem 4.2:

Define $g_{n}(t, x)=f\left(t, Q_{n} x\right), n=1,2, \cdots$. It is easily checked that each $g_{n}$ satisfies the hypothesis of Theorem 4.2, $\partial g_{n}(t, x) / \partial t=\partial f\left(t, Q_{n} x\right) / \partial t$, $g_{n}^{\prime}(t, x)=Q_{n}^{*} D f\left(t, Q_{n} x\right)$ and $g_{n}^{\prime \prime}(t, x)=Q_{n}^{*} \circ D^{2} f\left(t, Q_{n} x\right) \circ Q_{n}$. Therefore by

Theorem 4.2 we have

$$
\begin{aligned}
& f\left(t, Q_{n} X(t, \omega)\right) \\
&= f\left(0, Q_{n} x_{0}\right)+\int_{0}^{t}\left(\xi^{*}(s, \omega) Q_{n}^{*} D f\left(s, Q_{n} X(s, \omega)\right), d W(s, \omega)\right) \\
&+\int_{0}^{t}\left\{\frac { \partial f } { \partial s } \left(s, Q_{n} X(s, \omega)+<Q_{n}^{*} D f\left(s, Q_{n} X(s, \omega)\right), \sigma(s, \omega)>\right.\right. \\
&\left.+\frac{1}{2} \operatorname{trace}\left[\xi^{*}(s, \omega) Q_{n}^{*} \circ D^{2} f\left(s, Q_{n} X(s, \omega)\right) Q_{n} \xi(s, \omega)\right]\right\} d s
\end{aligned}
$$

Letting $n \rightarrow \infty$, we get the desired conclusion.
The remainder of this section is devoted to the proof of Theorem 4.2. For the sake of notational convenience, we will prove Proposition 4.1 only. The proof of Theorem 4.2 follows similarly.

Lemma 4.1. Let $\zeta$ be a n.a.s.t. Then
(i) for $s \leqq t$,

$$
\begin{aligned}
\mathscr{E}\left\{(\zeta(s)(W(t)-W(s)), W(t)-W(s))^{2}\right\}= & (t-s)^{2} \mathscr{E}\left\{\|\zeta(s)\|_{2}^{2}\right. \\
& \left.+(\operatorname{trace} \zeta(s))^{2}\right\}
\end{aligned}
$$

(ii) for $s \leqq t \leqq u \leqq v$,

$$
\begin{aligned}
& \mathscr{E}\{(\zeta(s)(W(t)-W(s)), W(t)-W(s))\} \times \\
& \quad \times\{(\zeta(u)(W(v)-W(u)), W(v)-W(u))\} \\
& \quad=(v-u) \mathscr{E}\{\operatorname{trace} \zeta(u)(\zeta(s)(W(t)-W(s)), W(t)-W(s))\}
\end{aligned}
$$

Proof. Direct computation.
Lemma 4.2. Let $\zeta$ be a n.a.s.t. Assume that $\zeta(t, \omega)$ is continuous in $t$ for almost all $\omega$ and $\|\zeta(t, \omega)\|_{B, B^{*}} \leqq M$ for all $t$ and a.e. $\omega . \pi_{n}=$ $\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}$ is a partition of $[0, t] . \quad\left|\pi_{n}\right|=\max _{0 \leqq j \leqq n-1}\left(t_{j+1}-t_{j}\right)$. Then

$$
\sum_{j=0}^{n-1}\left(\zeta\left(t_{j}, \omega\right)\left(W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right), W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right)
$$

converges in the mean to $\int_{0}^{t}$ trace $\zeta(s, \omega) d s$ as $\left|\pi_{n}\right| \rightarrow 0$.
Proof. For the sake of convenience we use the notation $\Delta t_{j}=$ $t_{j+1}-t_{j}, \Delta W_{j}=W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right), S_{n}(t, \omega)=\sum_{j=0}^{n-1}\left(\zeta\left(t_{j}, \omega\right) \Delta W_{j}, \Delta W_{j}\right)$ and $R_{n}(t, \omega)=\sum_{j=0}^{n=1} \Delta t_{j}$ trace $\zeta\left(t_{j}, \omega\right)$. Note first that since $\zeta$ is continuous we have $R_{n}(t, \omega) \rightarrow \int_{0}^{t}$ trace $\zeta(s, \omega) d s$ with $\mathscr{P}$-probability 1 as $\left|\pi_{n}\right| \rightarrow 0$. Using the assumption in $\zeta$ and the Lebesgue dominated
convergence theorem it is easy to see that $R_{n}(t, \omega)$ converges to $\int_{0}^{t}$ trace $\zeta(s, \omega) d s$ in the mean as $\left|\pi_{n}\right| \rightarrow 0$. Therefore to finish the proof it is sufficient to show that $\mathscr{E}\left|S_{n}-R_{n}\right|^{2} \rightarrow 0$ as $\left|\pi_{n}\right| \rightarrow 0$.

$$
\begin{aligned}
\left|S_{n}-R_{n}\right|^{2}= & \left|\sum_{j=0}^{n-1}\left(\zeta\left(t_{j}, \omega\right) \Delta W_{j}, \Delta W_{j}\right)-\Delta t_{j} \operatorname{trace} \zeta\left(t_{j}, \omega\right)\right|^{2} \\
= & \sum_{j=0}^{n-1}\left\{\left(\zeta\left(t_{j}, \omega\right) \Delta W_{j}, \Delta W_{j}\right)-\Delta t_{j} \operatorname{trace} \zeta\left(t_{j}, \omega\right)\right\}^{2} \\
& +2 \sum_{i<j}\left\{\left(\zeta\left(t_{i}, \omega\right) \Delta W_{i}, \Delta W_{i}\right)-\Delta t_{i} \operatorname{trace} \zeta\left(t_{i}, \omega\right)\right\} \\
& \cdot\left\{\left(\zeta\left(t_{j}, \omega\right) \Delta W_{j}, \Delta W_{j}\right)-\Delta t_{j} \operatorname{trace} \zeta\left(t_{j}, \omega\right)\right\}
\end{aligned}
$$

Applying Lemma 4.1, we obtain

$$
\begin{aligned}
\mathscr{E}\left|S_{n}-R_{n}\right|^{2} & =\sum_{j=0}^{n-1} \Delta t_{j}^{2} \mathscr{E}\left\{\left\|\zeta\left(t_{j}, \omega\right)\right\|_{2}^{2}\right\} \\
& \leqq \sum_{j=0}^{n-1} \Delta t_{j}^{2} \theta_{2} \mathscr{E}\left\{\left\|\zeta\left(t_{j}, \omega\right)\right\|_{B, B^{*}}^{2}\right\} \\
& \leqq \theta_{2} M^{2} \sum_{j=0}^{n-1} \Delta t_{j}^{2} \leqq \theta_{2} M^{2} t\left|\pi_{n}\right| \rightarrow 0 \quad \text { as } \quad\left|\pi_{n}\right| \rightarrow 0
\end{aligned}
$$

Proposition 4.1. If $f$ is a real-valued function of class $C^{2}$ on $B$, then

$$
\begin{aligned}
f(W(t, \omega))= & f(0)+\int_{0}^{t}\left(f^{\prime}(W(s, \omega)), d W(s, \omega)\right) \\
& +\frac{1}{2} \int_{0}^{t} \operatorname{trace} f^{\prime \prime}(W(s, \omega)) d s
\end{aligned}
$$

Proof. Obviously the integrals have continuous versions. Therefore it suffices to prove the equallity for each fixed $t$. Because $f$ is $C^{2}$, we have

$$
\begin{align*}
f(x)-f(y)= & \left(f^{\prime}(y), x-y\right)+\frac{1}{2}\left(f^{\prime \prime}(y)(x-y), x-y\right) \\
& +o\left(\|x-y\|^{2}\right) \tag{1}
\end{align*}
$$

Recall that (, ) is the natural pairing of $B^{*}$ and $B$. Note that $f^{\prime}(y) \in$ $B^{*}$ and $f^{\prime \prime}(y) \in \mathscr{B}\left(B, B^{*}\right)$ for all $y \in B$. We may assume that $\left\|f^{\prime \prime}(y)\right\|_{B, B^{*}} \leqq M$ for all $y \in B$. Let $\pi_{n}=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}$ be a partition of $[0, t]$ and $\left|\pi_{n}\right|=\max _{0 \leqq j \leqq n-1}\left(t_{j-1}-t_{j}\right)$.

Using (1) we obtain

$$
\begin{aligned}
f(W(t, \omega))-f(0) & =\sum_{j=0}^{n-1} f\left(W\left(t_{j+1}, \omega\right)\right)-f\left(W\left(t_{j}, \omega\right)\right) \\
& =\sum_{j=0}^{n-1}\left(f^{\prime}\left(W\left(t_{j}, \omega\right)\right), W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right)
\end{aligned}
$$

(2)

$$
\begin{aligned}
& +\sum_{j=0}^{n-1} \frac{1}{2}\left[f ^ { \prime \prime } ( W ( t _ { j } , \omega ) ) \left(W\left(t_{j+1}, \omega\right)\right.\right. \\
& \left.\left.-W\left(t_{j}, \omega\right)\right), W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right] \\
& +\sum_{j=0}^{n-1} o\left(\left\|W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right\|^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& \mathscr{E} \mid \sum_{j=0}^{n-1}\left(f^{\prime}\left(W\left(t_{j}, \omega\right)\right), W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right)  \tag{i}\\
&-\left.\int_{0}^{t}\left(f^{\prime}(W(s, \omega)), d W(s, \omega)\right)\right|^{2} \\
&= \mathscr{E}\left|\sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(f^{\prime}\left(W\left(t_{j}, \omega\right)\right)-f^{\prime}(W(s, \omega)), d W(s, \omega)\right)\right|^{2} \\
&= \mathscr{E} \sum_{j=0}^{n-1} \sum_{i=0}^{n-1} \int_{t_{j}}^{t_{j+1}} \int_{t_{i}}^{t_{i+1}}
\end{align*}
$$

Now use (4) of Proposition 3.1 to conclude that the above quantity is equal to

$$
\begin{aligned}
& \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} \mathscr{E} \mid f^{\prime}\left(W\left(t_{j}, \omega\right)-\left.f^{\prime}(W(s, \omega))\right|^{2} d s\right. \\
& \quad \leqq \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} \mathscr{C}\left\{\left|f^{\prime \prime}\left(W\left(t_{j}, \omega\right)\right)\left(W\left(t_{j}, \omega\right)-W(s, \omega)\right)\right|^{2}+o\left(\| W\left(t_{j}, \omega\right)\right.\right. \\
& \quad-W(s, \omega))|\mid)\} d s \\
& \quad \leqq \sum_{j=0}^{n-1}\left[c^{2} M^{2} \theta_{2}\left(t_{j+1}-t_{j}\right)^{2}+o\left(\left|t_{j+1}-t_{j}\right|^{1 / 2}\right)\left(t_{j+1}-t_{j}\right)\right] \rightarrow 0 \text { as }\left|\pi_{n}\right| \rightarrow 0
\end{aligned}
$$

Therefore $\sum_{\substack{n=0}}^{n-1}\left(f^{\prime}\left(W\left(t_{j}, \omega\right)\right), W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right)$ converges to $\int_{0}^{t}\left(f^{\prime}(W(s, \omega)), d W(s, \omega)\right)$ in the mean as $\left|\pi_{n}\right|$ tends to zero.
(ii) By Lemma 4.2,

$$
\sum_{j=0}^{n-1} \frac{1}{2}\left(f^{\prime \prime}\left(W\left(t_{j}, \omega\right)\right)\left(W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right), W\left(_{j+1}, \omega\right)-\left(W\left(t_{j}, \omega\right)\right)\right.
$$

converges to $1 / 2 \int_{0}^{t}$ trace $f^{\prime \prime \prime}(W(s, \omega)) d s$ in the mean as $\left|\pi_{n}\right|$ tends to zero.
(iii) It is easy to see that

$$
\begin{aligned}
& \mathscr{E} \mid \sum_{j=0}^{n-1}\left\{\left\|W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right\|^{2}-\left.\theta_{2}\left(t_{j+1}-t_{j}\right\}\right|^{2}\right. \\
& \quad=\left(\theta_{4}-\theta_{2}^{2}\right) \sum_{j=0}^{n-1}\left(t_{j+1}-t_{j}\right)^{2} \leqq\left(\theta_{4}-\theta_{2}^{2}\right) t\left|\pi_{n}\right| \rightarrow 0 \text { as }\left|\pi_{n}\right| \rightarrow 0
\end{aligned}
$$

Therefore

$$
\sum_{j=0}^{n-1} o\left(\left\|W\left(t_{j+1}, \omega\right)-W\left(t_{j}, \omega\right)\right\|^{2}\right)
$$

converges to 0 in the mean as $\left|\pi_{n}\right| \rightarrow 0$.
Finally, choose a subsequence of partitions such that the convergence in (i), (ii) and (iii) is in the sense of almost sure. Then the desired conclusion follows immediately from (2).
5. Stochastic integral equation. Let $A$ be a map from $\left[t_{0}, \infty\right) \times$ $B, t_{0} \geqq 0$, into $\mathscr{B}(B, B)$ such that $(A(t, x)-I)(B) \subset B^{*}$ and $\sigma$ a map from $\left[t_{0}, \infty\right) \times B$ into $H$. Consider the stochastic integral equation

$$
\begin{equation*}
X(t, \omega)=\nu(\omega)+\int_{t_{0}}^{t} A(s, X(s, \omega)) d W(s, \omega)+\int_{t_{0}}^{t} \sigma(s, X(s, \omega)) d s \tag{3}
\end{equation*}
$$

where $\nu$ is $\mathscr{M}_{t_{0}}$-measurable.
Our objective is to seek a solution. In order to make the integrals meaningful, this solution must be non-anticipating with respect to $\left\{\mathscr{A}_{t}\right\}$.

Theorem 5.1. Assume that $A$ and $\sigma$ satisfy the following conditions
(i) $A(t, x)-I$ is continuous in $t$ from $\left[t_{0}, \infty\right)$ into $\mathscr{B}\left(B, B^{*}\right)$ for each $x \in B . \quad \sigma(t, x)$ is continuous in $t$ from $\left[t_{0}, \infty\right)$ into $H$ for each $x \in B$.
(ii) There exists a constant $K$ such that for all $t \geqq t_{0}$ and $x, y \in B$,

$$
\begin{aligned}
\|A(t, x)-A(t, y)\|_{2} & \leqq K\|x-y\| \\
|\sigma(t, x)-\sigma(t, y)| & \leqq K\|x-y\| \\
\|A(t, x)-I\|_{2}^{2} & \leqq K\left(1+\|x\|^{2}\right) \\
|\sigma(t, x)|^{2} & \leqq K\left(1+\|x\|^{2}\right)
\end{aligned}
$$

(iii)

$$
\mathscr{E}\left(\|\nu(\omega)\|^{2}\right)<\infty .
$$

Then there exists a unique non-anticipating continuous solution of (3).
Remark. Obviously it is sufficient to consider the case $t_{0} \leqq t \leqq T<$ $\infty$.

We will assume this in the following proof.
Proof. Let $\mathfrak{Z}$ be the Banach space of all non-anticipating stochastic processes $X(t, \omega)$ with state space $B$ satisfying $\sup _{t_{0} \leq t \leqq T} \mathscr{E}\left(\|X(t, \omega)\|^{2}\right)<$ $\infty$ with norm

$$
\left\|\|X\|=\left\{\sup _{t_{0} \leq t \leq T} \mathscr{E}\left(\|X(t, \omega)\|^{2}\right)\right\}^{1 / 2}\right.
$$

Observe that $W \in \mathfrak{Z}$ and $\left|\left||W| \|=\sqrt{\theta_{2} T .} \quad\right.\right.$ Define a $\operatorname{map} \Phi$ in $\mathfrak{X}$ by: $\quad X \in$ Q

$$
\Phi(X)(t, \omega)=\nu(\omega)+\int_{t_{0}}^{t} A(s, X(s, \omega)) d W(s, \omega)+\int_{t_{0}}^{t} \sigma(s, X(s, \omega)) d s
$$

Note that $A(s, X(s, \omega))$ is a n.a.t. and $\sigma(s, X(s, \omega)$ is a n.a.v. Therefore the integrals make sense. Moreover $\Phi(X)$ is clearly nonanticipating and the integrals exists by the assumption (ii). Furthermore, by (1) of Proposition 3.1, $\Phi(X)$ is a continuous process.

$$
\begin{aligned}
\Phi(X)(t, \omega)= & \nu(\omega)+W(t, \omega)-W\left(t_{0}, \omega\right)+\int_{t_{0}}^{t}(A(s, X(s, \omega))-I) d W(s, \omega) \\
& +\int_{t_{0}}^{t} \sigma(s, X(s, \omega)) d s
\end{aligned}
$$

Use the inequality $\left(\sum_{i=1}^{5} a_{i}\right)^{2} \leqq 5 \sum_{i=1}^{5} a_{i}^{2}$ and apply (4) of Proposition 3.1 , it is easy to check that

$$
\|\Phi(X)\|^{2} \leqq 5\left[a+2 \sqrt{\theta_{2} T}+c^{2} K^{2}\left(T-t_{0}\right)\left(1+T-t_{0}\right)\left(1+\|X\|^{2}\right)\right]
$$

where $a=\mathscr{C}\left(\|\nu(\omega)\|^{2}\right)$. Hence $\Phi(X) \in \mathfrak{X}$ and $\Phi$ maps $\mathfrak{X}$ into itself.
Now let $X, Y \in \mathfrak{R}$,

$$
\begin{aligned}
(\Phi(X)-\Phi(Y))(t, \omega)= & \int_{t_{0}}^{t}(A(s, X(s, \omega))-A(s, Y(s, \omega))) d W(s, \omega) \\
& +\int_{t_{0}}^{t}(\sigma(s, X(s, \omega))-\sigma(s, Y(s, \omega))) d s
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \mathscr{E}\|(\Phi(X)-\Phi(Y))(t, \omega)\|^{2} \\
& \leqq 2 c^{2} \mathscr{E} \int_{t_{r}}^{t}|A(s, X(s, \omega))-A(s, Y(s, \omega))|_{2}^{2} d s \\
&+2 c^{2}\left(t-t_{0}\right) \mathscr{E} \int_{t 0}^{t}|\sigma(s, X(s, \omega))-\sigma(s, Y(s, \omega))|^{2} d s \\
& \leqq 2 c^{2} K^{2}\left(1+T-t_{0}\right) \int_{t 0}^{t} \mathscr{E}\left(\|X(s, \omega)-Y(s, \omega)\|^{2}\right) d s
\end{aligned}
$$

Let $\alpha=2 c^{2} K^{2}\left(1+T-t_{0}\right)$. Then

$$
\begin{equation*}
\mathscr{E}\|(\Phi(X)-\Phi(Y))(t, \omega)\|^{2} \leqq \alpha \int_{t_{0}}^{t} \mathscr{E}\left(\|X(s, \omega)-Y(s, \omega)\|^{2} d s\right. \tag{4}
\end{equation*}
$$

Hence $||\Phi(X)-\Phi(Y)||\left|\leqq\left[\alpha\left(T-t_{0}\right)\right]^{1 / 2}\right||X-Y||\mid$ and $\Phi$ is a Lip-1 map, a priori $\Phi$ is a continuous map.

Furthermore, using (4) to get for any $m>1 \mathscr{E} \|\left(\Phi^{m}(X)-\right.$ $\left.\Phi^{m}(Y)\right)(t, \omega)\left\|^{2} \leqq\left[\left(\alpha\left(t-t_{0}\right)\right]^{n} / m!\right)\left|\|X-Y \mid\|^{2}\right.\right.$. Thus $\left.\| \| \Phi^{m}(X)-\Phi^{m}(Y) \|\right| \leqq$ $\left(\sqrt{\left[\alpha\left(T-t_{0}\right]^{m}\right.} / m!\right)||X-Y| \|$. Let $0<\delta<1$ be fixed. Let $N$ be such that $\left(\sqrt{\left[\alpha\left(T-t_{0}\right)\right]^{m}} / m!\right)<\delta$ for all $m \geqq N$. Thus for all $m \geqq N$, $\left|\left|\left|\Phi^{m}(X)-\Phi^{m}(Y)\right|\right|\right|<\delta| ||X-Y|| |$. That is, $\Phi^{m}$ is a contraction from $\mathfrak{U}$ into itself whenever $m \geqq N$. By the generalized contraction
mapping theorem, $\Phi$ has a fixed point which solves the equation (3) by the definition of $\Phi$. This solution is a continuous process because $\Phi(X)$ is continuous for every $X \in \mathfrak{2}$. Finally we show (3) has a unique solution. Suppose $X$ and $Y$ are solutions of (3). Then $\Phi(X)=X$, $\Phi(Y)=Y$. Using the same argument in the derivation of the solution, it is easy to see that $X=Y$ in $\mathfrak{A}$. Therefore $X(t, \omega)=Y(t, \omega)$ a.e. for each $t$. But $X$ and $Y$ are continuous, so $X(t, \omega)=Y(t, \omega)$ for all $t$ with $\mathscr{P}$-probability 1.

Theorem 5.2. Suppose $A$ and $\sigma$ satisfy the conditions of Theorem 5.1. Then the process $X(t)$ which solves the stochastic integral equation $X(t)=X(0)+\int_{0}^{t} A(s, X(s, \omega)) d W(s, \omega)+\int_{0}^{t} \sigma(s, X(s, \omega)) d s$ is a Markov process with transition probability $q(t, x, s, E)=\mathscr{P}\{X(s) \in E \mid X(t)=$ $x\}$. Moreover, $X(t)$ is homogeneous and satisfies the strong Markov property if $A$ and $\sigma$ are independent of $t$.

Proof. The first part can be shown in the same manner as [6] and [8]. We show the second part. Let $\psi_{t, x}(s, \omega)$, $s \geqq t$, denote the solution of the stochastic integral equation,

$$
Y(s, \omega)=x+\int_{t}^{s} A(Y(u, \omega)) d W(u)+\int_{t}^{s} \sigma(Y(u, \omega)) d u
$$

Let $\tau$ be any stopping time. Then

$$
X(s+\tau, \omega)=X(\tau, \omega)+\int_{\tau}^{s+\tau} A(X(u, \omega)) d W(u)+\int_{\tau}^{s+\tau} \sigma(X(u, \omega)) d u
$$

or

$$
X(s+\tau, \omega)=X(\tau, \omega)+\int_{0}^{s} A(X(v+\tau, \omega)) d W(v+\tau)+\int_{0}^{s} \sigma(\dot{X}(v+\tau, \omega)) d v
$$

But $W(v+\tau)-W(\tau)$ is also a Wiener process in $B$ independent of $\mathscr{M}_{\tau}$. Now $\psi_{0, X(\tau)}(s, \omega)$ and $X(s+\tau, \omega)$ are both solutions of the last equation. By the uniqueness of solution, $\psi_{0, X(\tau)}(s, \omega)=X(s+\tau, \omega)$. Now let $E$ be a Borel set in $B$ and $x \in B$, then

$$
\begin{aligned}
\mathscr{E}^{x}\left(X(s+\tau) \in E \mid \mathscr{M}_{\tau}\right) & =\mathscr{E}^{x}\left(\psi_{0, X(\tau)}(s) \in E \mid \mathscr{M}_{\tau}\right) \\
& =\mathscr{E}(Y(s) \in E \mid Y(0)=X(\tau)) \\
& =q(s, X(\tau), E)
\end{aligned}
$$

Hence $X$ is homogeneous and satisfies the strong Markov property.
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