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## 0. Introduction

It is well-known that for the Schrödinger operator $(-1 / 2) \Delta+V$ with a nonnegative continuous potential $V$ in the space $L_{2}\left(\mathbb{R}^{d}\right)$, the Trotter product formula

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(e^{-t V / n} e^{-t(-(1 / 2) \Delta) / n}\right)^{n}=e^{-t(-(1 / 2) \Delta+V)} \tag{0.1}
\end{equation*}
$$

and its variant

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / n} e^{-t V / 2 n}\right)^{n}=e^{-t(-(1 / 2) \Delta+V)} \tag{0.2}
\end{equation*}
$$

hold in the strong operator topology. It has recently been discussed that if $V$ is e.g. in $C^{2}$ and satisfies

$$
\begin{align*}
V(x) & \geq c\left(1+|x|^{2}\right)^{\rho / 2} \\
\left|\nabla^{m} V(x)\right| & \leq c_{m}\left(1+|x|^{2}\right)^{(\rho-m)_{+} / 2}, \quad m=1,2 \tag{0.3}
\end{align*}
$$

for some $0 \leq \rho<\infty, 0<c<\infty$ and $0 \leq c_{1}, c_{2}<\infty$ (which is the condition from [2]), ( 0.1 ) and ( 0.2 ) are convergent in the $L_{p}$-operator norm ( $1 \leq p \leq \infty$ ). More precisely, as $t \downarrow 0$

$$
\begin{align*}
\left\|\left(e^{-t V / n} e^{-t(-(1 / 2) \Delta) / n}\right)^{n}-e^{-t(-(1 / 2) \Delta+V)}\right\|_{p \rightarrow p} &  \tag{0.4}\\
& =\left(\frac{1}{n}\right)^{2 /(2 \vee \rho)} O\left(t^{1 / 2+1 /(1 \vee \rho)}\right)
\end{align*}
$$

$$
\begin{align*}
&\left\|\left(e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / n} e^{-t V / 2 n}\right)^{n}-e^{-t(-(1 / 2) \Delta+V)}\right\|_{p \rightarrow p}  \tag{0.5}\\
&=\left(\frac{1}{n}\right)^{2 /(2 \vee \rho)} O\left(t^{1+2 /(2 \vee \rho)}\right)
\end{align*}
$$

[^0]where $\|\cdot\|_{p \rightarrow p}$ stands for the $L_{p}$-operator norm. This convergence in the operator norm is proved in [4], [5], [1], [6], [2] and [10], though these works except [6] and [10] deal only with the convergence in $L_{2}$-operator norm.

In [2], however, the convergence in the trace norm is further studied. Namely, when $\rho>0$ in ( 0.3 ), they have shown operator-theoretically that

$$
\begin{align*}
& \left\|\left(e^{-t V / n} e^{-t(-(1 / 2) \Delta) / n}\right)^{n}-e^{-t(-(1 / 2) \Delta+V)}\right\|_{\text {trace }}=O\left(\left(\frac{1}{n}\right)^{2 /(2 \vee \rho)}\right)  \tag{0.6}\\
& \left\|\left(e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / n} e^{-t V / 2 n}\right)^{n}-e^{-t(-(1 / 2) \Delta+V)}\right\|_{\text {trace }}=O\left(\left(\frac{1}{n}\right)^{2 /(2 \vee \rho)}\right) \tag{0.7}
\end{align*}
$$

as $n \rightarrow \infty$, locally uniformly in $t>0$, where $\|\cdot\|_{\text {trace }}$ stands for the trace norm. Since $\|\cdot\|_{2 \rightarrow 2} \leq\|\cdot\|_{\text {trace }}$, the convergence in the trace norm implies that in the $L_{2}$-operator norm, so that their result in the trace norm is better compared with the others. But they have not observed the behavior of the error bounds in (0.6) and (0.7) as $t \downarrow 0$.

The aim of this paper is to take care of this point to give another proof to the trace norm convergence of ( 0.1 ) and (0.2), that is, a probabilistic proof following the lines of [2]. It should be emphasized here that in the one-dimensional case $(d=1)$ the convergence of (0.1) and (0.2) in the trace norm may hold, locally uniformly even in $t \geq 0$.

In Section 1, the condition on $V$ is presented, which relaxes (0.3), and Theorem is stated. Its proof is done in Section 4. For this, Sections 2 and 3 are devoted to preliminaries. Section 5 deals as a remark with the case of less regular potentials $V$.

## 1. Presentation of Theorem

First we present the condition on a scalar potential $V$ : Let $0<\rho<\infty, 0<\delta \leq 1$, $0 \leq C_{1}, C_{2}<\infty$ and $0 \leq \mu, \nu<\infty$. Let $V: \mathbb{R}^{d} \rightarrow[0, \infty)$ be a $C^{1}$-function such that
(o) $\quad \liminf _{|x| \rightarrow \infty} \frac{V(x)}{|x|^{\rho}}>0$
$(\mathrm{A})_{2}^{\prime}$
(i) $\quad|\nabla V(x)| \leq C_{1}\left(1+V(x)^{1-\delta}\right)$
(ii) $|\nabla V(x)-\nabla V(y)|$

$$
\leq C_{2}\left\{V(x)^{(1-2 \delta)+}\left(1+|x-y|^{\mu}\right)+1+|x-y|^{\nu}\right\}|x-y|
$$

Remark 1. (i) The conditions (o) and (i) in (A) $)_{2}^{\prime}$ imply $1 / \delta \geq \rho$.
(ii) The condition (o) in $(\mathrm{A})_{2}^{\prime}$ is equivalent to that

$$
\begin{equation*}
V(x) \geq c|x|^{\rho}-c^{\prime}, \quad x \in \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

for some positive constants $c$ and $c^{\prime}$.
Remark 2. The condition (0.3) implies (A) $)_{2}^{\prime}(\mathrm{i})$ and (ii) with $\delta=1 \wedge(1 / \rho), C_{1}=$
$c_{1} c^{-(1-1 \wedge(1 / \rho))}, C_{2}=c_{2} 2^{(\rho-3)_{+}}\left(c^{-(1-2(1 \wedge(1 / \rho)))+} / 2 \vee 1\right), \mu=0$ and $\nu=(\rho-2)_{+}$.
In the following let $V$ be as above. Set

$$
\begin{aligned}
H & :=-\frac{1}{2} \Delta+V \\
K(t) & :=e^{-t V / 2} e^{-t(-(1 / 2) \Delta)} e^{-t V / 2}, \\
G(t) & :=e^{-t V} e^{-t(-(1 / 2) \Delta)} \\
R(t) & :=e^{-t(-(1 / 2) \Delta) / 2} e^{-t V} e^{-t(-(1 / 2) \Delta) / 2}
\end{aligned}
$$

By the condition (o), $e^{-t H}, K(t), G(t)$ and $R(t)(t>0)$ are trace class operators. Let us denote by $\|\cdot\|_{\text {trace }}$ the trace norm.

Theorem. Let $T \geq 1$ and $0<t \leq T$. Then
(i) For $n \geq 2$

$$
\left\|K\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \leq \operatorname{const}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta-d(1 / 2+1 / \rho)}
$$

where const depends only on $C_{1}, C_{2}, \delta, \mu, \nu, \rho, c, c^{\prime}, d$ and $T$ ( $c$ and $c^{\prime}$ are positive constants in (1.1)).
(ii) For $n \geq 3$

$$
\left\|G\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \leq \operatorname{const}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1 / 2+\delta-d(1 / 2+1 / \rho)}
$$

where const depends only on $C_{1}, C_{2}, \delta, \mu, \nu, \rho, c, c^{\prime}, d$ and $T$.
(iii) For $n \geq 3$

$$
\left\|R\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \leq \operatorname{const}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1 / 2+\delta-d(1 / 2+1 / \rho)}
$$

where const depends only on $C_{1}, C_{2}, \delta, \mu, \nu, \rho, c, c^{\prime}, d$ and $T$.
Remark 3. When $d=1$ and $\rho=1 / \delta,\left\|K(t / n)^{n}-e^{-t H}\right\|_{\text {trace }}, \| G(t / n)^{n}-$ $e^{-t H}\left\|_{\text {trace }},\right\| R(t / n)^{n}-e^{-t H} \|_{\text {trace }}=O\left((1 / n)^{1 \wedge 2 \delta}\right)$ as $n \rightarrow \infty$, locally uniformly in $t \geq 0$.
2. Decomposition of $K(t / n)^{n}-e^{-t H}, G(t / n)^{n}-e^{-t H}$ and $R(t / n)^{n}-$ $e^{-t H}$

It is observed that for $n \geq 2$ and $t \geq 0$

$$
K\left(\frac{t}{n}\right)^{n}-e^{-t H}
$$

$$
\begin{aligned}
&= \sum_{j=1}^{n} K\left(\frac{t}{n}\right)^{j-1}\left(K\left(\frac{t}{n}\right)-e^{-t H / n}\right) e^{-(n-j) t H / n} \\
&= \sum_{1 \leq j \leq[n / 2]} K\left(\frac{t}{n}\right)^{j-1}\left(K\left(\frac{t}{n}\right)-e^{-t H / n}\right) e^{-(n-j) t H / n} \\
&+\sum_{[n / 2]<j \leq n} K\left(\frac{t}{n}\right)^{j-1}\left(K\left(\frac{t}{n}\right)-e^{-t H / n}\right) e^{-(n-j) t H / n}, \\
& G\left(\frac{t}{n}\right)^{n}-e^{-t H} \\
&= e^{-t V / 2 n}\left(K\left(\frac{n-1}{n} t \frac{1}{n-1}\right)^{n-1}-e^{-(n-1) t H / n}\right) e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / n} \\
&+\left[e^{-t V / 2 n}, e^{-(n-1) t H / n}\right] e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / n} \\
&+e^{-(n-1) t H / n}\left(G\left(\frac{t}{n}\right)-e^{-t H / n}\right), \\
& R\left(\frac{t}{n}\right)^{n}-e^{-t H} \\
&= e^{-t(-(1 / 2) \Delta) / 2 n} e^{-t V / 2 n}\left(K\left(\frac{n-1}{n} t \frac{1}{n-1}\right)^{n-1}-e^{-(n-1) t H / n}\right) \\
& \times e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / 2 n} \\
&+e^{-t(-(1 / 2) \Delta) / 2 n}\left[e^{-t V / 2 n}, e^{-(n-1) t H / n}\right] e^{-t V / 2 n} e^{-t(-(1 / 2) \Delta) / 2 n} \\
&+\left[e^{-t(-(1 / 2) \Delta) / 2 n}, e^{-(n-1) t H / n}\right] e^{-t V / n} e^{-t(-(1 / 2) \Delta) / 2 n} \\
&+e^{-(n-1) t H / n}\left(R\left(\frac{t}{n}\right)-e^{-t H / n}\right) .
\end{aligned}
$$

Here we use the following fundamental inequalities (cf. e.g. [3]):
(i) For trace class operators $A$ and $B$ on $L_{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\|A+B\|_{\text {trace }} \leq\|A\|_{\text {trace }}+\|B\|_{\text {trace }} \tag{2.1}
\end{equation*}
$$

(ii) For a trace class operator $A$ and a bounded operator $B$ on $L_{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{align*}
& \|A B\|_{\text {trace }} \leq\|A\|_{\text {trace }}\|B\|_{2 \rightarrow 2}, \\
& \|B A\|_{\text {trace }} \leq\|B\|_{2 \rightarrow 2}\|A\|_{\text {trace }} \tag{2.2}
\end{align*}
$$

where $\|\cdot\|_{2 \rightarrow 2}$ denotes the $L_{2}$-operator norm. By (2.1), (2.2) and the contraction property of $e^{-t V}$ and $e^{-t(-(1 / 2) \Delta)}$, we have

$$
\begin{equation*}
\left\|K\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \tag{2.3}
\end{equation*}
$$

$$
\begin{aligned}
\leq & \left\|K\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2} \\
& \times\left\{\sum_{1 \leq j \leq[n / 2]}\left\|e^{-(n-j) t H / n}\right\|_{\text {trace }}+\sum_{[n / 2]<j \leq n}\left\|K\left(\frac{j-1}{n} \frac{t}{j-1}\right)^{j-1}\right\|_{\text {trace }}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \left\|G\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }}  \tag{2.4}\\
& \leq\left\|K\left(\frac{n-1}{n} t \frac{1}{n-1}\right)^{n-1}-e^{-(n-1) t H / n}\right\|_{\text {trace }} \\
& \quad+\left\|\left[e^{-t V / 2 n}, e^{-(n-1) t H / n}\right]\right\|_{\text {trace }} \\
& \quad+\left\|e^{-(n-1) t H / n}\right\|_{\text {trace }}\left\|G\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2}
\end{align*}
$$

$$
\begin{align*}
&\left\|R\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }}  \tag{2.5}\\
& \leq\left\|K\left(\frac{n-1}{n} t \frac{1}{n-1}\right)^{n-1}-e^{-(n-1) t H / n}\right\|_{\text {trace }} \\
& \quad+\left\|\left[e^{-t V / 2 n}, e^{-(n-1) t H / n}\right]\right\|_{\text {trace }} \\
& \quad+\left\|\left[e^{-t(-(1 / 2) \Delta) / 2 n}, e^{-(n-1) t H / n}\right]\right\|_{\text {trace }} \\
& \quad+\left\|e^{-(n-1) t H / n}\right\|_{\text {trace }}\left\|R\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2}
\end{align*}
$$

## 3. Kernels of $e^{-t H}, K(t / n)^{n}, G(t / n)^{n}$ and $R(t / n)^{n}$

Let $\left(W, P_{0}\right)$ be a $d$-dimensional Wiener space: $W$ is the totality of all continuous functions $w:[0,1] \rightarrow \mathbb{R}^{d}$ such that $w(0)=0$ with the topology of uniform convergence and $P_{0}$ is the Wiener measure on $W$. Set

$$
\begin{aligned}
X(t, w) & :=w(t) \\
X_{0}(t, w) & :=X(t, w)-t X(1, w)=w(t)-t w(1)
\end{aligned}
$$

and

$$
p(t, x):=P_{0}(w(t) \in d x) / d x=\left(\frac{1}{2 \pi t}\right)^{d / 2} \exp \left\{-\frac{|x|^{2}}{2 t}\right\}
$$

Note that $\left(X_{0}(t)\right)_{0 \leq t \leq 1}$ is the Brownian bridge, i.e., the probability law of $X_{0}(\cdot)$ coincides with $P_{0}(\cdot \mid X(1)=0)$. By using this, the integral kernels of $e^{-t H}, K(t / n)^{n}$, $G(t / n)^{n}$ and $R(t / n)^{n}$ are expressed as follows (cf. [8], [9]):

## Proposition 1.

$$
\begin{align*}
& e^{-t H}(x, y)=p(t, x-y)  \tag{3.1}\\
& \quad \times E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right] \\
& K\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y)  \tag{3.2}\\
& \quad \times E_{0}\left[\operatorname { e x p } \left\{-\frac{t}{2}\left(\int_{0}^{1} V\left(x+s_{n}^{-}(y-x)+\sqrt{t} X_{0}\left(s_{n}^{-}\right)\right) d s\right.\right.\right. \\
& \left.\left.\left.\quad+\int_{0}^{1} V\left(x+s_{n}^{+}(y-x)+\sqrt{t} X_{0}\left(s_{n}^{+}\right)\right) d s\right)\right\}\right]
\end{align*}
$$

$$
\begin{align*}
& G\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y)  \tag{3.3}\\
& \quad \times E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s_{n}^{-}(y-x)+\sqrt{t} X_{0}\left(s_{n}^{-}\right)\right) d s\right\}\right]
\end{align*}
$$

$$
\begin{align*}
& R\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y)  \tag{3.4}\\
& \quad \times E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+\frac{1}{2}\left(s_{n}^{-}+s_{n}^{+}\right)(y-x)+\sqrt{t} X_{0}\left(\frac{1}{2}\left(s_{n}^{-}+s_{n}^{+}\right)\right)\right) d s\right\}\right]
\end{align*}
$$

Here $s_{n}^{+}:=([n s]+1) / n$ and $s_{n}^{-}:=[n s] / n$.
There is another description of the Brownian bridge. For $\xi, \eta \in \mathbb{R}^{d}$ and $0<t_{0} \leq$ 1, let $\left(X_{\xi}^{t_{0}, \eta}(t)\right)_{0 \leq t \leq t_{0}}$ be the solution of the following SDE (cf. [7], p. 243-244):

$$
\left\{\begin{align*}
d x_{t} & =d w_{t}+\frac{\eta-x_{t}}{t_{0}-t} d t, \quad 0 \leq t \leq t_{0}  \tag{3.5}\\
x_{0} & =\xi
\end{align*}\right.
$$

Then $\left(X_{\xi}^{t_{0}, \eta}(t)\right)_{0 \leq t \leq t_{0}} \stackrel{\mathcal{L}}{\sim}\left(\xi+\left(t / t_{0}\right)(\eta-\xi)+w(t)-\left(t / t_{0}\right) w\left(t_{0}\right)\right)_{0 \leq t \leq t_{0}}$. In particular, $\left(X_{0}^{1,0}(t)\right)_{0 \leq t \leq 1} \stackrel{\mathcal{L}}{\sim}\left(X_{0}(t)\right)_{0 \leq t \leq 1}$. By this and the scaling property, the expressions in Proposition 1 are rewritten as follows:

## Proposition 2.

$$
\begin{align*}
& e^{-t H}(x, y)=p(t, x-y) E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]  \tag{3.6}\\
& K\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y)
\end{align*}
$$

$$
\times E_{0}\left[\exp \left\{-\frac{1}{2}\left(\int_{0}^{t} V\left(X_{x}^{t, y}\left(\left(\frac{s}{t}\right)_{n}^{-} t\right)\right) d s+\int_{0}^{t} V\left(X_{x}^{t, y}\left(\left(\frac{s}{t}\right)_{n}^{+} t\right)\right) d s\right)\right\}\right]
$$

$$
\begin{align*}
& G\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y) E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}\left(\left(\frac{s}{t}\right)_{n}^{-} t\right)\right) d s\right\}\right]  \tag{3.8}\\
& R\left(\frac{t}{n}\right)^{n}(x, y)=p(t, x-y) E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}\left(\frac{1}{2}\left(\left(\frac{s}{t}\right)_{n}^{-}+\left(\frac{s}{t}\right)_{n}^{+}\right) t\right)\right) d s\right\}\right] \tag{3.9}
\end{align*}
$$

## 4. Proof of Theorem

Claim 1. Let $t \geq 0$. Then
(i) $\left\|K(t)-e^{-t H}\right\|_{2 \rightarrow 2} \leq$ const $\left\{C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2}\left(t^{2}+t^{1+1 \wedge 2 \delta}+t^{1+\mu / 2+1 \wedge 2 \delta}+\right.\right.$ $\left.\left.t^{2+\nu / 2}\right)\right\}$, where const depends only on $\delta, \mu, \nu$ and $d$.
(ii) $\left\|G(t)-e^{-t H}\right\|_{2 \rightarrow 2} \leq$ const $\left\{C_{1}\left(t^{3 / 2}+t^{1 / 2+\delta}\right)+C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2}\left(t^{2}+\right.\right.$ $\left.\left.t^{1+1 \wedge 2 \delta}\right)\right\}$, where const depends only on $\delta$ and $d$.
(iii) $\left\|R(t)-e^{-t H}\right\|_{2 \rightarrow 2} \leq$ const $\left\{C_{1}\left(t^{3 / 2}+t^{1 / 2+\delta}\right)+C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2}\left(t^{2}+\right.\right.$ $\left.\left.t^{1+1 \wedge 2 \delta}\right)\right\}$, where const depends only on $\delta$ and $d$.

Proof. We here show the estimate in the kernel level: As for (i)

$$
\left|E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]-\exp \left\{-\frac{t}{2}(V(x)+V(y))\right\}\right|
$$

(4.1) $\leq \mathrm{const}\left\{C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2}\left(t|x-y|^{2}+t^{2}+t^{1 \wedge 2 \delta}|x-y|^{2}+t^{1+1 \wedge 2 \delta}\right.\right.$

$$
\left.\left.+t^{1 \wedge 2 \delta}|x-y|^{2+\mu}+t^{1+\mu / 2+1 \wedge 2 \delta}+t|x-y|^{2+\nu}+t^{2+\nu / 2}\right)\right\}
$$

where const depends only on $\delta, \mu, \nu$ and $d$. As for (ii)

$$
\begin{align*}
& \left|E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]-e^{-t V(x)}\right| \\
& \leq \mathrm{const}\{  \tag{4.2}\\
& \left\{C_{1}\left(t|x-y|+t^{3 / 2}+t^{\delta}|x-y|+t^{1 / 2+\delta}\right)+C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)\right. \\
& \\
& \left.\quad+C_{2}\left(t^{2}+t^{1+1 \wedge 2 \delta}\right)\right\}
\end{align*}
$$

where const depends only on $\delta$ and $d$. As for (iii)

$$
\begin{align*}
& \left|E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]-E_{0}\left[\exp \left\{-t V\left(X_{x}^{t, y}\left(\frac{t}{2}\right)\right)\right\}\right]\right| \\
& \leq \text { const }\left\{C_{1}\left(t|x-y|+t^{3 / 2}+t^{\delta}|x-y|+t^{1 / 2+\delta}\right)+C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)\right.  \tag{4.3}\\
& \left.+C_{2}\left(t^{2}+t^{1+1 \wedge 2 \delta}\right)\right\},
\end{align*}
$$

where const depends only on $\delta$ and $d$. From these estimates Claim 1 follows immediately.

First suppose that $V: \mathbb{R}^{d} \rightarrow[0, \infty)$ is a $C^{2}$-function and satisfies (A) $)_{2}^{\prime}(\mathrm{i})$ and (ii). Let $0<T_{1} \leq T$. By noting (3.5), Itô's formula gives us that

$$
\begin{aligned}
& \exp \left\{-\int_{0}^{T_{1}} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-\frac{T-T_{1}}{2}\left(V\left(X_{x}^{T, y}\left(T_{1}\right)\right)+V(y)\right)\right\} \\
&- \exp \left\{-\frac{T}{2}(V(x)+V(y))\right\} \\
&=\sum_{i=1}^{d} \int_{0}^{T_{1}} \exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-\frac{T-t}{2}\left(V\left(X_{x}^{T, y}(t)\right)+V(y)\right)\right\} \\
& \times\left(-\frac{T-t}{2}\right) \partial_{i} V\left(X_{x}^{T, y}(t)\right) d w_{t}^{i} \\
&+\int_{0}^{T_{1}} \exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-\frac{T-t}{2}\left(V\left(X_{x}^{T, y}(t)\right)+V(y)\right)\right\} \\
& \times\left\{\frac{1}{2}\left(V(y)-V\left(X_{x}^{T, y}(t)\right)-\left\langle\nabla V\left(X_{x}^{T, y}(t)\right), y-X_{x}^{T, y}(t)\right\rangle\right)\right. \\
&\left.\quad-\frac{T-t}{4} \Delta V\left(X_{x}^{T, y}(t)\right)+\frac{(T-t)^{2}}{8}\left|\nabla V\left(X_{x}^{T, y}(t)\right)\right|^{2}\right\} d t \\
& \exp \left\{-\int_{0}^{T_{1}} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-\left(T-T_{1}\right) V\left(X_{x}^{T, y}\left(T_{1}\right)\right)\right\}-e^{-T V(x)} \\
&=\sum_{i=1}^{d} \int_{0}^{T_{1}} \exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-(T-t) V\left(X_{x}^{T, y}(t)\right)\right\} \\
& \times(-(T-t)) \partial_{i} V\left(X_{x}^{T, y}(t)\right) d w_{t}^{i} \\
&+\int_{0}^{T_{1}} \exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-(T-t) V\left(X_{x}^{T, y}(t)\right)\right\} \\
& \times\left\{-\left\langle\nabla V\left(X_{x}^{T, y}(t)\right), y-X_{x}^{T, y}(t)\right\rangle\right.
\end{aligned}
$$

Hence, by taking expectation

$$
\begin{gather*}
E_{0}\left[\exp \left\{-\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right]-\exp \left\{-\frac{T}{2}(V(x)+V(y))\right\}  \tag{4.4}\\
\quad=\int_{0}^{T} E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\} \exp \left\{-\frac{T-t}{2} V(y)\right\}\right.
\end{gather*}
$$

$$
\begin{aligned}
\times & \left(\frac{1}{2} \int_{0}^{1}\langle\nabla V(\xi+\theta \eta)-\nabla V(\xi), \eta\rangle d \theta \exp \left\{-\frac{T-t}{2} V(\xi)\right\}\right. \\
& -\frac{T-t}{4} \Delta V(\xi) \exp \left\{-\frac{T-t}{2} V(\xi)\right\} \\
& \left.\left.+\frac{(T-t)^{2}}{8}|\nabla V(\xi)|^{2} \exp \left\{-\frac{T-t}{2} V(\xi)\right\}\right)\left.\right|_{\xi=X_{x}^{T, y}(t), \eta=y-X_{x}^{T, y}(t)}\right] d t
\end{aligned}
$$

$$
\begin{align*}
E_{0} & {\left[\exp \left\{-\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right]-e^{-T V(x)} }  \tag{4.5}\\
= & \int_{0}^{T} E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right. \\
& \times\left(-\langle\nabla V(\xi), \eta\rangle e^{-(T-t) V(\xi)}-\frac{T-t}{2} \Delta V(\xi) e^{-(T-t) V(\xi)}\right. \\
& \left.\left.\quad+\frac{(T-t)^{2}}{2}|\nabla V(\xi)|^{2} e^{-(T-t) V(\xi)}\right)\left.\right|_{\xi=X_{x}^{T, y}(t), \eta=y-X_{x}^{T, y}(t)}\right] d t
\end{align*}
$$

By (A) $)_{2}^{\prime}(\mathrm{i})$ and (ii), and the inequality: $t^{b} e^{-t} \leq(b / e)^{b}, t \geq 0, b \geq 0$ (where $\left.(0 / e)^{0}:=1\right)$, it is observed that for $\xi, \eta \in \mathbb{R}^{d}$ and $\tau>0$

$$
\begin{aligned}
& \left|\int_{0}^{1}\langle\nabla V(\xi+\theta \eta)-\nabla V(\xi), \eta\rangle d \theta e^{-\tau V(\xi)}\right| \\
& \quad \leq C_{2}\left\{\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}} \tau^{-(1-2 \delta)_{+}}\left(|\eta|^{2}+|\eta|^{2+\mu}\right)+|\eta|^{2}+|\eta|^{2+\nu}\right\} \\
& \left|\Delta V(\xi) e^{-\tau V(\xi)}\right| \leq 2 C_{2} d\left\{1+\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}} \tau^{-(1-2 \delta)_{+}}\right\} \\
& \left|\langle\nabla V(\xi), \eta\rangle e^{-\tau V(\xi)}\right| \leq C_{1}\left\{1+\left(\frac{(1-\delta)}{e}\right)^{1-\delta} \tau^{-1+\delta}\right\}|\eta| \\
& |\nabla V(\xi)|^{2} e^{-\tau V(\xi)} \leq 2 C_{1}^{2}\left\{1+\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)} \tau^{-2+2 \delta}\right\}
\end{aligned}
$$

Using these estimates in (4.4) and (4.5), we have

$$
\begin{aligned}
& \mid E_{0}[\exp \{-\left.\left.\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right] \left.-\exp \left\{-\frac{T}{2}(V(x)+V(y))\right\} \right\rvert\, \\
& \leq \int_{0}^{T}\left[\frac { C _ { 2 } } { 2 } \left(\left(\frac{2(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}}(T-t)^{-(1-2 \delta)_{+}}\right.\right. \\
& \times\left(E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|^{2}\right]+E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|^{2+\mu}\right]\right) \\
&+\left.E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|^{2}\right]+E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|^{2+\nu}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{C_{2} d}{2}\left(\left(\frac{2(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}}(T-t)^{1 \wedge 2 \delta}+T-t\right) \\
& \left.+\frac{C_{1}^{2}}{4}\left(\left(\frac{4(1-\delta)}{e}\right)^{2(1-\delta)}(T-t)^{2 \delta}+(T-t)^{2}\right)\right] d t \\
& \left|E_{0}\left[\exp \left\{-\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right]-e^{-T V(x)}\right| \\
& \leq \int_{0}^{T}\left[C_{1}\left(1+\left(\frac{(1-\delta)}{e}\right)^{1-\delta}(T-t)^{-1+\delta}\right) E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|\right]\right. \\
& + \\
& +C_{2} d\left(\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}}(T-t)^{1 \wedge 2 \delta}+T-t\right) \\
& + \\
& \left.C_{1}^{2}\left(\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)}(T-t)^{2 \delta}+(T-t)^{2}\right)\right] d t
\end{aligned}
$$

Therefore, from the moment estimate:

$$
\begin{align*}
& E_{0}\left[\left|y-X_{x}^{T, y}(t)\right|^{a}\right]  \tag{4.6}\\
& \leq 3^{(a-1)_{+}}\left\{\left(\frac{T-t}{T}\right)^{a}|x-y|^{a}+2 C(a, d)|T-t|^{a / 2}\right\}, \quad a \geq 0
\end{align*}
$$

where $C(a, d):=E_{0}\left[|X(1)|^{a}\right]=\int_{\mathbb{R}^{d}}|y|^{a} p(1, y) d y$, it follows that

$$
\begin{aligned}
\mid E_{0}[\exp \{- & \left.\left.\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right] \left.-\exp \left\{-\frac{T}{2}(V(x)+V(y))\right\} \right\rvert\, \\
\leq \mathrm{const} & \left\{C_{1}^{2}\left(T^{3}+T^{1+2 \delta}\right)+C_{2}\left(T^{2}+T|x-y|^{2}+T^{1+1 \wedge 2 \delta}+T^{1 \wedge 2 \delta}|x-y|^{2}\right.\right. \\
& \left.\left.+T^{1+\mu / 2+1 \wedge 2 \delta}+T^{1 \wedge 2 \delta}|x-y|^{2+\mu}+T^{2+\nu / 2}+T|x-y|^{2+\nu}\right)\right\}
\end{aligned}
$$

where const depends only on $\delta, \mu, \nu$ and $d$, and

$$
\begin{aligned}
& \left|E_{0}\left[\exp \left\{-\int_{0}^{T} V\left(X_{x}^{T, y}(s)\right) d s\right\}\right]-e^{-T V(x)}\right| \\
& \leq \mathrm{const}\left\{C_{1}\left(T^{3 / 2}+T|x-y|+T^{1 / 2+\delta}+T^{\delta}|x-y|\right)+C_{1}^{2}\left(T^{3}+T^{1+2 \delta}\right)\right. \\
& \\
& \left.\quad+C_{2}\left(T^{2}+T^{1+1 \wedge 2 \delta}\right)\right\}
\end{aligned}
$$

where const depends only on $\delta$ and $d$. These are just (4.1) and (4.2).
Next we consider the general case that $V: \mathbb{R}^{d} \rightarrow[0, \infty)$ is a $C^{1}$-function satisfying (A) $)_{2}^{\prime}(\mathrm{i})$ and (ii). To this end take a $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \rightarrow[0, \infty)\right)$ such that $\int_{\mathbb{R}^{d}} \psi(x) d x=$ 1 and set $V_{\varepsilon}(x):=\int_{\mathbb{R}^{d}} \psi_{\varepsilon}(x-y) V(y) d y$ where $\psi_{\varepsilon}(z):=(1 / \varepsilon)^{d} \psi(z / \varepsilon)(\varepsilon>0)$. Then $V_{\varepsilon}$ is smooth and satisfies (A) $)_{2}^{\prime}(\mathrm{i})$ and (ii) with the same constants as $V$ has. From
what was seen above, (4.1) and (4.2) hold for $V_{\varepsilon}$. Since $V_{\varepsilon} \rightarrow V$ compact uniformly as $\varepsilon \downarrow 0$, these estimates are valid for $V$.

It remains to show (4.3). We note the following: For $\xi, \eta \in \mathbb{R}^{d}$ and $0 \leq t_{1}<$ $t_{0} \leq 1$,

$$
\begin{equation*}
P_{0}\left(X_{\xi}^{t_{0}, \eta}\left(\cdot+t_{1}\right) \in * \mid \mathcal{F}_{t_{1}}\right)=\left.P_{0}\left(X_{\xi_{1}}^{t_{0}-t_{1}, \eta}(\cdot) \in *\right)\right|_{\xi_{1}=X_{\xi}^{t_{0}, \eta}\left(t_{1}\right)} \tag{4.7}
\end{equation*}
$$

where $\mathcal{F}_{\tau}$ is the sub $\sigma$-field generated by $w(t), 0 \leq t \leq \tau$, and

$$
\begin{equation*}
\left(X_{\xi}^{t_{0}, \eta}(t)\right)_{0 \leq t \leq t_{0}} \stackrel{\mathcal{L}}{\sim}\left(X_{\eta}^{t_{0}, \xi}\left(t_{0}-t\right)\right)_{0 \leq t \leq t_{0}} . \tag{4.8}
\end{equation*}
$$

By (4.7) we have

$$
\begin{aligned}
& E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right] \\
& =E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\} \exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}\left(s+\frac{t}{2}\right)\right) d s\right\}\right] \\
& =E_{0}\left[\left.\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\} E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}\right]\right|_{\xi=X_{x}^{t, y}(t / 2)}\right]
\end{aligned}
$$

By this together with (4.8) and (4.7) we see

$$
\begin{aligned}
& E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]-E_{0}\left[\exp \left\{-t V\left(X_{x}^{t, y}\left(\frac{t}{2}\right)\right)\right\}\right] \\
& =E_{0}\left[\left(\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\} E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}\right]\right.\right. \\
& \left.\left.-e^{-t V(\xi) / 2} e^{-t V(\xi) / 2}\right)\left.\right|_{\xi=X_{x}^{t, y}(t / 2)}\right] \\
& =E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right. \\
& \left.\times\left. E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}-e^{-t V(\xi) / 2}\right]\right|_{\xi=X_{x}^{t, y}(t / 2)}\right] \\
& +E_{0}\left[\left(\exp \left\{-\int_{0}^{t / 2} V\left(X_{y}^{t, x}(t-s)\right) d s\right\}-\exp \left\{-\frac{t}{2} V\left(X_{y}^{t, x}\left(\frac{t}{2}\right)\right)\right\}\right)\right. \\
& \left.\times \exp \left\{-\frac{t}{2} V\left(X_{y}^{t, x}\left(\frac{t}{2}\right)\right)\right\}\right] \\
& =E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \times\left.\left.E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}-e^{-t V(\xi) / 2}\right]\right|_{\xi=X_{x}^{t, y}(t / 2)}\right] \\
&+E_{0}[ \left(\exp \left\{-\int_{0}^{t / 2} V\left(X_{y}^{t, x}\left(s+\frac{t}{2}\right)\right) d s\right\}-\exp \left\{-\frac{t}{2} V\left(X_{y}^{t, x}\left(\frac{t}{2}\right)\right)\right\}\right) \\
&\left.\times \exp \left\{-\frac{t}{2} V\left(X_{y}^{t, x}\left(\frac{t}{2}\right)\right)\right\}\right] \\
&=E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right. \\
& \times\left.\left.E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}-e^{-t V(\xi) / 2}\right]\right|_{\xi=X_{x}^{t, y}(t / 2)}\right] \\
&+E_{0} {\left[\left.E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\eta}^{t / 2, x}(s)\right) d s\right\}-e^{-t V(\eta) / 2}\right]\right|_{\eta=X_{y}^{t, x}(t / 2)}\right.} \\
&\left.\times \exp \left\{-\frac{t}{2} V\left(X_{y}^{t, x}\left(\frac{t}{2}\right)\right)\right\}\right] .
\end{aligned}
$$

Hence

$$
\left.\left.\begin{array}{l}
\left|E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(X_{x}^{t, y}(s)\right) d s\right\}\right]-E_{0}\left[\exp \left\{-t V\left(X_{x}^{t, y}\left(\frac{t}{2}\right)\right)\right\}\right]\right| \\
\leq E_{0}\left[\left.\left|E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\xi}^{t / 2, y}(s)\right) d s\right\}-e^{-t V(\xi) / 2}\right]\right|\right|_{\xi=X_{x}^{t, y}(t / 2)}\right] \\
+E_{0}\left[\left.\left|E_{0}\left[\exp \left\{-\int_{0}^{t / 2} V\left(X_{\eta}^{t / 2, x}(s)\right) d s\right\}-e^{-t V(\eta) / 2}\right]\right|\right|_{\eta=X_{y}^{t, x}(t / 2)}\right] \\
\leq \text { const } E_{0}\left[C_{1}\left(\frac{t}{2}\left|X_{x}^{t, y}\left(\frac{t}{2}\right)-y\right|+\left(\frac{t}{2}\right)^{3}+\left(\frac{t}{2}\right)^{\delta}\left|X_{x}^{t, y}\left(\frac{t}{2}\right)-y\right|+\left(\frac{t}{2}\right)^{\delta+1 / 2}\right)\right. \\
+ \\
\left.+C_{1}^{2}\left(\left(\frac{t}{2}\right)^{3}+\left(\frac{t}{2}\right)^{1+2 \delta}\right)+C_{2}\left(\left(\frac{t}{2}\right)^{1+1 \wedge 2 \delta}+\left(\frac{t}{2}\right)^{2}\right)\right] \\
+ \text { const } E_{0}
\end{array}\right] C_{1}\left(\frac{t}{2}\left|X_{y}^{t, x}\left(\frac{t}{2}\right)-x\right|+\left(\frac{t}{2}\right)^{3}+\left(\frac{t}{2}\right)^{\delta}\left|X_{y}^{t, x}\left(\frac{t}{2}\right)-x\right|+\left(\frac{t}{2}\right)^{\delta+1 / 2}\right)\right)
$$

where in the last inequality we have used the estimate (4.2). Combining this with (4.6) we have (4.3) at once, and the proof is complete.

Remark 4. The estimates (4.1) and (4.2) are a little better than the ones in [10] (cf. [6]). To prove them we have used Itô's formula. This treatment seems to be more stochastic analytic than the one in [10]. The present proof is slightly simpler and probably more elegant.

## Claim 2.

Let $t>0$ and $n \in \mathbb{N}$. Then

$$
\begin{aligned}
\left\|e^{-t H}\right\|_{\text {trace }} \leq & \left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d} t^{-d(1 / 2+1 / \rho)} e^{t c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x \\
& +\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right] \\
\left\|K\left(\frac{t}{n}\right)^{n}\right\|_{\text {trace }} \leq & \left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d} t^{-d(1 / 2+1 / \rho)} e^{t c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x \\
& +\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right]
\end{aligned}
$$

Proof. By the expressions (3.1) and (3.2),

$$
\begin{align*}
\left\|e^{-t H}\right\|_{\text {trace }} & =\int_{\mathbb{R}^{d}} e^{-t H}(x, x) d x  \tag{4.9}\\
& =\left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+\sqrt{t} X_{0}(s)\right) d s\right\}\right] d x \\
\left\|K\left(\frac{t}{n}\right)^{n}\right\|_{\text {trace }} & =\int_{\mathbb{R}^{d}} K\left(\frac{t}{n}\right)^{n}(x, x) d x  \tag{4.10}\\
= & \left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} E_{0}\left[\operatorname { e x p } \left\{-\frac{t}{2}\left(\int_{0}^{1} V\left(x+\sqrt{t} X_{0}\left(s_{n}^{-}\right)\right) d s\right.\right.\right. \\
& \left.\left.\left.\quad+\int_{0}^{1} V\left(x+\sqrt{t} X_{0}\left(s_{n}^{+}\right)\right) d s\right)\right\}\right] d x
\end{align*}
$$

By (1.1), it is clear that on $\left\{\max _{0 \leq s \leq 1}\left|\sqrt{t} X_{0}(s)\right|<|x| / 2\right\}$

$$
\begin{aligned}
\int_{0}^{1} V\left(x+\sqrt{t} X_{0}\left(s_{n}^{ \pm}\right)\right) d s & \geq c \int_{0}^{1}| | x\left|-\left|\sqrt{t} X_{0}\left(s_{n}^{ \pm}\right)\right|\right|^{\rho} d s-c^{\prime} \\
& \geq c \int_{0}^{1}\left(\frac{|x|}{2}\right)^{\rho} d s-c^{\prime}=c\left(\frac{|x|}{2}\right)^{\rho}-c^{\prime} \\
\int_{0}^{1} V\left(x+\sqrt{t} X_{0}(s)\right) d s & \geq c \int_{0}^{1}| | x\left|-\left|\sqrt{t} X_{0}(s)\right|\right|^{\rho} d s-c^{\prime} \\
& \geq c \int_{0}^{1}\left(\frac{|x|}{2}\right)^{\rho} d s-c^{\prime}=c\left(\frac{|x|}{2}\right)^{\rho}-c^{\prime}
\end{aligned}
$$

Hence, substituting these inequalities into (4.9) and (4.10), we have

$$
\begin{align*}
\left\|e^{-t H}\right\|_{\text {trace }} \leq & \left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} \exp \left\{-t\left(c\left(\frac{|x|}{2}\right)^{\rho}-c^{\prime}\right)\right\} d x  \tag{4.11}\\
& +\left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} P_{0}\left(\max _{0 \leq s \leq 1}\left|\sqrt{t} X_{0}(s)\right| \geq \frac{|x|}{2}\right) d x
\end{align*}
$$

$$
\begin{align*}
\left\|K\left(\frac{t}{n}\right)^{n}\right\|_{\text {trace }} \leq & \left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} \exp \left\{-t\left(c\left(\frac{|x|}{2}\right)^{\rho}-c^{\prime}\right)\right\} d x  \tag{4.12}\\
& +\left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} P_{0}\left(\max _{0 \leq s \leq 1}\left|\sqrt{t} X_{0}(s)\right| \geq \frac{|x|}{2}\right) d x .
\end{align*}
$$

Each term on the RHS of (4.11) and (4.12) is computed as follows:

$$
\begin{aligned}
\text { The first term } & =\left(\frac{1}{2 \pi t}\right)^{d / 2} e^{t c^{\prime}} \int_{\mathbb{R}^{d}} e^{-t c|y|^{\rho}} 2^{d} d y \\
& =\left(\frac{2}{\pi}\right)^{d / 2} t^{-d / 2} e^{t c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|z|^{\rho}}(t c)^{-d / \rho} d z \\
& =\left(\frac{2}{\pi}\right)^{d / 2} \int_{\mathbb{R}^{d}} e^{-|z|^{\rho}} d z c^{-d / \rho} t^{-d(1 / 2+1 / \rho)} e^{t c^{\prime}}, \\
\text { The second term } & =\left(\frac{1}{2 \pi t}\right)^{d / 2} \int_{\mathbb{R}^{d}} P_{0}\left(2 \max _{0 \leq s \leq 1}\left|X_{0}(s)\right| \geq\left|\frac{x}{\sqrt{t}}\right|\right) d x \\
& =\left(\frac{1}{2 \pi}\right)^{d / 2} \int_{\mathbb{R}^{d}} P_{0}\left(2 \max _{0 \leq s \leq 1}\left|X_{0}(s)\right| \geq|y|\right) d y \\
& =\left(\frac{1}{2 \pi}\right)^{d / 2} \int_{S^{d-1}} d \omega \int_{0}^{\infty} r^{d-1} P_{0}\left(2 \max _{0 \leq s \leq 1}\left|X_{0}(s)\right| \geq r\right) d r \\
& =\left(\frac{1}{2 \pi}\right)^{d / 2} \frac{2 \pi^{d / 2}}{\Gamma(d / 2)} \int_{0}^{\infty} r^{d-1} P_{0}\left(2 \max _{0 \leq s \leq 1}\left|X_{0}(s)\right| \geq r\right) d r \\
& =\left(\frac{1}{2}\right)^{d / 2-1} \frac{1}{\Gamma(d / 2)} E_{0}\left[\int_{0}^{\infty} r^{d-1} 1_{2} \max _{0 \leq s \leq 1}\left|X_{0}(s)\right| \geq r\right. \\
& =\left(\frac{1}{2}\right)^{d / 2-1} \frac{1}{\Gamma(d / 2)} E_{0}\left[\int_{0}^{2 \max _{0 \leq s} \leq 1\left|X_{0}(s)\right|}\left(\frac{r^{d}}{d}\right)^{\prime} d r\right] \\
& =2^{-d / 2+1} \frac{1}{\Gamma(d / 2)} E_{0}\left[\frac{1}{d}\left(2 \max _{0 \leq s \leq 1}\left|X_{0}(s)\right|\right)^{d}\right] \\
& =2^{d / 2} \frac{1}{(d / 2) \Gamma(d / 2)} E_{0}\left[\left(\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|\right)^{d}\right] \\
& =\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right] .
\end{aligned}
$$

The proof is complete.

Proof of Theorem (i). Let $T \geq 1,0<t \leq T$ and $n \geq 2$. By Claim 1,

$$
\begin{equation*}
\left\|K\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2} \leq \text { const } T^{2 \vee(\mu / 2) \vee(1+\nu / 2)}\left(C_{1}^{2}+C_{2}\right)\left(\frac{1}{n}\right)^{1+1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta} \tag{4.13}
\end{equation*}
$$

where const depends only on $\delta, \mu, \nu$ and $d$. Note that

$$
\begin{aligned}
& \frac{n-j}{n} \geq \frac{1}{2} \text { for } 1 \leq j \leq\left[\frac{n}{2}\right] \\
& \frac{j-1}{n} \geq \frac{1}{3} \text { for }\left[\frac{n}{2}\right]<j \leq n
\end{aligned}
$$

By this and Claim 2,

$$
\begin{aligned}
\left\|e^{-(n-j) t H / n}\right\|_{\text {trace }} \leq & \left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d}\left(\frac{t}{2}\right)^{-d(1 / 2+1 / \rho)} e^{T c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x \\
& +\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right] \quad \text { for } 1 \leq j \leq\left[\frac{n}{2}\right], \\
\left\|K\left(\frac{j-1}{n} \frac{t}{j-1}\right)^{j-1}\right\|_{\text {trace }} \leq & \left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d}\left(\frac{t}{3}\right)^{-d(1 / 2+1 / \rho)} e^{T c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x \\
& +\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right] \quad \text { for }\left[\frac{n}{2}\right]<j \leq n .
\end{aligned}
$$

Combining these with (4.13) we have by (2.3)

$$
\begin{aligned}
& \left\|K\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \\
& \leq \text { const } T^{2 \vee(\mu / 2) \vee(1+\nu / 2)}\left(C_{1}^{2}+C_{2}\right)\left(\frac{1}{n}\right)^{1+1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta} \\
& \quad \times n \times\left\{\left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d} 3^{d(1 / 2+1 / \rho)} e^{T c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x t^{-d(1 / 2+1 / \rho)}\right. \\
& \left.\quad+\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right]\right\}
\end{aligned}
$$

where const in the last line depends only on $C_{1}, C_{2}, \delta, \mu, \nu, \rho, c, c^{\prime}, d$ and $T$. The proof of Theorem (i) is complete.

Claim 3. (i) For $t>0$

$$
\left\|\left[e^{-t H}, V\right]\right\|_{2 \rightarrow 2}
$$

$$
\begin{aligned}
\leq & C_{2} d\left(t+\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}} t^{1 \wedge 2 \delta}\right)+C_{1}^{2}\left(t^{2}+\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)} t^{2 \delta}\right) \\
& +C_{1} C(1, d)\left(t^{1 / 2}+\left(\frac{1-\delta}{e}\right)^{1-\delta} t^{-1 / 2+\delta}\right)
\end{aligned}
$$

where $C(a, d):=E_{0}\left[|X(1)|^{a}\right]=\int_{\mathbb{R}^{d}}|y|^{a} p(1, y) d y, a \geq 0$.
(ii) For $t>0$ and $s \geq 0$,

$$
\begin{aligned}
\left\|\left[e^{-s V}, e^{-t H}\right]\right\|_{\text {trace }} & \leq 2 s\left\|\left[e^{-t H / 2}, V\right]\right\|_{2 \rightarrow 2}\left\|e^{-t H / 2}\right\|_{\text {trace }} \\
\left\|\left[e^{-s(-(1 / 2) \Delta)}, e^{-t H}\right]\right\|_{\text {trace }} & \leq 2 s\left\|\left[e^{-t H / 2}, V\right]\right\|_{2 \rightarrow 2}\left\|e^{-t H / 2}\right\|_{\text {trace }}
\end{aligned}
$$

Proof. As for (ii), note that

$$
\begin{aligned}
{\left[e^{-s V}, e^{-t H}\right] } & =\int_{0}^{s} e^{-u V}\left[e^{-t H}, V\right] e^{-(s-u) V} d u \\
{\left[e^{-s(-(1 / 2) \Delta)}, e^{-t H}\right] } & =-\int_{0}^{s} e^{-u(-(1 / 2) \Delta)}\left[e^{-t H}, \frac{1}{2} \Delta\right] e^{-(s-u)(-(1 / 2) \Delta)} d u \\
& =-\int_{0}^{s} e^{-u(-(1 / 2) \Delta)}\left[e^{-t H}, V\right] e^{-(s-u)(-(1 / 2) \Delta)} d u \\
{\left[e^{-t H}, V\right] } & =\left[e^{-t H / 2}, V\right] e^{-t H / 2}+e^{-t H / 2}\left[e^{-t H / 2}, V\right]
\end{aligned}
$$

By (2.1) and (2.2), these expressions give us the estimate described in (ii).
As for (i), note that the integral kernel of $\left[e^{-t H}, V\right]$ is expressed as

$$
\begin{align*}
& {\left[e^{-t H}, V\right](x, y)=p(t, x-y)}  \tag{4.14}\\
& \quad \times(V(y)-V(x)) E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right]
\end{align*}
$$

If we show the following estimate:

$$
\begin{align*}
& \left|(V(y)-V(x)) E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right]\right|  \tag{4.15}\\
& \quad \leq C_{2} d\left(t+\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}} t^{1 \wedge 2 \delta}\right)+C_{1}^{2}\left(t^{2}+\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)} t^{2 \delta}\right) \\
& \quad+C_{1}|x-y|\left(1+\left(\frac{1-\delta}{e}\right)^{1-\delta} t^{-1+\delta}\right)
\end{align*}
$$

the estimate in (i) follows immediately from this and (4.14).
In the following we show (4.15). To this end we may suppose without loss of generality that $V: \mathbb{R}^{d} \rightarrow[0, \infty)$ is a $C^{2}$-function and satisfies $(\mathrm{A})_{2}^{\prime}(\mathrm{i})$ and (ii) (cf. the proof of Claim 1).

First of all we note that for $f \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ and $t \geq 0$

$$
\begin{equation*}
e^{-t H}\left(-\frac{1}{2} \Delta+V\right) f=\left(-\frac{1}{2} \Delta+V\right) e^{-t H} f \tag{4.16}
\end{equation*}
$$

Let $T>0,0<t<T$ and $y \in \mathbb{R}^{d}$. By letting $f=p(T-t, \cdot, y)$ in (4.16), the Feynman-Kac formula gives us that

$$
\begin{aligned}
& E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(x+X_{s}\right) d s\right\} V\left(x+X_{t}\right) p\left(T-t, x+X_{t}-y\right)\right] \\
& -V(x) E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(x+X_{s}\right) d s\right\} p\left(T-t, x+X_{t}-y\right)\right] \\
& =-\frac{1}{2} \Delta_{x} E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(x+X_{s}\right) d s\right\} p\left(T-t, x+X_{t}-y\right)\right] \\
& \quad+E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(x+X_{s}\right) d s\right\} \frac{1}{2} \Delta p\left(T-t, x+X_{t}-y\right)\right] \\
& =E_{0}\left[\exp \left\{-\int_{0}^{t} V\left(x+X_{s}\right) d s\right\}\right. \\
& \quad \times\left\{\left(-\frac{1}{2}\left|\int_{0}^{t} \nabla V\left(x+X_{s}\right) d s\right|^{2}+\int_{0}^{t} \frac{1}{2} \Delta V\left(x+X_{s}\right) d s\right) p\left(T-t, x+X_{t}-y\right)\right. \\
& \\
& \left.\left.\quad+\left\langle\int_{0}^{t} \nabla V\left(x+X_{s}\right) d s, \nabla p\left(T-t, x+X_{t}-y\right)\right\rangle\right\}\right]
\end{aligned}
$$

By using the Brownian bridge $\left(X_{0}(s)\right)_{0 \leq s \leq 1}$, this is rewritten as

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} E_{0}[ \left.\exp \left\{-t \int_{0}^{1} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right] \\
& \times V(z) p(T-t, z-y) p(t, x-z) d z \\
&-V(x) \int_{\mathbb{R}^{d}} E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right] \\
& \times p(T-t, z-y) p(t, x-z) d z \\
&=\int_{\mathbb{R}^{d}} E_{0}[ \exp \left\{-t \int_{0}^{1} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\} \\
& \times\left\{-\frac{t^{2}}{2}\left|\int_{0}^{1} \nabla V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right|^{2}\right. \\
&\left.\left.\quad+\frac{t}{2} \int_{0}^{1} \Delta V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right] \\
& \times p(T-t, z-y) p(t, x-z) d z
\end{aligned}
$$

$$
\begin{aligned}
&+\sum_{i=1}^{d} \int_{\mathbb{R}^{d}} E_{0} {\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right.} \\
& \times\left.t \int_{0}^{1} \partial_{i} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right] \\
& \times \partial_{i} p(T-t, z-y) p(t, x-z) d z
\end{aligned}
$$

By integration by parts and the formula: $\partial / \partial z_{i} p(t, x-z)=p(t, x-z)\left(x_{i}-z_{i}\right) / t$, the second term on the RHS is further computed, so that

$$
\begin{aligned}
& \text { The RHS }=\int_{\mathbb{R}^{d}} E_{0}\left[\exp \left\{-t \int_{0}^{1} V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\}\right. \\
& \times\left\{-\frac{t^{2}}{2}\left\langle\int_{0}^{1} \nabla V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right.\right. \\
& \left.\quad \int_{0}^{1}(1-2 s) \nabla V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s\right\rangle \\
& \\
& +\frac{t}{2} \int_{0}^{1}(1-2 s) \Delta V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s \\
& \left.\left.-\left\langle\int_{0}^{1} \nabla V\left(x+s(z-x)+\sqrt{t} X_{0}(s)\right) d s, x-z\right\rangle d s\right\}\right] \\
& \times p(T-t, z-y) p(t, x-z) d z
\end{aligned}
$$

Hence, as $t \uparrow T$, we have

$$
\begin{gathered}
(V(y)-V(x)) E_{0}\left[\exp \left\{-T \int_{0}^{1} V\left(x+s(y-x)+\sqrt{T} X_{0}(s)\right) d s\right\}\right] \\
=E_{0}\left[\exp \left\{-T \int_{0}^{1} V\left(x+s(y-x)+\sqrt{T} X_{0}(s)\right) d s\right\}\right. \\
\times\left\{-\frac{T^{2}}{2}\left\langle\int_{0}^{1} \nabla V\left(x+s(y-x)+\sqrt{T} X_{0}(s)\right) d s\right.\right. \\
\left.\quad \int_{0}^{1}(1-2 s) \nabla V\left(x+s(y-x)+\sqrt{T} X_{0}(s)\right) d s\right\rangle \\
\quad+\frac{T}{2} \int_{0}^{1}(1-2 s) \Delta V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right) d s \\
\left.\left.\quad-\int_{0}^{1}\left\langle\nabla V\left(x+s(y-x)+\sqrt{T} X_{0}(s)\right), x-y\right\rangle d s\right\}\right]
\end{gathered}
$$

Finally, using the estimates:

$$
|\nabla V(x)| \leq C_{1}\left(1+V(x)^{1-\delta}\right)
$$

$$
|\Delta V(x)| \leq 2 C_{2} d\left(V(x)^{(1-2 \delta)_{+}}+1\right)
$$

and then applying Jensen's inequality, we obtain (4.15) and the proof is complete.

Proof of Theorem (ii) and (iii). Let $T \geq 1,0<t \leq T$ and $n \geq 3$. Note that $1 /(n-1) \leq(3 / 2)(1 / n)$, so that $(n-1) / n \geq 2 / 3$. First, by Theorem (i)

$$
\begin{align*}
& \left\|K\left(\frac{n-1}{n} t \frac{1}{n-1}\right)^{n-1}-e^{-(n-1) t H / n}\right\|_{\text {trace }}  \tag{4.17}\\
& \leq \operatorname{const}\left(\frac{1}{n-1}\right)^{1 \wedge 2 \delta}\left(\frac{n-1}{n} t\right)^{1+1 \wedge 2 \delta-d(1 / 2+1 / \rho)} \\
& \leq \operatorname{const}\left(\frac{3}{2}\right)^{1 \wedge 2 \delta+d(1 / 2+1 / \rho)}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta-d(1 / 2+1 / \rho)}
\end{align*}
$$

where const depends only on $C_{1}, C_{2}, \delta, \mu, \nu, \rho, c, c^{\prime}, d$ and $T$. Second, by Claims 1 and 2

$$
\begin{align*}
& \left\|e^{-(n-1) t H / n}\right\|_{\text {trace }} \times\left\|G\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2}  \tag{4.18}\\
& \left\|e^{-(n-1) t H / n}\right\|_{\text {trace }} \times\left\|R\left(\frac{t}{n}\right)-e^{-t H / n}\right\|_{2 \rightarrow 2} \\
& \leq\left\{\left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d}\left(\frac{3}{2}\right)^{d(1 / 2+1 / \rho)} t^{-d(1 / 2+1 / \rho)} e^{T c^{\prime}} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x\right. \\
& \left.\quad+\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right]\right\} \\
& \quad \times \text { const } T^{5 / 2}\left(C_{1}+C_{1}^{2}+C_{2}\right)\left(\frac{1}{n}\right)^{1 / 2+\delta} t^{1 / 2+\delta} \\
& \leq \text { const }\left(\frac{1}{n}\right)^{1 / 2+\delta} t^{1 / 2+\delta-d(1 / 2+1 / \rho)}
\end{align*}
$$

where const in the last line depends only on $C_{1}, C_{2}, \delta, \rho, c, c^{\prime}, d$ and $T$. Third, by Claim 3 and Claim 2

$$
\begin{align*}
& \left\|\left[e^{-t V / 2 n}, e^{-(n-1) t H / n}\right]\right\|_{\text {trace }},\left\|\left[e^{-t(-(1 / 2) \Delta) / 2 n}, e^{-(n-1) t H / n}\right]\right\|_{\text {trace }}  \tag{4.19}\\
& \leq \frac{t}{n}\left\|\left[e^{-(n-1) t H / 2 n}, V\right]\right\|_{2 \rightarrow 2}\left\|e^{-(n-1) t H / 2 n}\right\|_{\text {trace }} \\
& \leq \frac{t}{n}\left\{C_{2} d\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)+}\left(\frac{n-1}{2 n} t\right)^{1 \wedge 2 \delta}+C_{2} d \frac{n-1}{2 n} t\right. \\
& \quad+C_{1}^{2}\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)}\left(\frac{n-1}{2 n} t\right)^{2 \delta}+C_{1}^{2}\left(\frac{n-1}{2 n} t\right)^{2}
\end{align*}
$$

$$
\begin{aligned}
& +C_{1} C(1, d)\left(\frac{1-\delta}{e}\right)^{1-\delta}\left(\frac{n-1}{2 n} t\right)^{-1 / 2+\delta} \\
& \left.+C_{1} C(1, d)\left(\frac{n-1}{2 n} t\right)^{1 / 2}\right\} \\
& \times\left\{\left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d}\left(\frac{n-1}{2 n} t\right)^{-d(1 / 2+1 / \rho)} e^{(n-1) t c^{\prime} / 2 n} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x\right. \\
& \left.+\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right]\right\} \\
& \leq \frac{1}{n}\left\{C_{2} d\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}}\left(\frac{1}{2}\right)^{1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta}+C_{2} d \frac{1}{2} t^{2}\right. \\
& +C_{1}^{2}\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)}\left(\frac{1}{2}\right)^{2 \delta} t^{1+2 \delta}+C_{1}^{2}\left(\frac{1}{2}\right)^{2} t^{3} \\
& +C_{1} C(1, d)\left(\frac{1-\delta}{e}\right)^{1-\delta}\left(\left(\frac{1}{2}\right)^{-1 / 2+\delta} \vee\left(\frac{1}{3}\right)^{-1 / 2+\delta}\right) t^{1 / 2+\delta} \\
& \left.+C_{1} C(1, d)\left(\frac{1}{2}\right)^{1 / 2} t^{3 / 2}\right\} \\
& \times\left\{\left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d} 3^{d(1 / 2+1 / \rho)} e^{T c^{\prime} / 2} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x t^{-d(1 / 2+1 / \rho)}\right. \\
& \left.+\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right]\right\} \\
& \leq \frac{1}{n}\left\{C_{2} d\left(\frac{(1-2 \delta)_{+}}{e}\right)^{(1-2 \delta)_{+}}\left(\frac{1}{2}\right)^{1 \wedge 2 \delta}+C_{2} d \frac{1}{2}\right. \\
& +C_{1}^{2}\left(\frac{2(1-\delta)}{e}\right)^{2(1-\delta)}\left(\frac{1}{2}\right)^{2 \delta}+C_{1}^{2}\left(\frac{1}{2}\right)^{2} \\
& +C_{1} C(1, d)\left(\frac{1-\delta}{e}\right)^{1-\delta}\left(\left(\frac{1}{2}\right)^{-1 / 2+\delta} \vee\left(\frac{1}{3}\right)^{-1 / 2+\delta}\right) \\
& \left.+C_{1} C(1, d)\left(\frac{1}{2}\right)^{1 / 2}\right\} \\
& \times\left\{\left(\sqrt{\frac{2}{\pi}} c^{-1 / \rho}\right)^{d} 3^{d(1 / 2+1 / \rho)} e^{T c^{\prime} / 2} \int_{\mathbb{R}^{d}} e^{-|x|^{\rho}} d x\right. \\
& \left.+\frac{2^{d / 2}}{\Gamma(d / 2+1)} E_{0}\left[\max _{0 \leq s \leq 1}\left|X_{0}(s)\right|^{d}\right] T^{d(1 / 2+1 / \rho)}\right\} \\
& \times T^{5 / 2} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} \\
& \text { (since } 1 / 2+\delta<1+1 \wedge 2 \delta \leq 1+2 \delta, 2 \text { ) } \\
& \leq \text { const } \frac{1}{n} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} \text {, }
\end{aligned}
$$

where const depends only on $C_{1}, C_{2}, \delta, \rho, c, c^{\prime}, d$ and $T$. Therefore, combining
(4.17), (4.18) and (4.19), we have by (2.4) and (2.5)

$$
\begin{aligned}
& \left\|G\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }},\left\|R\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \\
& \leq \operatorname{const}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1+1 \wedge 2 \delta-d(1 / 2+1 / \rho)}+\text { const } \frac{1}{n} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} \\
& \quad+\operatorname{const}\left(\frac{1}{n}\right)^{1 / 2+\delta} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} \\
& \leq \operatorname{const}\left(\frac{1}{n}\right)^{1 \wedge 2 \delta} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} \\
& \quad \text { (since } 1 \wedge 2 \delta \leq 1 / 2+\delta, 1)
\end{aligned}
$$

and the proof is complete.

## 5. Remark

The condition (A) $)_{2}^{\prime}$ is just $(A)_{2}$ in [10] plus the condition (o). So for $(A)_{0}$ and $(A)_{1}$ in [10] we can consider (A) $)_{0}^{\prime}$ and (A) ${ }_{1}^{\prime}$ respectively:
$V: \mathbb{R}^{d} \rightarrow[0, \infty)$ is a function such that
(A) $)_{0}^{\prime} \quad$ (o) $\liminf _{|x| \rightarrow \infty} \frac{V(x)}{|x|^{\rho}}>0$
(i) $|V(x)-V(y)| \leq C_{1}|x-y|^{\gamma}$,
$V: \mathbb{R}^{d} \rightarrow[0, \infty)$ is a $C^{1}$-function such that
(o) $\liminf _{|x| \rightarrow \infty} \frac{V(x)}{|x|^{\rho}}>0$
(i) $|\nabla V(x)| \leq C_{1}\left(1+V(x)^{1-\delta}\right)$
(ii) $|\nabla V(x)-\nabla V(y)| \leq C_{2}|x-y|^{\kappa}$.

Here $0<\rho<\infty, 0<\gamma \leq 1,0 \leq C_{1}, C_{2}<\infty, 0<\delta \leq 1$ and $0 \leq \kappa \leq 1$.
Under these conditions Claims 1 and 3(i) are restated as follows:
Claim 4. Let $t \geq 0$.
(i) Under $(\mathrm{A})_{0}^{\prime}$

$$
\left\|K(t)-e^{-t H}\right\|_{2 \rightarrow 2},\left\|G(t)-e^{-t H}\right\|_{2 \rightarrow 2},\left\|R(t)-e^{-t H}\right\|_{2 \rightarrow 2} \leq \operatorname{const}(\gamma, d) C_{1} t^{1+\gamma / 2}
$$

(ii) Under $(\mathrm{A})_{1}^{\prime}$

$$
\begin{aligned}
& \left\|K(t)-e^{-t H}\right\|_{2 \rightarrow 2} \\
& \leq \operatorname{const}(\delta, \kappa, d)\left\{C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2} t^{1+(1+\kappa) / 2}+C_{2}^{2} t^{2+1+\kappa}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left\|G(t)-e^{-t H}\right\|_{2 \rightarrow 2},\left\|R(t)-e^{-t H}\right\|_{2 \rightarrow 2} \\
& \leq \operatorname{const}(\delta, \kappa, d)\left\{C_{1}\left(t^{3 / 2}+t^{1 / 2+\delta}\right)+C_{1}^{2}\left(t^{3}+t^{1+2 \delta}\right)+C_{2} t^{1+(1+\kappa) / 2}+C_{2}^{2} t^{2+1+\kappa}\right\}
\end{aligned}
$$

Claim 4 can be shown in the same way as in [10] or [6] without using Itô's formula (cf. Remark 4).

Claim 5. For $t>0$

$$
\left\|\left[e^{-t H}, V\right]\right\|_{2 \rightarrow 2} \leq \begin{cases}\operatorname{const}(\gamma, d) C_{1} t^{\gamma / 2} & \text { under }(\mathrm{A})_{0}^{\prime} \\ \operatorname{const}(\delta, \kappa, d)\left\{C_{1}\left(t^{1 / 2}+t^{-1 / 2+\delta}\right)+C_{2} t^{(1+\kappa) / 2}\right\} & \text { under }(\mathrm{A})_{1}^{\prime}\end{cases}
$$

As in the proof of Claim 3(i), Claim 5 follows from the following estimate:

$$
\begin{aligned}
& |V(y)-V(x)| \exp \left\{-t \int_{0}^{1} V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right) d s\right\} \\
& \leq\left\{\begin{array}{l}
C_{1}|x-y|^{\gamma} \\
\left.C_{1}\left(1+\left(\frac{1-\delta}{e}\right)^{1-\delta}\right)|x-y|+C_{2} \int_{0}^{1}\left|X_{0}(s)\right|^{\kappa} d s t^{\kappa / 2}|x-y| \text { under (A) }\right)_{1}^{\prime} .
\end{array}\right.
\end{aligned}
$$

The former estimate is clear by the condition $(\mathrm{A})_{0}^{\prime}(\mathrm{i})$. The latter is easily seen from the following:

$$
\begin{aligned}
&|V(y)-V(x)| \\
&= \mid \int_{0}^{1}\left\langle\nabla V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right), y-x\right\rangle d s \\
&-\int_{0}^{1}\left\langle\nabla V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right)-\nabla V(x+s(y-x)), y-x\right\rangle d s \mid \\
& \leq \int_{0}^{1}\left|\nabla V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right)\right| d s|x-y| \\
&+\int_{0}^{1}\left|\nabla V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right)-\nabla V(x+s(y-x))\right| d s|x-y| \\
& \leq \int_{0}^{1} C_{1}\left(1+V\left(x+s(y-x)+\sqrt{t} X_{0}(s)\right)^{1-\delta}\right) d s|x-y| \\
&+\int_{0}^{1} C_{2} t^{\kappa / 2}\left|X_{0}(s)\right|^{\kappa} d s|x-y| \\
& \leq C_{1}\left(1+\left(\int_{0}^{1} V\left(x+s(y-x)+\sqrt{t} X_{0}(s) d s\right)^{1-\delta}\right)|x-y|\right.
\end{aligned}
$$

$$
+C_{2} \int_{0}^{1}\left|X_{0}(s)\right|^{\kappa} d s t^{\kappa / 2}|x-y|
$$

where the last inequality is due to Jensen's inequality.
Now let us look over the proof of Theorem. This time we use Claims 4 and 5 instead of Claims 1 and 3(i), so that we have the following theorem:

Theorem'. Let $T \geq 1$ and $0<t \leq T$.
(i) For $n \geq 2$

$$
\begin{aligned}
& \left\|K\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \\
& \quad \leq \begin{cases}\operatorname{const}\left(C_{1}, \gamma, \rho, c, c^{\prime}, d, T\right)\left(\frac{1}{n}\right)^{\gamma / 2} t^{1+\gamma / 2-d(1 / 2+1 / \rho)} & \text { under }(\mathrm{A})_{0}^{\prime} \\
\operatorname{const}\left(C_{1}, C_{2}, \delta, \kappa, \rho, c, c^{\prime}, d, T\right)\left(\frac{1}{n}\right)^{2 \delta \wedge((1+\kappa) / 2)} & t^{1+2 \delta \wedge((1+\kappa) / 2)-d(1 / 2+1 / \rho)}\end{cases} \\
& \quad \text { under (A) })_{1}^{\prime} .
\end{aligned}
$$

(ii) For $n \geq 3$

$$
\begin{aligned}
& \left\|G\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }},\left\|R\left(\frac{t}{n}\right)^{n}-e^{-t H}\right\|_{\text {trace }} \\
& \leq \begin{cases}\operatorname{const}\left(C_{1}, \gamma, \rho, c, c^{\prime}, d, T\right)\left(\frac{1}{n}\right)^{\gamma / 2} t^{1+\gamma / 2-d(1 / 2+1 / \rho)} & \text { under }(\mathrm{A})_{0}^{\prime} \\
\operatorname{const}\left(C_{1}, C_{2}, \delta, \kappa, \rho, c, c^{\prime}, d, T\right)\left(\frac{1}{n}\right)^{2 \delta \wedge((1+\kappa) / 2)} t^{1 / 2+\delta-d(1 / 2+1 / \rho)} & \text { under }(\mathrm{A})_{1}^{\prime}\end{cases}
\end{aligned}
$$

As an example of our conditions $(\mathrm{A})_{0}^{\prime},(\mathrm{A})_{1}^{\prime}$ and $(\mathrm{A})_{2}^{\prime}$ we give the following: Let $V_{\rho}(x)=|x|^{\rho} \quad(0<\rho<\infty)$. Then
(i) if $0<\rho \leq 1$, (A) $)_{0}^{\prime}$ holds with $C_{1}=1, \gamma=\rho$,
(ii) if $1<\rho<2$, (A) ${ }_{1}^{\prime}$ holds with $C_{1}=\rho, \delta=1 / \rho, C_{2}=\rho 2^{\rho-2}$ and $\kappa=\rho-1$,
(iii) if $\rho \geq 2,(\mathrm{~A})_{2}^{\prime}$ holds with $C_{1}=\rho, \delta=1 / \rho, C_{2}=\rho(\rho-1) 2^{(\rho-3)_{+}}, \mu=0$ and $\nu=\rho-2$.
Thus it turns out that the conditions $(\mathrm{A})_{0}^{\prime}$ and $(\mathrm{A})_{1}^{\prime}$ treat the case of less regular potentials $V$ than the condition (A) ${ }_{2}^{\prime}$.
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