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THE CHARACTERIZATIONS OF LAPLACIANS

IN WHITE NOISE ANALYSIS*

SHENG-WU HE, JIA-GANG WANG AND RONG-QIN YAO

The Laplacians form a class of the most important differential operators in

white noise analysis. The goal of this paper is to give their characterizations. Our

main tools are the Fock expansions of operators in terms of integral kernel oper-

ators and rotation-invariance. In Section 1, the fundamental setting of white noise

analysis is introduced briefly. In Section 2, integral kernel operators and the Fock

expansions of operators are given. The characterization theorems for number

operator, Gross-Laplacian and Euler operator are given in Sections 3,4 and 5 re-

spectively.

Let (5) c (L2) c (5)* be the Gel'fand triple over white noise (S'(R),

3B(S'(R)), μ). Let T e #((S), (S)*). T is equal to number operator N up to

a constant factor if and only if the following conditions are satisfied: 1) T = T ,

2) for all φ, φ ^ (S), Ί(φ, φ) = ( Ί » : φ + φ : (T0), 3) T is rotation-invariant.

T is equal to Gross-Laplacian ΔG up to a constant factor if and only if the follow-

ing conditions are satisfied: 1) for all ξ e S(R), [T, Dξ] = 0, 2) [T, N] = 2T,

3) T is rotation-invariant. T e #((S), (S)) is equal to Euler operator ΔE = ΔG

+ N up to a constant factor if and only if the following conditions are satisfied:

1) for all φ, φ <^ (5), Ύ(φφ) = (Ύφ)φ + <p(Tφ), 2) T is rotation-invariant.

1. White noise space

We adopt the framework of white noise space set by I. Kubo and S. Takenaka

[6] (see also Hida et al. [1] or Yan [9]). Let 5(R) be the Schwartz space of rapidly

decreasing functions on R. Denote by A the self-adjoint extention of the harmonic

oscillator operator on L (R) :

Af(u) = -f"{u) + (1 + u2)f(u), / e 5(R).
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Put

en(w) = ( - I) (TΓ 2 «!) <? — - e , w > 0.
du

Then £w ^ 5(R) is the eigenfunction of A, corresponding to eigenvalue 2n + 2. At

the same time, {en, n > 0} is an orthonormal basis of L (R). Define

\f\l = \A"f\l=Σ (2« + 2) 2 ί | </, en> \\ f<ϊL2,
n=0

SP(R) =®(AP) = { / e L 2

: | / | ^ < c ^ } , ^ > 0 ,

where | | 2 denotes the norm in L (R). With {| \2>p, p > 0} 5(R) is a nuclear

space. Let S"(R) be its dual space. Set

SP(R) = {/ e 5'(R) : \f\\tP = Σ (2Λ + 2) 2 ' | </, ^> |2 < 00}, μ R ,

where <*, •) denotes the pairing between S'(R) and S(R). Then

S(R) = Π SP(R), S'(R) - U S,(R).
peR peR

By Minlos theorem there exists a unique probability measure μ on 3B(S'(R)), the

σ-field generated by cylinder sets, such that

f el<xΛ>μ(dx) = e x p ί - \ | f |2

2], £ e 5(R).

The measure // is called the white noise measure, and the probability space

(S'CR), f8(S"(R)), μ) is called the white noise space. On the white noise space a

Brownian motion B = {Bt, — °° < t < °°) may be well-defined such that

3B(S'(R)) = σiBt, — °° < t < °°). Then each φ e (L ) has chaotic representa-

tion:

(LI) φ = Σ Q / / *>„(*!,..., QdBtiJBtn,

II <p ||2 — Σ w ! I φ w |2,

where φw ^ L (R ) (the symmetric subspace of L (Rw)). We denote (1.1) also by

Ψ ~ (ψr) simply. If for all n, φn ^ 2)(A n), and Σζ^nl \ A nφn |2 < °°, define

Ξ α 2 ) ,
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2 )Γ(A) is a self-adjoint linear operator in (L2), and is called the second quantiza-

tion of A. For p > 0, set

|| φ \\lP = || ΓGi) V II' = Σ n ! | ? , IL, <P ~ (φn) e (S),.

(S) = n (sv

With {|| ||2J>, p > 0} (S) is also a nuclear space. Each element of (5) is called a

test functional. Denote by (S)_p the dual of (S)p, p > 0. Then the dual of (5) is

( S ) * = U (S)_,.

Each element of (5) is called a generalized Wiener functional or Hida distribu-

tion.

For ξ G i (R), the exponential functional S(ξ) is defined as

Let F ^ (S) . The 5-transform of F is defined as

, feS(R),

where « , •)) denotes the pairing between (S) and (5). Each Hida distribution

is uniquely determined by its 5-transform. For any F, G ^ (5) there exists a

unique Hida distribution, denoted by F : G and called the Wick product of F and

G, such that S(F : G) = S(F)S(G).

Let 2/ ^ S'(R) and φ €= (S). The derivative Z)y</) of φ in direction y is

defined by

y( + ty) - φ
Dyφ = hm ,

where the limit is taken in (5). Dy e ^ ( ( S ) , (5)) and its adjoint D* e iP((5)*,

(5) ) is defined by

« Z ) * F , (^» = « F , D9φ», V F G ( S ) * , ^ e (S)

(see Theorem 2.2 below), where # ( ( S ) , (S)) (resp. ίP((5)*, (S)*) denotes the

)collection of all continuous linear mappings from (5) (resp. (S) ) into itself. Let

δt be Delta function at a point t. Dδ and Dδ are denoted simply by dt and 9, re-

spectively.
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2. Integral kernel operators

Integral kernel operators are introduced in Hida et al. [3] (see also Hida et al.

[2] and Obata [10]). The following lemma is a more precise form of the correspond-

ing result in [3].

LEMMA 2.1. Let φ, φ e (S). Set

(2.1)

<V0W)(5i> > sι> tlt..., tj = « 9 * ••• d*dti -" dtmφ, ψ», /, m > 0 , I + m > 1 .

Then cφ'™ e S ( R m ) . Moreover, for any p , q ^ R , withp > q and a > 0

/r» o\ (l,m) I ^ r^ II II II r II

(2-2) ^ 0 l2.(-^) - Ca.l,m II ̂  Ikί+α II Φ h,-v

where \ |2>(-9,/,) ^ ί^g norm in 5_ ρ (R ) ® S^CR^2), and

(2-3) Cα > / > w = sup — .
n n\2

Let ic e 5'(R +m), /, m > 0, / + m > 1. There exists a unique Ξlm(/c) e

£((S), (S) ) (the collection of all continuous linear mappings from (S) into

(5)*) such that for all < p , ψ e (5)

(2.4) «s / ( W ω?),0» = </c, 4!f>.

If /c e S^R') ® S.^CR^), /> > ?, α > 0, then by (2.2) ΞUm(κ) is also a

linear continuous operator from (S)p+a to (S) g and

(2-5) || ΞlttnU)φ \\2tQ < CaΛm I K \ 2 M t - P ) II φ \\2,p+a

The operator Ξι>m(κ) is called an integral kernel operator. For all ξ, η ^ S(R)

(2.6) «£•,

If Λ: = Σ / > ; Λ:, ...f; ... ; ^ (8) " * ' ® ^ ® ^; ® ' * ' Θ ^; is an orthogonal ex-

pansion in Sq(R) ® S_p(Rm), then Ξlm(κ) also has the following strongly con-Sq

vergent expansion.

(2.7) Ξ,,mω = Σ i c ( l . . . V l . . . y χ < D^ Z)%.

Denote by ©w the permutation group of n letters. For any K ^ SΛ(R ) and

σ e ©w define A:σ e S'(RW) by

< Λ fx ® ®Q = <κ, ξσ-Hl) ® (8) U λ ?!, . . . , ?w

 e S(R).
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For any K e S'(Rι+m) define

Since cj£ (sv . . ., sz, ^ , . . ., ίw) is symmetric in (s^ . . ., st) and (^,. . ., tm) re-

spectively, for all φ, φ ^ (5), by definition (2.4) it is easy to see

Ξltm{tc) = Ξι>m(icι'm)).

Moreover, K 'm is uniquely determined by Ξlm{κ).

THEOREM 2.2 ([3]). Let K e S'(Rι+m).

1) Ξι>m(fc) e ί?((S), (S)) i/ and onfy i//cG S(R7) ® S'(Rm), or equivalent^,

for each p > 0 ί/î rβ gmί C > 0 and 0 e R 5 M ^ ί/ιaί /or a// ξ e S(R'), ry e

(2.8) ) , 2 , r

2) Ξlm(κ) can be extended to a continuous linear mapping from (S) into itself

(i.e. ΞlM(κ) e <e((S)*, (S)*)) if and only if tc e 5'(R') ® S ( R m ) .

Let Tr e 5'(R 2) be defined as: for all £, η <Ξ S(R)

<Tr, f ® ) ? ) = <ξ,7?>.

N = iSΊ^CTr) is called the number operator, and — N is called Beltrami-

Laplacian. Since Tr e S(R) ® S'(R), by Theorem 2.2 1) N e ί?((S), (5)). In

fact, if <p - (φn), then N ^ - (nφn). So we also have N e # ( ( S ) * , (5)*).

ZlG = SOf2(Tr) is called Gross-Laplacian, and by Theorem 2.2 1) ΔG e

5?((S), (5)).'

The following fact is easy.

THEOREM 2.3. Let T <Ξ <e((S), (S)*). T^̂ w ί/iere t5 a unique T* e ^ ( ( S ) ,

(5) ), called the adjoint of Ύ, such that for all φ, ψ ^ (S)

«T*0, φ» = «Tφ, 0 » .

Λfor̂ wr, T e ^((5), (5)) (rβsA #((5)*, (5)*)) x/αnd onfy i/T* e ^((5)*,

(5)*) (resp.£«S), (S))).

In fact, we have (T*)* = T.

If /c ^ vSr(R < m ), /, m > 0,

S'(Rm + 1) such that for all ξ e S(R'), η e S(RW)

If /c ^ vSr(R < m ), /, m > 0, / + m > 1, then there exists a unique /c mJ
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and

THEOREM 2.4 ([10]). Let T ^ i?((5), (5) ). Then there exists a unique family

, m e 5 (K , I, rn > Ό}, such that κlm — κlm and for all φ €= (o;

(2.9) T^) = Σ Ξlttn(κltjφ,

where the series converges in (S) . Moreover, if T ^ ί£((S), (S)) (resp. ί?((5) ,

(S) )), then so are Ξlm(/clm) for all I, m > 0.

The expansion T = Σ / m Ξlm(/cLm) is called Fock expansion of T. Such an ex-

pression was first introduced by R. Haag [l](see also Huang [3] and Kree [4]). In

fact, we can show the Fock expansion converges is a stronger sense (see the

Appendix of the paper).

Let g be a linear homeomorphism from 5(R) onto itself. If for all ξ ^ 5(R)

gξ l 2 = I ξ I2>

g is called a rotation of 5(R). g can be extended uniquely to a unitary operator in

L 2(R). For any x e S'(R) define g*x by

It is easy to see that g is a linear automorphism of S'(R). Denote by

the collection of all rotations of 5(R), and

β*(S'(R)) = {g*:g<Ξ0(S(R))}.

Let g ^ ^ ( 5 ( R ) ) . It is easy to show g is also a linear homeomorphism

from S(Rn) onto itself. Then Γ(g) is a rotation of (S), i.e., /X^) is linear

homeomorphism from (S) onto itself, and for all φ ̂  (5) || Γ(g)φ ||2 = || φ ||2.

Let n > 1, ̂  e 0(S(R)) and /c e 5 r (R w ) . (^0w)*/c e S'(RW) is defined as:

Λ: is said to be rotation-invariant, if for all g ^ Θ(S(R))(g n) K — /c.

Let T G f ( ( S ) , ( 5 ) * ) . T is said to be rotation-invariant if for all g^

e(S(R))Γ(g)*TΓ(g) = T on (5). In particular, if T e ^ ( ( 5 ) , (5)), then T is
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rotation-invariant if and only if for all g e Θ{S(n))Γ(g~ι)ΎΓ{g) = T on (S).

Moreover, let T e ί£((S) , (S) ). Then T is said to be rotation-invariant if for

all g e Θ(S(R))Γ(gfΎng-γ = T on (5)*
Let T e # ( ( S ) , (5)*). Then T is rotation-invariant if and only if so is T*.

Moreover, if T is a rotation-invariant continuous linear mapping from (5) into

itself, then T , as a continuous linear mapping from (S) into itself, is rotation-

invariant, too.

We shall use the following results on the rotation-invariance.

THEOREM 2.5 ([9]). Let T e # ( ( S ) , (5)*) with Fock expansion T = Σι>m

Ξlm(/clm). Then T is rotation-invariant if and only if so are all Ξlm(/clm), /, m > 0.

THEOREM 2.6 ([9]). Let K e S '(R / + m ), /, m > 0,. If I + m is odd, then

Ξlm(fc) is rotation-invariant if and only if Ξlm(/c) = 0 . // / + m is even, then

Ξlm(fc) is rotation-invariant if and only if it is a linear combination of (ΔG) NM£

with p, q, r being non-negative integers such that p + q + r ^ (/ + m) /2. /n αrfdi-

ίiow, Ξlm{κ) maps (S) into (S) if and only if it is a linear combination o/N ΔG with

qJrr<(lJrm)/2.

COROLLARY 2.7 ([3]). Let tc (Ξ S'(R2) and T = ΞίΛ(κ) (resp. ΞOt2(/e)) be

rotation-invariant. Then T is equal to N (resp. ΔG) up to a constant factor.

3. The characterization of number operator

THEOREM 3.1. Let T €Ξ # ( ( S ) , (S)*).

(3.1) T ( φ : 0 ) = (Tφ) : 0 + φ : ( T 0 ) , Vφ, φ <= (5),

Zio/ds i/ αwd cn/jv i/" ί/ι̂  Foĉ ? expansion of T /ιαs ί/ι̂  form:

(3.2) T=Σ^α(κu).

Proof. By the density of {8(ξ), ξ e 5(R)} in (5), (3.1) is equivalent to that

for all ξv ξ2, η e S(R)

(3.3) «T(«(?!) :<f(ί2)), «(J7)» = ( ( T ^ C ^ + ξ2)),

= (Tίί^)) : S(ξ2), g(η)» + ««

Let T = Σ ΞUm{κlm) be the Fock expansion of T. (3.3) is just
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Replacing ξίf ξ2 and ϊ] by sξlf sξ2 and trj in (3.4) respectively and comparing the

coefficients of power series, from (3.4) we conclude that for all /, m > 0

Replacing ξ2 by tξ2 in (3.5) yields

Σ </c, v Θ ξ}

 m~r Θ ξ9

 r) (

If κlm Φ 0, it must be m — 1. Hence the necessity is verified. Reversing the

reasoning yields the sufficiency. Π

THEOREM 3.2. Let T e # ( ( S ) , (5)*). T/iew T is egwα/ to N up to a constant

factor if and only if the following conditions are satisfied:

1) T = T*,

2) for all <p, φ e (S)T(φ : φ) = (Ύφ) \ ψ + φ : (Tψ),

3) T is rotation-invariant.

Proof The necessity is well-known. We need only to show the sufficiency.

Let T = Σ / > m ΞlmUlm) be the Fock expansion of T, and put T / m = ΞUm(tcUm). By

Lemmas 3.1 and 3.2 from condition 2) we deduce that for all m Φ 1 Ύlm — 0.

The condition 1) is equivalent to that for all /, m > 0

Hence for / Φ 1 T/>m = T* t / = 0. Therefore,

T = T u = Ξ1Λ(tc1Λ).

At last, by making use of rotation-invariance of T and Corollary 2.7 we con-

clude that T is equal to N up to a constant factor. Π

We give three examples to show that in order to characterize N anyone of the

three conditions in Theorem 3.2 cannot be deleted.

1) 4*N = ^ ( T r Θ T r ) satisfies conditions 2) and 3) by Lemma 3.2 and

Theorem 2.5, but not condition 1).

2) 4*N4 G = fif

3f3(Tr Θ T r Θ T r ) satisfies conditions 1) and 3) by (2.8) and

Theorem 2.5, but not condition 2).

3) Take K ^ S'(R2) such that K = K ' and K Φ Tr, for instance, K — eλ ®
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ev Then Ξ1Λ(fc) satisfies conditions 1) and 2) by (2.8) and Lemma 3.2, but not

condition 3) by Corollary 2.7.

THEOREM 3.3. Let T e # ( ( S ) , (5)) 5αίi5/^ the following conditions:

1) /or αΠ φ, ψ e (S)T(φ : 0) = (Tφ) : 0 + φ : (T0),

2) T is rotation-invariant

Then T is equal to N up to a constant factor.

Proof We continue to adopt the notations in Theorem 3.2. From condition 1)

we know for m Φ 1 T / m = 0. By Theorem 2.6 (see[9]) from condition 2) we know

that T / t l — 0 for even /, and for odd /

T u = Σ CPXΔl= Σ Cp

w h e r e C P Λ a r e c o n s t a n t s , a n d τ p = Σ J v . . . J p e ] χ ® - - - ® e ] p ® e h ® - ' - ® e ] p ^

S(R2P) such that Ξp>p(τp) = Π£Γo(N — ). In order to have p + 2q = 1 it must be

p = 1 and q = 0. Thus T = T u is equal to N up to a factor by Corollary 2.7. D

4. The characterization of Gross-Laplacian

ForT,, T2eί?((S), (S)*), let

ΓΓTI np "I rw\ TT\ ΓTI rri

L-l-1, 1 2 J J - l 1 2 1 2 1 1 >

if the right side makes sense on (5).

LEMMA 4.1. Let tc €= 5'(Rz+m). Then

(4.1) [N, Ξlm(/c)] = (I — m)Ξlm(fc).

Proof Let ζ , η, ηt,. .. e 5 ( R ) , z = 1,. . . . It is well known that on (5)

[Z)ζ, Z)*] = <ζ, τ?>,

/
[Dζ, Dv " Dη) = Σ <ζ, ϊ]1>Dηι - DVii DVi+i DVι.

From (2.7) it is not difficult to get

(4-2) [Dζ,Ξι>m ^

where /c Θ ( 1 > 0 ) ζ e S'ίR'4""1"1) is defined by
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Analogously, we have

m

( 4 . 3 ) Wt, Dηi DηJ = - Σ < ζ , η,>Dηι • Z \ _ : D , , + 1 •••/)
ί = l

[Z?*, ΞUm{κ)] = -mΞLmU

where A: <g>((U) ζ e S'CR 1*" 1 ' 1) is defined by

<*<g>(1,0) ζ , η> = <ιc, n ® ζ

Hence

(4.4)

* = D*DζΞ,,Jκ) - E^

„„

= lD*Ξ,.lM(κ <8>(1,0) ζ) - m ώ ^ ^ C / r <8>(0>1) ζ) A

= / ^ . ^ ( ζ (8) « ®(1,o, Q-m Ξum{κ (8>(0il) ζ (8) ζ ) .

Since N = Σ , 9 t 9/ and

K = Σ ^ ® /c Θ ( l ι 0 ) ^ = Σ /c Θ ( l f 0 ) ^ ® βf,
I I

(4.1) follows from (4.4). Π

LEMMA 4.2. L ί̂ T <Ξ ί?((5), (5)*), and r > 0 6e an iwie^er. T/ιβn

(4.5) [T, N] = r T

i/ and only if the Fock expansion of T is

(4.6) Ί=ΣΞu+r(κu+r).
1 = 0

Proof Let T = Σ / ; W Ξlm(ιcljn) be the Fock expansion of T, and ξ, η ^

S(R).

From (4.1) we have

= Σ (»ι - /)(«,,„, 17®' Θf®")

Hence we know that (4.5) holds if and only if for all ξ, η ^ 5(R)
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\κlm, η v§ξ )ιm — I — r\ = 0.
l,m = 0

Replace ξ, η by sξ, tη respectively, and by the uniqueness of the coefficients of

power series we get

VZ, m > 0, (m- I- r)/cι>m = 0,

i.e. (4.6) holds. D

LEMMA 4.3. Let T <= # ( ( S ) , ( 5 ) * ) . Then V ζ G 5 ( R ) , [T, Dζ] = 0 if and

only if the Fock expansion of T is

(4.7) T = Σ 5Ό.»(«o.m)

Proo/. Let T = Σ " w = 0 Ξltm(/cltfn) be the Fock expansion of T, £,7?,ζ e

S ( R ) . From (4.2) it is easy to see

«[Z>ζ,T]«(©,«(>?)» = Σ Σ /</c/M, T ^ ^ ^ Θ ζ Θ f ^

Therefore, for all ζ e S(R) [T, Z)ζ] - 0 if and only if for all ξ, η, ζ e= 5(R)

Σ Σ /</c/flfl, r ^ ^ ^ Θ ζ Θ f ^ ) =0.

Replace ξ, 7;, ζ and sξ, tη, wζ respectively, and by the uniqueness of the coeffi-

cients of power series we get

κlm = 0, / > 1, m > 0,

i.e. (4.7) holds. D

Remark. If T ^ί£((S), (S)), in a similar way we can see that V t,

[T, dt] — 0 if and only if the Fock expansion of T is given as in (4.7). This has

been pointed out in Luo [8].

THEOREM 4.4. Let T e # ( ( S ) , (5)*). Then T is equal to ΔG up to a constant

factor if and only if the following conditions are satisfied :

1) for all ξ e= 5(R), [T, Dξ] = 0,

2) [T, N] = 2T,

3) T is rotation-invariant.
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Proof. The necessity is well-known. We need only to show the sufficiency.

From the condition 1) and Lemma 4.3 we know the Fock expansion of T has the

form T = Σ^Q ΞOtm(/co>m). Furthermore, from the condition 2) and Lemma 4.2 we

get T = Ξ0>2(/c0t2). At last, by the condition 3) and Corollary 2.7 we arrive at the

conclusion. D

By the above remark we see that the condition 1) in Theorem 4.4 can be re-

placed by the following conditions: T e # ( ( S ) , (5)) and for all t, [T, dt] = 0.

5. The characterization of Euler operator

The Euler operator ΔE — ΔG + N is introduced by Liu and Yan [7]. It is the

counterpart of finite-dimensional Euler operator in the setting of white noise

analysis. In fact, let φ e (S) and λ e R Then for all 0 ^ / e R and x e

S'(R) φ{tx) = t φ{x) if and only if ΔEφ = λφ.

T e # ( ( S ) , (5)*) is called a derivation if for all φ, ψ ^ (S)

(5.1) Ύ(φψ) = (Ύφ)ψ + φ(Ύφ).

It is well-known that the Euler operator ΔE — ΔG + N is a derivation. For

the characterization of derivations and the following lemma one may refer to

Obata [10].

LEMMA 5.1. Let T ^ ί£((S), (5) ), then the following statements are equivalent:

i) T is a derivation]

ii) For all ξ, η, ζ e 5(R)

<ξ'η>

ζ)»e<η'° + «Ύ8(η), 8{ξ + ζ)»e<ξ'°.

iii) The Fock expansion of T = Σιtm=0 Ξlm(/clm) satisfies the following condi-

tions :

1) /c/f0 = 0, / > 0,

2) for all, /, m > 0 and ξ, η e 5 ( R )

(5.3) <ιclfm+1,η ® ? > \

(5.2) «ΊS(ξ + η), 8(ζ)»e<

THEOREM 5.2. Lei T e ίP((S), (S)). T/ien T is ^uα/ to ΔE up to a constant

factor if and only if it is a derivation and rotation-invariant
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Proof. We need only to show the sufficiency. Since T is rotation-invariant,

the Fock expansion of T is given as

A ~~ 2-ι £lm\/c[jn),
/+m = even

and each Ξlm(tclm) is also rotation-invariant by Theorem 2.5. By Theorem 2.6

(see Obata [9])

(5-4) £/,»(*/.«) = Σ cafβtr(Δl)*Ξβtβ(τβ)Δr

G,
2a+β = l,2γ+β = m

where caβr are constants. Furthermore, since Ξlm(/cι>m) ^ £((S), (S)), the terms

with ΔG to not appear in the right side of (5.4). Thus we have

0, m < /,

where c / m is a constants. By Lemma 5.1 1) tclQ = 0, / > 0. By (5.5) κιx — 0, / >

1. Then by (5.3) tclm+ι = 0, / + m > 1. Thus except for /c02 and tc1Λ all Λ:ΛW = 0.

By Corollary 2.7 ΛΓ02 = c0Tr, /Cjα = CiTr, where c0, cλ are constants. Again by

(5.3)

Hence c0 = ^ = c. At last, T = c(£Ό,2(Tr) + 5Ί f l(Tr)) = c(4G + N) = cΔE. D

In Theorem 5.2 the assumption T^£((S), (5)) cannot be weakened to

T e « ( S ) , (5)*). In fact, take

T = Λ*N + Δ*GΔG + 2N(N - 1) + 3NzlG + Zl2G.

Obviously, T is rotation-invariant. And T is a derivation. In fact, it is straight-

ward to check (5.2) holds for T, noting that for all ξ, η e S(R)

4 = <ξ, η>\η\2e<ξ'η>

«N(N - l)β(ξ),

Since T is a derivation, according to Obata [10], it is a first order differential

operator. In fact,
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= f Φt(x)dtdt, Φt(x) = < : x ^ 3 : , <5,<g>Tr>.

Appendix. The convergence of Fock expansion

Let T G $ ( ( S ) , (S)*), there exist p, q e R with p > q, such that T can be

extended to a continuous linear mapping from (S)p into (S)q. Now «Tφ, 0 » is a

continuous bilinear functional on (S)p X (5)_g, there exists a constant Cx > 0

such that

(6.1) I « Ί V , φ » \ Z C j φ \\2,p II Φ ||2,_β.

For all ξ, T? e S ( R )

(6.2)
( t Λ ) , g(η)»

-(ξ,η)k Σ - ^ T

1+ k\/m +
k A k

l,m=0 ι - m - k=0

For all ηlt.. ., ηlf ξv. .., ξm e 5(R) define

(6.3) <p/>m, ^ ® (8) I?; ® ̂  ® ® ξj

Let α > l/log2 such that 2^ Σ f(2ί + 2)"2 α < 1 (for example, a > 2). Now by

(6.1) we have

(6.4) Σ |<p,,m,A9-\<g>

m ^ 1 ^ / / \ im\ ^ , Λq~a Λ-(P+a) \

x Cί(/ - A)!(m + A)!

x
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, 2 / Λ m + l _, '£
i1.....u.,v....,Mk=o W W

x (2/Ί + 2)"~ 2" ••• ( 2 / w + 2 ) " 2 α

W < oo.

Thus plm can be extended to an element of Sq_a(R) ® 5_ ( ί + α ) (R ). Set /C/

PPl.m • T h e n

(6.5) I Klftn \2,(q-a,-(p+a)) — I Pl,m \2,(q-a,-(p+a))

From (6.2) and (6.3) we know that for all ξ, η e S(R)

(6.6) «Tδ(ξ), «()?)» = Σ «S / m U / m )β( f ) , β(>7)».

/,m=0

By (2.5) for all φ, ψ ^ (S) and /, m > 0

(6.7) || Ξlffn(/clιm)φ \\2tq_a < (CaJ>m I Λ:/fW | 2 > ( ί _ α ( _ ( / ) + α ) ) ) II φ \\2ιP+2cr

All Ξlm(κlm) may be viewed as continuous linear operators from ( S ) ^ ^ into

(S)q_a. We are going to show

\° °/ ^ ^ ^a,l,m I ^ m \2,(q-a,-ip+a)) ^

Then we know the Fock expansion T = ΎuUmΞUm(κUn) converges with respect to

the operator norm in ^ ( ( S ) ^ . ^ , (S)q_a).

From (2.3) we know that for a > 1 /log 2

w)!

^ 1(1 + n)! o-ΛW/2 /(m + w)! o-«w/2

< sup / -. 2 sup / j 2

^ /T i \ l/2r%—an/2 / i \m/2fΛ—an/2 ^ »//2 m/2

< sup(/ + n) 2 supim + n) 2 < I m ,
n>0 w>0

since by elementary calculus it is easy to see that the function fit) —

(I + t) 2 is decreasing on [0, °°) foi

(6.5) there is a constant C2 > 0 such that

(I + f) 2 is decreasing on [0, °°) for any fixed / and a > 1/log 2. Then by



1 0 8 SHENG-WU HE, JIA-GANG WANG AND RONG-QIN YAO

\2,(q-a,-(p+a))

2m\\1/2j1/2o

By Stirling's formula we have

(Σ (2i + 2)'2a)' < C3(2e Σ (2f + 2Γ 2 a ) '

where C3 is a constant. Thus (6.8) holds.
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