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This paper treats a linear equation
Av = b,

where A ∈ F
n×n and b ∈ F

n. Here, F is a set of floating point numbers. Let u be the unit

round-off of the working precision and κ(A) = ‖A‖∞‖A−1‖∞ be the condition number
of the problem. In this paper, ill-conditioned problems with

1 < uκ(A) < ∞
are considered and an iterative refinement algorithm for the problems is proposed. In
this paper, the forward and backward stability will be shown for this iterative refinement
algorithm.

Key words: iterative refinement, verified numerical computation, ill-conditioned linear
systems

1. Introduction

In this paper, we will consider the convergence of an iterative refinement for a
linear equation

Av = b, (1)

where A ∈ F
n×n and b ∈ F

n. Here, F is a set of floating point numbers. Nowadays,
usually the double precision floating point number system defined by IEEE 754
standard is used for F. For this case, the normalized floating point number has
64 bit length and its mantissa has 53 bit length. In this case, we call the double
precision is the working precision and 2−53 ≈ 10−16 is the unit round-off. Usually,
numerical computations are done in working precision. Sometimes, higher precision
calculations are used auxiliary. For example, a floating point number system with
128 bit length is used in some cases. In this case, we call a calculation by the floating
point number system with 128 bit length is called done by an extended precision.
In this paper, we treat a general case of F. Namely, let u be the unit round-off of
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the working precision. Let further κ(A) = ‖A‖∞‖A−1‖∞ be the condition number
of the problem. Here, ‖ · ‖∞ is the maximum norm defined by

‖v‖∞ = max
1�i�n

|vi|, for v = (v1, v2, . . . , vn)T ∈ R
n (2)

and

‖A‖∞ = max
1�i�n

n∑

j=1

|Aij |, for A = (Aij) ∈ R
n×n. (3)

The superscript T denotes the transpose and R is the set of real numbers. For
well posed problems, i.e., in case of uκ(A) < 1, it has been shown [1]–[4] that
the iterative refinement improves the forward and backward errors of computed
solutions provided that the residuals are evaluated by extended precision, in which
the unit round off ū is, for example, the order of u2, before rounding back to the
working precision. Skeel [5] showed that iterative refinement with one iteration in
working precision (not extended precision) is backward stable.

In this paper, we will treat ill-conditioned problems with

1 < uκ(A) < ∞. (4)

We can assume without loss of generality that for a certain positive integer k the
following is satisfied:

ukκ(A) � β < 1. (5)

In [6], Rump has shown that for arbitrary ill-conditioned matrices A, we can
have good approximate inverses R1:k satisfying

‖R1:kA − I‖∞ � α < 1. (6)

Here, R1:k is obtained as

R1:k = R1 + R2 + · · · + Rk (7)

with Ri ∈ F
n×n and I is the n-dimensional unit matrix. In [7], we have partially

clarified the mechanism of the convergence of Rump’s method. Very recently, one of
the authors (S.M. Rump) has further developed the convergence analysis of Rump’s
method [8].

Let A,B,C ∈ F
n×n. In floating point calculation, usually AB − C cannot be

calculated correctly because of the existence of rounding errors. In this paper,
we assume that for any positive integer k satisfying k < K with K being a certain
sufficiently large positive integer, we can calculate D1,D2, . . . , Dk ∈ F

n×n satisfying

∥∥∥∥∥

k∑

i=1

Di − (AB − C)

∥∥∥∥∥
∞

� cuk‖AB − C‖∞. (8)



Iterative Refinement for Ill-Conditioned Systems 467

Such algorithms have been proposed, for instance, by the authors [9]–[10]. We
also denote

D1:k = D1 + D2 + · · · + Dk. (9)

We further use a notation like

D1:k = [AB − C]k, (10)

which means that D1:k = D1 + D2 + · · · + Dk satisfies (8).
Similarly, for A ∈ F

n×n and b, c ∈ F
n we assume that for any positive integer

k satisfying k < K with K being a certain sufficiently large positive integer, we can
calculate d1, d2, . . . , dk ∈ F

n satisfying

∥∥∥∥∥

k∑

i=1

di − (Ab − c)

∥∥∥∥∥
∞

� cuk‖Ab − c‖∞. (11)

Such algorithms have also been proposed, for instance, by the authors [9]–[11]. We
also introduce a notation

d1:k = d1 + d2 + · · · + dk. (12)

We further use a notation like

d1:k = [Ab − c]k, (13)

which means that d1:k = d1 + d2 + · · · + dk satisfies (11). It should be noted that
[AB −C]1 coincides with [AB −C]k with k = 1. Similarly, [Ab− c]1 coincides with
[Ab − c]k with k = 1.

Now we propose the following iterative refinement algorithm:

v′ = [v − R1:k[Av − b]k]1. (14)

Put rk = [Av − b]k and let Φ(v) = [v − R1:krk]1. Then, we can write

v′ = Φ(v). (15)

The following holds:

v′ = v − R1:k[(Av − b) + er] + em, (16)

where er = rk − (Av − b) and em ∈ R
n satisfying

‖er‖∞ � cuk‖Av − b‖∞ (17)

and

‖em‖∞ � cu‖v − R1:krk‖∞. (18)
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In this paper, we will show the forward and backward stability of the iterative
algorithm (14). Furthermore, numerical examples are also given for illustrating
the forward and backward stability of the iterative refinement algorithm (14). The
forward stability of the algorithm guarantees that approximate solutions generated
by the algorithm converge, while the backward stability means the stability of the
algorithm against the rounding errors.

2. Convergence theorem: forward stability

Let us consider

Av = b, (19)

where A ∈ F
n×n and b ∈ F

n. Let

1 < uκ(A) < ∞. (20)

We assume that we have a good approximate inverses R1:k satisfying (6). Here,
R1:k is defined as

R1:k = R1 + R2 + · · · + Rk (21)

with Ri ∈ F
n×n. As mentioned in the previous section in [6], Rump has proposed

a method of calculating such approximate inverses and in [7], we have partially
clarified the mechanism of the convergence of Rump’s method. Further, we assume
also that the following is satisfied:

ukκ(A) � β < 1. (22)

We propose the following iterative refinement algorithm:

vn = Φ(vn−1), Φ(v) = [v − R1:krk]1, rk = [Av − b]k (n = 1, 2, . . . ) (23)

with any starting vector v0 ∈ F
n. The aim of this section is to show the following

theorem:

Theorem 1. Let vn be generated from (23) with any starting vector v0 ∈ F
n.

We assume that assumptions (6) and (22) hold. Let v∗ = A−1b. If

γ = (α + cβ + cαβ)(1 + cu) < 1, (24)

the relative forward error ‖vn − v∗‖∞/‖v∗‖∞ reduces until

‖vn − v∗‖∞
‖v∗‖∞ ≈ u +

cu
1 − γ

. (25)

Here, for real numbers a and b, a ≈ b means that a is approximately equal to b.
This implies the forward stability of the iterative refinement algorithm (23).
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Proof. Let v ∈ F
n and v′ = Φ(v). The assumption (6) implies the existence

of A−1. Thus, from (23), we have for v∗ = A−1b

‖v′ − v∗‖∞ = ‖v − v∗ − R1:krk + em‖∞
� ‖v − v∗ − R1:krk‖∞ + ‖em‖∞. (26)

We first note that

‖v − v∗ − R1:krk‖∞ = ‖v − v∗ − R1:k[(Av − b) + er]‖∞
= ‖(I − R1:kA)(v − v∗) − R1:ker‖∞
� ‖I − R1:kA‖∞‖v − v∗‖∞ + ‖R1:k‖∞‖er‖∞
� α‖v − v∗‖∞ + ‖R1:k‖∞‖er‖∞. (27)

On the other hand, from (17) and (22), we can estimate ‖R1:k‖∞‖er‖∞ as

‖R1:k‖∞‖er‖∞ � cuk‖R1:k‖∞‖Av − b‖∞
� cuk‖R1:k‖∞‖A‖∞‖v − v∗‖∞
� c′ukκ(A)‖v − v∗‖∞
� c′β‖v − v∗‖∞. (28)

Here, c′ = c‖R1:k‖∞‖A‖∞/κ(A). Further, from

‖R1:k‖∞ � ‖A−1‖∞ + ‖A−1 − R1:k‖∞
= ‖A−1‖∞ + ‖(I − R1:kA)A−1‖∞
� ‖A−1‖∞(1 + ‖I − R1:kA‖∞)

� (1 + α)‖A−1‖∞, (29)

it turns out that

c′ � c(1 + α). (30)

Thus, from (27), (28) and (30), it follows that

‖v − v∗ − R1:krk‖∞ � (α + cβ + cαβ)‖v − v∗‖∞. (31)

Moreover, from (31) and (18), we have

‖em‖∞ � cu‖v − R1:krk‖∞
� cu(‖v − v∗ − R1:krk‖∞ + ‖v∗‖∞)
� cu((α + cβ + cαβ)‖v − v∗‖∞ + ‖v∗‖∞). (32)

Therefore, from (26), (31) and (32), we have finally

‖v′ − v∗‖∞ � ‖v − v∗ − R1:krk‖∞ + ‖em‖∞
� (α + cβ + cαβ)(1 + cu)‖v − v∗‖∞ + cu‖v∗‖∞. (33)
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Summing up the above mentioned arguments, for

vn = Φ(vn−1) (n = 1, 2, . . . ), (34)

with some starting vector v0 ∈ F
n, we have

‖vn − v∗‖∞ � γ‖vn−1 − v∗‖∞ + cu‖v∗‖∞
� γ2‖vn−2 − v∗‖∞ + cu(1 + γ)‖v∗‖∞

· · ·
� γn‖v0 − v∗‖∞ +

cu
1 − γ

‖v∗‖∞ (35)

provided that

γ = (α + cβ + cαβ)(1 + cu) < 1. (36)

This implies that if γ < 1, the relative forward error reduces until

‖vn − v∗‖∞
‖v∗‖∞ ≈ u +

cu
1 − γ

. (37)

�

3. Backward stability

In this section, we will show the backward stability of the iterative refinement
algorithm (23).

A normwise backward error of an approximation v is defined by

η(v) = min{ε : (A + ΔA)v = b + Δb, ‖ΔA‖∞ � ε‖A‖∞, ‖Δb‖∞ � ε‖b‖∞}. (38)

It is known [14] that

η(v) =
‖r‖∞

‖A‖∞‖v‖∞ + ‖b‖∞ . (39)

Here, r = Av − b.
The next theorem shows the backward stability of the iterative refinement

algorithm (23):

Theorem 2. Let vn be generated from (23) with any starting vector v0 ∈ F
n.

We assume the assumptions (6) and (22). If

γ = (α + cβ + cαβ)(1 + cu) < 1, (40)

the backward error η(vn) reduces until

η(vn) � c2u, (41)
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where c2 is a certain constant. Here, for real numbers a and b, a � b means that
a is approximately equal to b or a is less than b.

This implies the backward stability of the iterative refinement algorithm (23).

Proof. Let v′ = Φ(v), i.e.,

v′ = [v − R1:k[Av − b]k]1. (42)

Put r = Av − b. We have

v′ = v − R1:k(r + er) + em, (43)

where er = rk − r and em ∈ R
n satisfy

‖er‖∞ � cuk‖Av − b‖∞, ‖em‖∞ � cu‖v − R1:krk‖∞. (44)

Put r′ = Av′ − b. Then, it follows from (43) that

r′ = r + A(v′ − v)

= r + A(−R1:k(r + er) + em)

= r + A[(−A−1 + A−1 − R1:k)(r + er) + em]

= −er + A[(I − R1:kA)A−1(r + er) + em]

= −er + A[(I − R1:kA)(v − v∗ + A−1er) + em]. (45)

Here, v∗ = A−1b. Thus, from (45) together with (17), (6) and (22), we have

‖r′‖∞ � ‖er‖∞ + ‖A‖∞‖I − R1:kA‖∞‖v − v∗‖∞
+ ‖A‖∞‖I − R1:kA‖∞‖A−1‖∞‖er‖∞ + ‖A‖∞‖em‖∞

� cuk‖r‖∞ + α‖A‖∞‖v − v∗‖∞ + cαβ‖r‖∞ + ‖A‖∞‖em‖∞
= c(αβ + uk)‖r‖∞ + α‖A‖∞‖v − v∗‖∞ + ‖A‖∞‖em‖∞. (46)

We now recall (18):

‖em‖∞ � cu‖v − R1:krk‖∞. (47)

It is note here that

v − R1:krk = v − R1:kr − R1:ker

= v − [A−1 − (A−1 − R1:k)]r − R1:ker

= v − A−1r + (A−1 − R1:k)r − R1:ker

= v∗ + (I − R1:kA)A−1r − R1:ker. (48)

Substituting (48) into (47) and noticing (29), it follows

‖em‖∞ � cu‖v∗ + (I − R1:kA)(v − v∗) − R1:ker‖∞
� cu(‖v∗‖∞ + α‖v − v∗‖∞ + (1 + α)‖A−1‖∞‖er‖∞). (49)



472 S. Oishi, T. Ogita and S.M. Rump

Thus, from (46) and (49), we have

‖r′‖∞ � [c(αβ + uk) + c2(1 + α)βu]‖r‖∞
+ α(1 + cu)‖A‖∞‖v − v∗‖∞ + cu‖A‖∞‖v∗‖∞. (50)

From the condition γ < 1, if v is an approximate solution sufficiently refined by
the iterative refinement (23), then Theorem 1 implies that ‖v − v∗‖∞ = c′′u‖v∗‖∞
and v′ ≈ v, i.e., r′ ≈ r. Here, c′′ = 1 + c/(1 − γ). Thus, in this case, we have

‖r‖∞ � ω‖r‖∞ + c1u‖A‖∞‖v∗‖∞, (51)

where c1 = c′′α(1 + cu) + c and ω = c(αβ + uk) + c2(1 + α)βu.
We note here that from (22) it is seen that

γ − ω = α(1 + cu) + uk(cκ(A) − 1) > 0, (52)

which implies

ω < 1. (53)

Thus, we have

‖r‖∞ � c1u‖A‖∞‖v∗‖∞
1 − ω

= c2u(‖A‖∞‖v∗‖∞ + ‖b‖∞) (54)

with c2 being a suitable constant, which gives a small backward error

η(v) � c2u (55)

provided that v is an approximate solution sufficiently refined by the iterative
refinement (23). �

4. Numerical examples illustrating forward and backward stability

In this section, we will present numerical examples illustrating the forward and
the backward stability of the iterative refinement algorithm (23).

We have used the IEEE 754 double precision floating point number system in
these numerical calculations. Thus, in the following calculations, the unit round-off
u is given as

1.11 × 10−16 < u = 2−53 < 1.12 × 10−16. (56)

4.1. Hilbert matrix
Let H be the n × n Hilbert matrix. Let further A = sH. Here, s is the

minimum common multiplier of 1, 2, 3, . . . , n − 1. Furthermore,

b = Az, (57)
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where, z = (1, 1, . . . , 1)T ∈ F
n. We have solved Ax = b for n = 20. In this ex-

ample, 1.92 × 1016 < ‖A‖∞ < 1.93 × 1016, 1.92 × 1016 < ‖b‖∞ < 1.93 × 1016 and
2.44 × 1028 < κ(A) < 2.45 × 1028.

In this case, a good approximate inverse can be constructed with k = 2
such that

‖R1:2A − I‖∞ < α = 4.16 × 10−4, (58)

where

R1:2 = R1 + R2 (59)

with suitable R1, R2 ∈ F. The iterative refinement algorithm (23) converges with
3 iterations. We finally have an approximate solution with the relative maximum
error about 1.92 × 10−16. Furthermore, it is seen that

β = u2κ(A) < (1.2 × 10−16)2 × 2.45 × 1028 < 3.08 × 10−4. (60)

Table 1 shows the relative errors

‖v∗ − vi‖∞
‖v∗‖∞ (61)

and the backward errors η(vi) of approximate solutions obtained by the iterative
refinement calculations (23). These calculations are done by MATLAB on Intel
core 2 duo CPU. The initial approximation v0 is given by

v0 = [R1:2b]1 = [(R1 + R2)b]1. (62)

Since R1:2 is a good approximate inverse satisfying (6), the first a few digits of
v0 already coincide with those for v∗. This is consistent with the result shown in
Table 1, which shows that the first a few digits of ‖vi‖∞ are the same. According
to the progress of iterative refinement, the forward errors

‖vn − v∗‖∞
‖v∗‖∞ (63)

decrease up to the unit round-off u.

Table 1. Hilbert matrix (n = 20)

i ‖v∗ − vi‖∞/‖v∗‖∞ ‖vi‖∞ ‖ri‖∞ η(vi)
0 3.50 × 10−4 1.16 1.89 × 1011 4.55 × 10−6

1 4.03 × 10−9 1.16 1.71 × 106 4.12 × 10−11

2 5.10 × 10−14 1.16 2.09 × 10 5.04 × 10−16

3 1.91 × 10−16 1.16 7.37 × 10−2 1.77 × 10−18

4 1.91 × 10−16 1.16 7.37 × 10−2 1.77 × 10−18

On the other hand, the backward errors are proportional to the residuals ‖ri‖∞.
Since, the residuals are decreasing, the backward errors also decrease up to around
the unit round-off u.
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4.2. Rump’s matrix (n = 100)
Let A be n× n matrix with an anticipated condition number being 10100 gen-

erated by Rump’s algorithm [13]. We choose n = 100 and b = (1, 1, . . . , 1)T ∈ F
n.

In this example, 1.04 × 1016 < ‖A‖∞ < 1.05 × 1016, ‖b‖∞ = 1 and 1.74 × 10107 <

κ(A) < 1.75 × 10107.
In this case, a good approximate inverse can be constructed with k = 8

such that

‖R1:8A − I‖∞ < α = 1.86 × 10−4, (64)

where

R1:8 = R1 + R2 + · · · + R8 (65)

with suitable R1, R2, . . . , R8 ∈ F. The iterative refinement algorithm (23) converges
with 3 iterations.

Moreover, it is seen that

β = u8κ(A) < (1.12 × 10−16)8 × 1.75 × 10107 < 4.34 × 10−21. (66)

Table 2 shows the relative errors and the backward errors of approximate solutions
obtained by the iterative refinement calculations (23). The calculations are done
by the same computational environment as that for the previous example.

Table 2. Rump’s matrix (n = 100)

i ‖v∗ − vi‖∞/‖v∗‖∞ ‖vi‖∞ ‖ri‖∞ η(vi)
0 7.51 × 10−6 4.44 × 1091 1.85 × 1094 3.98 × 10−14

1 5.98 × 10−11 4.44 × 1091 2.61 × 1089 5.61 × 10−19

2 4.88 × 10−16 4.44 × 1091 1.15 × 1089 2.46 × 10−19

3 3.18 × 10−19 4.44 × 1091 3.06 × 1089 6.58 × 10−19

4 3.18 × 10−19 4.44 × 1091 3.06 × 1089 6.58 × 10−19

The initial approximation v0 is given by

v0 = [R1:8b]1. (67)

Since R1:8 is a good approximate inverse satisfying (6), the first a few digits of
v0 already coincide with those for v∗. This is consistent with the result shown in
Table 2, which shows that the first a few digits of ‖vi‖∞ are the same. According
to the progress of iterative refinement, the forward errors

‖vn − v∗‖∞
‖v∗‖∞ (68)

decrease up to the unit round-off u.
On the other hand, the backward errors are proportional to the residuals ‖ri‖∞.

Since, the residuals are decreasing, the backward errors also decrease up to around
the unit round-off u.
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4.3. Rump’s matrix (n = 300)
Let A be n × n matrix with an anticipated condition number being 1050 gen-

erated by Rump’s algorithm [13]. We choose n = 300 and b = (1, 1, . . . , 1)T ∈ F
n.

In this example, 3.10 × 108 < ‖A‖∞ < 3.11 × 108, ‖b‖∞ = 1 and 6.28 × 1059 <

κ(A) < 6.29 × 1059.
In this case, a good approximate inverse can be constructed with k = 5

such that

‖R1:5A − I‖∞ < α = 1.16 × 10−9, (69)

where

R1:5 = R1 + R2 + · · · + R5 (70)

with suitable R1, R2, . . . , R5 ∈ F. The iterative refinement algorithm converges (23)
with 1 iteration.

Moreover, it is seen that

β = u5κ(A) < (1.12 × 10−16)5 × 6.29 × 1059 < 1.11 × 10−20. (71)

Table 3 shows the relative errors and the backward errors of approximate solutions
obtained by the iterative refinement calculations (23). The calculations are done
by the same computational environment as that for the previous example.

Table 3. Rump’s matrix (n = 300)

i ‖v∗ − vi‖∞/‖v∗‖∞ ‖vi‖∞ ‖ri‖∞ η(vi)
0 8.02 × 10−12 4.89 × 1050 2.15 × 1042 1.42 × 10−17

1 8.10 × 10−23 4.89 × 1050 6.17 × 1040 4.07 × 10−19

2 8.10 × 10−23 4.89 × 1050 6.17 × 1040 4.07 × 10−19

The initial approximation v0 is given by

v0 = [R1:5b]1. (72)

Since R1:5 is a good approximate inverse satisfying (6), the first a few digits of
v0 already coincide with those of v∗. This is consistent with the result shown in
Table 3, which shows that the first a few digits of ‖vi‖∞ are the same. According
to the progress of iterative refinement, the forward errors

‖vn − v∗‖∞
‖v∗‖∞ (73)

decrease up to the unit round-off u.
On the other hand, the backward errors are proportional to the residuals ‖ri‖∞.

Since, the residuals are decreasing, the backward errors also decrease up to around
the unit round-off u.
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