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#### Abstract

The initial value problem of the Vlasov-Maxwell equation has a unique solution in a time interval $[0, T]$ for each initial data in some function space. $T$ is estimated by the size of the initial data. The solution is classical, if the initial data is smooth.


## 1. Introduction

The density distribution of the charged gas particles changes under the rule described as the Vlasov-Maxwell equation. In this paper we prove that the initial value problem for the Vlasov-Maxwell equation has a unique local (in time) solution for each initial data in a slightly wide class of functions.

Let $f_{i}=f_{i}(t, x, v)$ be the density distribution of the charged gas particles of the type $i(1 \leqq i \leqq N)$ at the time $t \geqq 0$ and the point $x \in R^{3}$ with the velocity $v \in R^{3}$. The Vlasov-Maxwell equation for $\left\{f_{i}\right\}$ is described in the following form:

$$
\begin{align*}
& \frac{\partial}{\partial t} f_{i}+v \cdot \nabla_{x} f_{i}+\frac{q_{i}}{m_{i}}\left(E+\frac{v}{c} \times B\right) \cdot \nabla_{v} f_{i}=0 \quad(1 \leqq i \leqq N)  \tag{1.1}\\
& \left.f_{i}\right|_{t=0}=f_{i, 0}(x, v)  \tag{1.1}\\
& \frac{\partial}{\partial t} E-c \nabla_{x} \times B=-4 \pi \sum_{\kappa}=1  \tag{1.2}\\
& \frac{\partial}{\partial t} B+c \nabla_{x} \times E v f_{i}(t, x, v) d v \\
& \left.E\right|_{t=0}=E_{0}(x),\left.\quad B\right|_{t=0}=B_{0}(x) \tag{1.2}
\end{align*}
$$

where $E$ and $B$ denote the electric and magnetic fields generated by the distributions $f_{i}, m_{i}$ the mass and $q_{i}$ the charge of the single particle of the $i$-species. The parameter $c \geqq 1$ denotes the light velocity. The notations • and $\times$ denote the scalar and vector products in $R^{3}, \nabla_{x}={ }^{t}\left(\partial / \partial x_{1}, \partial / \partial x_{2}, \partial / \partial x_{3}\right)$ and $\nabla_{v}=^{t}\left(\partial / \partial v_{1}, \partial / \partial v_{2}, \partial / \partial v_{3}\right)$. Sometimes we use the notations $\langle$,$\rangle and \left|\mid\right.$ to denote the scalar product and the norm in $R^{n}$.

From the first equation of (1.2) we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla_{x} \cdot E=-4 \pi \Sigma q_{i} \int v \cdot \nabla_{x} f_{i} d v \tag{1.3}
\end{equation*}
$$

It is easy to see that (1.1)-(1.3) imply

$$
\begin{equation*}
\nabla_{x} \cdot E-\nabla_{x} \cdot E_{0}(x)=4 \pi \Sigma q_{i} \int f_{i} d v-4 \pi \Sigma q_{i} \int f_{i, 0} d v, \quad \nabla_{x} \cdot B=\nabla_{x} \cdot B_{0} \tag{1.4}
\end{equation*}
$$

Hence, to solve the above system of equations we have to put the compatir conditions,

$$
\begin{equation*}
\nabla_{x} \cdot E_{0}=4 \pi \sum_{i=0}^{N} q_{i} \int_{R^{3}} f_{i, 0}(x, v) d v, \quad \nabla_{x} \cdot B_{0}=0 . \tag{1}
\end{equation*}
$$

If we assume

$$
\begin{equation*}
B(t, x) \equiv B_{0}(x) \tag{1.6}
\end{equation*}
$$

then the second equation of (1.2) reduces to

$$
\begin{equation*}
\nabla_{x} \times E(t, x)=0 \tag{1.7}
\end{equation*}
$$

Combining (1.4) and (1.5) with (1.7), we have

$$
\begin{equation*}
E(t, x)=\nabla_{x} \Sigma q_{i} \iint \frac{1}{|x-y|} f(t, y, v) d y d v . \tag{1.8}
\end{equation*}
$$

The system of Eqs. (1.1) and (1.8) is called the Vlasov-Poisson equation. Many authors have considered this type of equation. For example, see Arsen'ev [1], Bardos-Degond [2], Batt [3], Iordanskii [6] and Ukai-Okabe [8].

On the other hand the Vlasov-Maxwell equation has been studied by rather few authors. See Cooper-Klimas [4], Duniec [5], Neunzert-Petry [7] and Wollmann [9]. In the study of the Vlasov-Maxwell equation the main difficulty occurs from the term $\left(v / c \times \nabla_{x} B\right) \cdot \nabla_{v} f$, when we estimate $\nabla_{x}^{\alpha} f$. Wollmann [9] avoided this difficulty by assuming that the initial data $f_{0}(x, v)$ has compact support. To treat general $f_{0}$ we introduce a Banach scale $H_{\rho, \beta}^{l}$ (see (1.10) for the definition) characterized by the weight function $\exp (\rho|v|)$, and obtain an estimate of Cauchy-Kowalevski type (Lemma 2.4). If we assume that $f_{0}(x, v)=0$ for $|v| \geqq R$, then we can apply a simpler scheme and do not need such a Banach scale (Theorem 3.2).

With the notations defined below (see (1.10)-(1.12)) we state our main result.
Theorem 1.1. Let $f_{0, i} \in H_{\rho, \beta}^{l}(1 \leqq i \leqq N)$ and $\left(E_{0}, B_{0}\right) \in H^{l}$ with $l \geqq 3, \rho>0$ and $\beta \in R$. Then there exists a solution $\left(f_{1}, \ldots, f_{N}, E, B\right)$ of the initial value problem for the VlasovMaxwell equation (1.1)-(1.2) in a time interval [0,T], which satisfies the following:

$$
\begin{gather*}
f_{i} \in C_{\gamma / c}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \cap C_{\gamma / c}^{1}\left([0, T] ; H_{\rho, \beta-1}^{l-1}\right), 1 \leqq i \leqq N, \\
(E \cdot B) \in C^{0}\left([0, T] ; H^{l}\right) \cap C^{1}\left([0, T] ; H^{l-1}\right) . \tag{1.9}
\end{gather*}
$$

Here $T>0$ and $\gamma>0$ depend on $\left|f_{i, 0}\right|_{l, \rho, \beta}(1 \leqq i \leqq N),\left|E_{0}\right|_{\imath}$ and $\left|B_{0}\right|_{l}$, but not on $c \in[1, \infty)$. The solution is unique in $\bigcap_{j=0}^{1} C^{j}\left([0, T] ; H_{0, \beta-j}^{2-j}\right) \times C^{j}\left([0, T] ; H^{2-j}\right)$ with
$\beta>5 / 2$. Moreover $\quad\left(f_{1}(c, t, x, v), \ldots, f_{N}(c, t, x, v), \quad E(c, t, x), \quad B(c, t, x)\right) \in \bigcap_{j=0}^{l} M^{j}$ $\left([1, \infty): C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-j}^{l-j}\right) \times C^{0}\left([0, T] ; H^{l-j}\right)\right)$.If $\left(E_{0}, B_{0}\right)$ satisfies $(1.5)$, then $(E, B)$ satisfies (1.4).
Remark. Our solution is classical, if $f_{0} \in C^{1}\left(R^{6}\right) \cap H_{\rho, \beta}^{3}$.
We introduce function spaces of measurable functions $H^{l}=H^{l}\left(R^{3}\right)$ and $H_{\rho, \beta}^{l}=H_{\rho, \beta}^{l}\left(R^{6}\right)$ with $l=0,1, \ldots, \rho \in R$ and $\beta \in R$ by
(i) $H^{l^{\prime}} h(x) \Leftrightarrow(\partial / \partial x)^{\alpha} h(x) \in L^{2}\left(R^{3}\right)$ for $|\alpha| \leqq l$.

The norm $|h|_{l}$ is defined by

$$
|h|_{l}^{2}=\sum_{|\alpha| \leqq \mid} \int_{R^{3}}\left|(\partial / \partial x)^{\alpha} h(x)\right|^{2} d x .
$$

(ii) $H_{\rho, \beta}^{l} \in f(x, v) \Leftrightarrow \phi_{\rho, \beta}(v)(\partial / \partial x)^{\alpha}(\partial / \partial v)^{\alpha^{\prime}} f(x, v) \in L^{2}\left(R^{6}\right)$ for $|\alpha|+\left|\alpha^{\prime}\right| \leqq l$ with $\phi_{\rho, \beta}(v)=e^{\rho|v|}(1+|v|)^{\beta}$.
The norm $|f|_{l, \rho, \beta}$ is defined by

$$
\begin{equation*}
|f|_{l, \rho, \beta}^{2}=\sum_{|\alpha|+\left|\alpha^{\prime}\right| \leqq \mid}\left|\phi_{\rho, \beta}\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial v}\right)^{\alpha^{\prime}} f\right|_{L^{2}\left(R^{6}\right)}^{2} \tag{1.10}
\end{equation*}
$$

Remark. We can define $H^{l}$ and $H_{\rho, \beta}^{l}$ for fractional $l$ by the use of Fourier transformation or the interpolation theory. This remark is used in the proof of Lemma 2.6.

Throughout the paper we assume that $H^{l}$ is the set of vector valued (i.e. $R^{n}$ - or $C^{n}$ valued) functions on $R^{3}$ and $H_{\rho, \beta}^{l}$ is the set of scalar or vector valued functions according to the situation.

For a (closed) domain $\Omega \subset R^{n}$ and a Banach space $Y$ with the norm $\left|\left.\right|_{Y}\right.$ (or more generally for a linear topological space $Y$ ) we denote by $C^{m}(\Omega ; Y)$ the space of $Y$-valued functions which are $m$ times continuously differentiable on $\Omega$ in the topology of $Y$. We also denote by $B^{m}(\Omega ; Y)$ the subspace of $h(x) \in C^{m}(\Omega ; Y)$ whose derivatives $(\partial / \partial x)^{\alpha} h(x),|\alpha| \leqq m$, are bounded on $\Omega$. If $Y$ is a Banach space, $B^{m}(\Omega ; Y)$ is also a Banach space with the norm

$$
\begin{equation*}
\|h\|_{Y, m}=\|h\|_{m}=\sum_{|\alpha| \leqq m} \sup _{x \in \Omega}\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} h(x)\right|_{Y} . \tag{1.11}
\end{equation*}
$$

We denote by $M^{0}(\Omega ; Y)$ (respectively $M^{j}(\Omega ; Y)$ ) the space of $Y$-valued (strongly) measurable and bounded functions on $\Omega$ (respectively the space of functions whose derivatives in the distribution sense up to order $j$ are in $\left.M^{0}(\Omega ; Y)\right) . M^{j}(\Omega ; Y)$ is a Banach space with the ess-sup norm $\left\|\left\|_{Y, j}=\right\|\right\|_{j}$.

Using these notations, we define the function spaces:
(i) $C^{0}\left([0, T] ; H^{l}\right)$ and $M^{0}\left([0, T] ; H^{l}\right)$ with the norm $|h|_{l, T}=\sup |h(t)|_{l}$.
(ii) $C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \ni f \quad$ (respectively $\left.\quad M_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \ni f\right) \stackrel{\substack{0 \leq t \leqq T} \phi_{\rho-\gamma t, \beta}(v)(\partial / \partial x)^{\alpha}}{ }$ $(\partial / \partial v)^{\alpha^{\prime}} f(t, x, v) \in C^{0}\left([0, T] ; L^{2}\left(R^{6}\right)\right)$ (respectively $M^{0}\left([0, T] ; L^{2}\left(R^{6}\right)\right)$ ).
The norm is defined by

$$
|f|_{l, \rho, \beta, \gamma, T}=\sup _{0 \leqq t \leqq T}|f(t)|_{l, \rho-\gamma t, \beta}
$$

(iii) $C_{\gamma}^{1}\left([0, T]: H_{\rho, \beta}^{l}\right) \ni f \quad$ (respectively $\left.\quad M_{\gamma}^{1}\left([0, T] ; H_{\rho, \beta}^{l}\right) \ni f\right) \Leftrightarrow f \quad$ and $\quad d f / d t \in$ $C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right)$ (respectively $M_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right)$ ).

Remark. In the space of functions $f(t, x, v)$ defined on $[0, T] \times R^{6}$, we sometimes use the weight function $\phi_{\rho-\gamma|t-s|, \beta}(v)$ instead of $\phi_{\rho-\gamma t, \beta}(v)$. However there are no essential differences and no confusions will occur.

We use the notations $C^{m}\left(R^{n}\right)=C^{m}\left(R^{n} ; R^{k}\right.$ or $\left.C^{k}\right)$ and $B^{m}\left(R^{n}\right)=B^{m}\left(R^{n} ; R^{k}\right.$ or $\left.C^{k}\right)$. $\dot{B}^{m}\left(R^{n}\right)$ is the subspace of $h(x) \in B^{m}\left(R^{n}\right)$ such that $(\partial / \partial x)^{\alpha} h(x),|\alpha| \leqq m$, tends to zero uniformly as $|x| \rightarrow \infty$. For $0<\theta<1, B^{m+\theta}\left(R^{n}\right)$ (respectively $\dot{B}^{m+\theta}\left(R^{n}\right)$ ) is the subspace of functions of $B^{m}\left(R^{n}\right)$ (respectively $\dot{B}^{m}\left(R^{n}\right)$ ) whose $m^{\text {th }}$ derivatives are uniformly Hölder continuous with the exponent $\theta$. Their norms are denoted by $\left\|\|_{m}\right.$ and $\left\|\|_{m+\theta}\right.$ :

$$
\begin{align*}
\|h\|_{m} & =\sum_{|\alpha| \leqq m} \sup _{x}\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} h(x)\right|, \\
\|h\|_{m+\theta} & =\|h\|_{m-1}+\sum_{|\alpha|=m}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} h\right\|_{\theta}, \\
\|h\|_{\theta} & =\|h\|_{0}+\sup _{x \neq y}|h(x)-h(y)| /|x-y|^{\theta} . \tag{1.14}
\end{align*}
$$

We also use the notation $C_{0}^{m}\left(R^{n}\right)$ for the subspace of functions $f \in C^{m}\left(R^{n}\right)$ with a compact support. For a (closed) domain $\Omega$ of $R^{n}, C_{0}^{m}(\Omega)$ denotes the set of functions $f \in C_{0}^{m}\left(R^{n}\right)$ such that supp $f \subset \Omega$.

Remark. After the completion of this work the author learned the work of P . Degond [10], in which he proved our Theorem 3.2. He also proved the asymptotic approach of the solution of the Vlasov-Maxwell equation to the solution of the Vlasov-Poisson equation as the light velocity $c$ tends to $\infty$. The same problem is studied in [11].

## 2. The Linear Equation

In this section we solve Eqs. (1.1)-(1.1) $)_{0}$ and (1.2)-(1.2) $)_{0}$ independently. First we treat the Maxwell equation (1.2)-(1.2) $)_{0}$. We rewrite it as

$$
\begin{align*}
\frac{\partial}{\partial t}\binom{E}{B} & =\sum_{j=1}^{3} c A_{j} \frac{\partial}{\partial x_{j}}\binom{E}{B}+\binom{F(t, x)}{0},  \tag{2.1}\\
\left.\binom{E}{B}\right|_{t=0} & =\binom{E_{0}}{B_{0}} \tag{2.1}
\end{align*}
$$

where $A_{j}(1 \leqq j \leqq 3)$ and $F(t, x)$ are defined by

$$
\begin{align*}
& A_{j}=\left(\begin{array}{cc}
0 & -\delta_{j} \\
\delta_{j} & 0
\end{array}\right), \quad \delta_{1}=\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), \\
& \delta_{2}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad \delta_{3}=\left(\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \tag{2.2}
\end{align*}
$$

$$
\begin{equation*}
F(t, x)=-4 \pi \sum_{i=1}^{n} q_{i} \int_{R^{3}} v f_{i}(t, x, v) d v . \tag{2.3}
\end{equation*}
$$

We assume with $l \geqq 1, \rho>0, \gamma \geqq 0, \rho-\gamma T \geqq \rho / 2>0$ and $\beta \in R$

$$
\begin{aligned}
& {[E B .0]^{l} \quad\left(E_{0}, B_{0}\right) \in H^{l},} \\
& {[F .1]_{\rho, \beta, \gamma, T}^{l} \quad f_{i} \in M_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \cap M_{\gamma}^{1}\left([0, T] ; H_{\rho, \beta-1}^{l-1}\right) .}
\end{aligned}
$$

Since Eq. (2.1) is a symmetric hyperbolic system, the operator $A=A_{1} \partial / \partial x_{1}+$ $A_{2} \partial / \partial x_{2}+A_{3} \partial / \partial x_{3}$ generates a group $e^{t A}$ of unitary operators in $H^{l}$. Hence Eq. (2.1)-(2.1) $)_{0}$ has a solution described as

$$
\begin{equation*}
\binom{E(t)}{B(t)}=e^{c t A}\binom{E_{0}}{B_{0}}+\int_{0}^{t} e^{c(t-s) A}\binom{F(s, \cdot)}{0} d s \tag{2.4}
\end{equation*}
$$

It is easy to see that $F(t)$ satisfies

$$
\begin{align*}
|F(t)|_{l} & \leqq a(\rho, \beta) \sum_{\kappa^{\prime}}^{N}\left|q_{i}\right|\left|f_{i}\right|_{l, \rho-\gamma t, \beta}, \\
a(\rho, \beta, \gamma, t) & \equiv 4 \pi\left(\int_{R^{3}}|v|^{2} \phi_{\rho-\gamma t, \beta}^{-2}(v) d v\right)^{1 / 2} \leqq a(\rho / 2, \beta, 0,0) \equiv a(\rho, \beta) . \tag{2.5}
\end{align*}
$$

From (2.4) we obtain the estimate for $(E(t), B(t))$, and we have
Lemma 2.1. Assume $[F .1]_{\rho, \beta, \gamma, T}^{l}$ and $[E B .0]^{l}$ with $l \geqq 1, \rho>0, \gamma>0, \rho-\gamma T \geqq \rho / 2>0$ and $\beta \in R$. Then Eq. (2.1)-(2.1) has a solution $(E(t, x), B(t, x))$ which is described by (2.4) and satisfies

$$
\begin{align*}
& {[E B .1]_{T}^{l}(E(t), B(t)) \in C^{0}\left([0, T] ; H^{l}\right) \cap C^{1}\left([0, T] ; H^{l-1}\right)} \\
& \begin{aligned}
\left(|E(t)|_{l}^{2}+|B(t)|_{l}^{2}\right)^{1 / 2} \leqq & \left(\left|E_{0}\right|_{l}^{2}+\left|B_{0}\right|_{l}^{2}\right)^{1 / 2} \\
& +t a \sum_{i=1}^{N}\left|q_{i}\right|\left|f_{i}\right|_{l, \rho, \beta, \gamma, t}, \quad 0 \leqq t \leqq T
\end{aligned}
\end{align*}
$$

where $a=a(\rho, \beta)$ is defined in (2.5). The solution $(E(t), B(t))$ is unique in $C^{0}\left([0, T] ; H^{1}\right) \cap C^{1}\left([0, T] ; H^{0}\right)$.

Moreover, if $f_{i}(c, t, x, v)(1 \leqq i \leqq N)$ satisfy

$$
\left[F . \tilde{1}^{\prime}\right]_{\rho, \beta, \gamma, T}^{l} \quad f_{i} \in \bigcap_{j=0}^{l} M^{j}\left([1, \infty) ; M_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-j}^{l-j}\right)\right)
$$

then $(E(c, t, x), B(c, t, x))$ satisfies

$$
\left[E B . \tilde{1}^{\prime}\right]_{T}^{l} \quad(E, B) \in \bigcap_{j=0}^{l} M^{j}\left([1, \infty) ; C^{0}\left([0, T] ; H^{l-j}\right)\right)
$$

When we solve the transport Eq. (1.1)-(1.1) $)_{0}$, we can treat $N$-equations for $f_{1}, \ldots, f_{N}$ independently. Hence we have only to solve a single transport equation

$$
\begin{align*}
L f & \equiv \frac{\partial}{\partial t} f+v \cdot \nabla_{x} f+\left(E+\frac{v}{c} \times B\right) \cdot \nabla_{v} f=k .  \tag{2.7}\\
\left.f\right|_{t=s} & =f_{0}(x, v) . \tag{2.7}
\end{align*}
$$

Here we have assumed without loss of generality that $q / m=1$. Consider the (backward) characteristic equation associated with (2.7):

$$
\left\{\begin{array} { l } 
{ \frac { d X } { d t } = - V , }  \tag{2.8}\\
{ \frac { d V } { d t } = - E ( t , X ) - \frac { V } { c } \times B ( t , X ) , }
\end{array} \left\{\begin{array}{l}
\left.X\right|_{t=s}=x \in R^{3} \\
\left.V\right|_{t=s}=v \in R^{3}
\end{array}\right.\right.
$$

and (2.8)s
Assume

$$
\left[E B .1^{\prime}\right]_{T}^{l} \quad(E, B) \in C^{0}\left([0, T] ; H^{l}\right)
$$

with $l \geqq 3$ and $0<T<\infty$. The well known Sobolev theorem shows $H^{l}\left(R^{3}\right) \subset$ $\dot{B}^{l-3 / 2}\left(R^{3}\right)$ and $C^{0}\left([0, T] ; H^{l}\right) \subset C^{0}\left([0, T] ; \dot{B}^{l-3 / 2}\left(R^{3}\right)\right)$ with continuous inclusion, i.e,

$$
\begin{equation*}
|h|_{l-3 / 2} \leqq b(l)|h|_{l}, \quad h \in H^{l}\left(\text { or } h \in C^{0}\left([0, T] ; H^{l}\right)\right) \tag{2.9}
\end{equation*}
$$

for $l \geqq 2$. Hence there is a unique solution $(X(t), V(t))$ of the initial value problem (2.8)-(2.8)s, if $t$ is close to $s$. This solution is denoted as

$$
\begin{align*}
X(t) & =X(t, s, x, v) \\
V(t) & =V(t, s, x, v ; E, B / c)  \tag{2.10}\\
V(t, s, x, v) & =V(t, s, x, v ; E, B / c)
\end{align*}
$$

Noting $V \cdot(V \times B)=0$, we get

$$
\begin{equation*}
\left|\frac{d}{d t}\right| V(t)\left|\left\lvert\,=\frac{\left.\left.\left|\frac{d}{d t}\right| V(t)\right|^{2} \right\rvert\,}{2|V(t)|} \leqq\|E(t)\|_{0} \leqq\|E\|_{0, t} \leqq\|E\|_{0, T}\right.\right. \tag{2.11}
\end{equation*}
$$

This gives

$$
\begin{align*}
& |V(t, s, x, v)-v| \leqq|t-s|\|E\|_{0, t} \leqq|t-s|\|E\|_{0, T},  \tag{2.12}\\
& |X(t, s, x, v)-x| \leqq|t-s||v|+\frac{1}{2}|t-s|^{2}\|E\|_{0, T}, \tag{2.13}
\end{align*}
$$

for $0 \leqq t, s \leqq T$. Similarly we have

$$
\begin{equation*}
|X(t, s, x, v)-x| \leqq|t-s||V|+\frac{1}{2}|t-s|^{2}\|E\|_{0, T}, \quad 0 \leqq s, t \leqq T \tag{2.13}
\end{equation*}
$$

by solving the forward characteristic equation. The inequalities (2.12) and (2.13) show that the characteristic equation (2.8) has a global solution $(X(t, s, x, v), V(t, s, x, v))$ satisfying

$$
[S]_{T}^{l-2} \quad(X, V) \in C^{1}\left([0, T]^{2} ; C^{l-2}\left(R^{6}\right)\right)
$$

We define a diffeomorphism $S(t, s)=S(t, s ; E, B / c)$ of $R^{6}$ by

$$
\begin{equation*}
S(t, s)(x, v)=(X(t, s, x, v), V(t, s, x, v)), \quad(x, v) \in R^{6} \tag{2.14}
\end{equation*}
$$

Since the vector field $(v, E(t, x)+v / c \times B(t, x))$ is of divergence free, $S(t, s)$ preserves the Lebesgue measure in $R^{6}$. Thus we have

Lemma 2.2. Assume $\left[E B .1^{\prime}\right]_{T}^{l}$ with $l \geqq 3$. Then there exists a unique solution $(X(t, s, x, v), V(t, s, x, v))$ of the (backward) characteristic Eq. (2.8)-(2.8) ${ }_{s}$, which satisfies $[S]_{T}^{l-2},(2.12),(2.13)$ and (2.13)'. The $C^{l-2}$-diffeomorphism $S(t, s)$ of $R^{6}$ defined by (2.14)
preserves the Lebesgue measure in $R^{6}$ and satisfies

$$
\begin{equation*}
S(t, s) S(s, r)=S(t, r) \text { and } S(t, t)=I=\text { identity } \tag{2.15}
\end{equation*}
$$

$S(t, s)$ maps $\widetilde{B}_{R}\left(\right.$ respectively $\left.B_{R}\right)$ into $\widetilde{B}_{\tilde{R}(T)}\left(\right.$ respectively $\left.B_{R(T)}\right)$
and $R^{6} \backslash \widetilde{B}_{\tilde{R}(T)}$ (respectively $R^{6} \backslash B_{R(T)}$ ) into $R^{6} \backslash \widetilde{B}_{R}$ (respectively $R^{6} \backslash B_{R}$ ). (2.16)
Here $\widetilde{B}_{R}=\left\{(x, v) \in R^{6} ;|v| \leqq R\right\}, B_{R}=\left\{(x, v) ;|x|^{2}+|v|^{2} \leqq R^{2}\right\}, \widetilde{R}(T)=R+T\|E\|_{0, T}$ and $R(T)=C\left(T,\|E\|_{0, T}\right) R$ for $R \geqq$. The constant $C=C\left(T,\|E\|_{0, T}\right)$ depends only on $T$ and $\|E\|_{0, T}$ but not on $c \in[1, \infty)$.

Before solving Eq. (2.7)-(2.7)s we give a result on the uniqueness of its solution.
Lemma 2.3. Let $(E, B) \in C^{0}\left([0, T] ; B^{0}\left(R^{3}\right)\right), k(t) \in M^{0}\left([0, T] ; H_{0, \beta}^{1}\right)$ and $f_{0} \in H_{0, \beta}^{1}$ with $\beta \in R$. Let $f$ and $g \in C^{0}\left([0, T] ; H_{0, \beta}^{1}\right) \cap C^{1}\left([0, T] ; H_{0, \beta-1}^{0}\right)$ be the solution of $(2.7)-(2.7)_{s}$. Then $f(t) \equiv g(t)$ for $0 \leqq t \leqq T$.

Proof. By the same calculation applied to prove (2.25), we have

$$
\begin{align*}
\frac{d}{d t}|f-g|_{0,0, \beta-1}^{2} & =\frac{d}{d t}\left|\phi_{0, \beta-1}(f-g)\right|_{L^{2}\left(R^{6}\right)}^{2} \\
& \leqq 2|\beta-1|\|E\|_{0, T}|f-g|_{0,0, \beta-1}^{2}, \quad s \leqq t \leqq T . \tag{2.17}
\end{align*}
$$

This proves the desired result.
Now we start to solve the transport Eq. (2.7)-(2.7). Assume [EB. $\left.1^{\prime}\right]_{T}^{l}$ and $f_{0} \in H_{\rho, \beta}^{l}$ with $l \geqq 3, \rho>0$ and $\beta \in R$. Associated with the $C^{l-2}$-diffeomorphism $S(t, s)$, we define a linear operator $U(t, s)=U(t, s ; E, B / c)$ acting on $f_{0}$ :

$$
\begin{equation*}
U(t, s) f_{0}(x, v)=U(t, s ; E, B / c) f_{0}(x, v)=f_{0}(S(t, s ; E, B / c)(x, v)) . \tag{2.18}
\end{equation*}
$$

Clearly $U(t, s) f_{0}$ is in $H_{\text {loc }}^{l-2}\left(R^{6}\right)$ for $t \in[0, T]$ and satisfies Eq. (2.7)-(2.7) with $k=0$. If we assume

$$
\left[F .2^{\prime}\right]_{\rho, \beta^{\prime}, \gamma, T}^{m} \quad k \in C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta^{\prime}}^{m}\right)
$$

with $m \geqq 1, \rho>0, \gamma \geqq 0$ and $\beta \in R$, then Eq. (2.7)-(2.7) $)_{s}$ has a solution $f(t, x, v)$ described as

$$
\begin{equation*}
f(t)=U(t, s) f_{0}+\int_{s}^{t} U(t, r) k(r) d r \tag{2.19}
\end{equation*}
$$

To estimate $f(t)$ in $H_{\rho, \beta}^{l}$ we make temporary assumptions

$$
\begin{align*}
& (E, B) \in C^{0}\left([0, T] ; C^{l+1}\left(R^{3}\right)\right), \\
& f_{0} \in C_{0}^{l+1}\left(R^{6}\right) \\
& k \in C^{0}\left([0, T] ; C_{0}^{l+1}\left(R^{6}\right)\right), \\
& \operatorname{supp} f_{0} \subset B_{R}, \operatorname{supp} k(t, \cdot) \subset B_{R}, R \geqq 1 . \tag{2.20}
\end{align*}
$$

Then $S(t, s)$ is a $C^{l+1}$-diffeomorphism in $R^{6}$, and hence $f \in C^{0}([0, T]$; $\left.C_{0}^{l+1}\left(R^{6}\right)\right) \cap C^{1}\left([0, T] ; C_{0}^{l}\left(R^{6}\right)\right)$ and $\operatorname{supp} f(t, \cdot) \subset B_{C R}$ by Lemma 2.2.

Denote by $\left|\left.\right|_{0}\right.$ and (,) the usual norm and scalar product in $L^{2}\left(R^{6}\right)$. By applying
the identity $v \cdot(v \times B)=0$ and partial integration we can easily show the equality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}(g, g)=\operatorname{Re}(L g, g) \tag{2.21}
\end{equation*}
$$

for a nice function $g(t, x, v)$ and the differential operator $L$ of (2.7). Recall the weight function $\phi=\phi_{\rho-\gamma|-s|, \beta}(v)$ (see (1.10) and (1.12)). We put

$$
\begin{equation*}
g=g(t, x, v)=\phi f \tag{2.22}
\end{equation*}
$$

with $f$ of (2.7); $L f=k$. Since $v \cdot(v \times B)=0$, we have

$$
\begin{equation*}
L g=(L \phi) f+\phi(L f)=\left\{-\gamma|v|+E\left(\rho-\gamma t+\beta(1+|v|)^{-1}\right) \frac{v}{|v|}\right\} \phi f+\phi k \tag{2.23}
\end{equation*}
$$

If $\rho \geqq 0$ and $\gamma \geqq 0,(2.21)$ and (2.23) imply

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}|\phi f|_{0}^{2} \leqq & -\left.\left.\gamma| | v\right|^{1 / 2} \phi f\right|_{0} ^{2}+(\rho+|\beta|)\|E(t, \cdot)\|_{0}|\phi f|_{0}^{2} \\
& +(\rho+|\beta|)|E(t, \cdot)|_{0}|\phi f|_{0}^{2}+|(\phi k, \phi f)|, \quad 0 \leqq s \leqq t \leqq T \tag{2.24}
\end{align*}
$$

We intend to apply (2.24) to $\partial^{\alpha} f=(\partial / \partial x)^{\alpha_{1}}(\partial / \partial v)^{\alpha_{2}} f, \alpha=\alpha_{1}+\alpha_{2}$. It follows from (2.7) that

$$
\begin{align*}
L \partial^{\alpha} f & =\partial^{\alpha} k-G^{(\alpha)}, \\
G^{(\alpha)} & =\left[\partial^{\alpha}, L\right] f=\left[\partial^{\alpha}, v \cdot \nabla_{x}\right] f+\left[\partial^{\alpha}, E \cdot \nabla_{x}\right] f+\left[\partial^{\alpha},\left(\frac{v}{c} \times B\right) \cdot \nabla_{v}\right] f . \tag{2.25}
\end{align*}
$$

This gives

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left|\phi \partial^{\alpha} f\right|_{0}^{2} \leqq & -\left.\left.\gamma| | v\right|^{1 / 2} \phi \partial^{\alpha} f\right|_{0} ^{2}+(\rho+|\beta|)\|E(t)\|_{0}\left|\phi \partial^{\alpha} f\right|_{0}^{2} \\
& +\left|\left(\phi \partial^{\alpha} k, \phi \partial^{\alpha} f\right)\right|+\left|\left(\phi G^{(\alpha)}, \phi \partial^{\alpha} f\right)\right|, \quad s \leqq t \leqq T . \tag{2.26}
\end{align*}
$$

The estimate of $\left|\left(\phi G^{(\alpha)}, \phi \partial^{\alpha} f\right)\right|$ is given by the following
Lemma 2.4. Assume $\left[E B .1^{\prime}\right]_{T}^{l}$ and $[F .1]_{\rho, \beta, \gamma, T}^{l}$ with $l \geqq 3, \rho \geqq 0, \gamma \geqq 0$ and $\beta \in R$. Let $\partial^{\alpha}=(\partial / \partial x)^{\alpha_{1}}(\partial / \partial v)^{\alpha_{2}}=\partial_{x}^{\alpha_{1}} \partial_{v}^{\alpha_{2}}, \phi$ be the weight function and $c \in[1, \infty)$. Then for $1 \leqq$ $j \leqq l$, we have

$$
\begin{align*}
& \sum_{|\alpha| \leqq j}\left|\left(G(\alpha), \phi \partial^{\alpha} f\right)\right| \leqq b(l)\left\{1+|\nabla E|_{l-1}+|B|_{l-1}\right\} \sum_{|\alpha| \leqq l}\left|\phi \partial^{\alpha} f\right|_{0}^{2} \\
&+\left.\left.c(l) c^{-1}|B|_{\mid} \sum_{|\alpha| \leqq l}| | v\right|^{1 / 2} \phi \partial^{\alpha} f\right|_{0} ^{2} . \tag{2.27}
\end{align*}
$$

Here $b(l)$ and $c(l)$ are positive constants depending only on $l$.
Proof. By Leibniz formula we have

$$
\begin{equation*}
\left[\partial^{\alpha}, v \cdot \nabla_{x}\right] f=\sum_{\sigma \leqq \alpha_{2},|\sigma|=1}\binom{\alpha_{2}}{\sigma} \partial_{v}^{\sigma} v \cdot \nabla_{x} \partial_{x}^{\alpha_{1}} \partial_{v}^{\alpha_{2}-\sigma} f . \tag{2.28}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\sum_{|\alpha| \leq j}\left|\left(\phi\left[\partial^{\alpha}, v \cdot \nabla_{x}\right] f, \phi \partial^{\alpha} f\right)\right| \leqq b_{1}(l) \sum_{|\alpha| \leq j}\left|\phi \partial^{\alpha} f\right|_{0}^{2} \tag{2.29}
\end{equation*}
$$

Similarly we have

$$
\left[\partial^{\alpha}, E \cdot \nabla_{v}\right] f=\sum_{0<\sigma \leqq \alpha_{1}}\binom{\alpha_{1}}{\alpha} \partial_{x}^{\sigma} E \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f
$$

Each term with $|\sigma| \leqq l-2$ is estimated as

$$
\begin{aligned}
& \left|\partial_{x}^{\sigma} E \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f(\cdot, v)\right|_{L^{2}\left(R_{x}^{3}\right)} \\
& \quad \leqq\left\|\partial_{x}^{\sigma} E\right\|_{0}\left|\nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f(\cdot, v)\right|_{0}, \quad 1 \leqq|\sigma| \leqq l-2 .
\end{aligned}
$$

The remaining terms (if they exist) are estimated by using Sobolev theorem as follows.

$$
\begin{aligned}
& \left|\alpha_{x}{ }^{\sigma} E \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f(\cdot, v)\right|_{L^{2}\left(R_{x}^{3}\right)} \\
& \quad \leqq\left|\partial_{x}{ }^{\sigma} E\right|_{L^{4}\left(R_{n}^{3}\right)}\left|\nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f(\cdot, v)\right|_{L^{4}\left(R_{x}^{3}\right)} \\
& \quad \leqq b_{1}\left|\partial_{x} E\right|_{L^{4}\left(R^{3}\right)}\left|\nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f(\cdot, v)\right|_{1} \quad \text { for }|\alpha|=l-1, \\
& \left|\partial_{x}{ }^{\sigma} E \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-} \sigma_{v}^{\alpha_{2}} f(\cdot, v)\right|_{L^{2}\left(R_{x}^{3}\right)} \leqq\left|\partial_{x}{ }^{\sigma} E\right|_{0}\left\|\nabla_{v} f(\cdot, v)\right\|_{0} \\
& \quad \leqq b_{2}\left|\partial_{x}{ }^{\sigma} E\right|_{0}\left|\nabla_{v} f(\cdot, v)\right|_{2} \quad \text { for }|\sigma|=l .
\end{aligned}
$$

Summing up the above results we obtain

$$
\begin{equation*}
\sum_{|\alpha| \leqq i}\left|\left(\phi\left[\partial^{\alpha}, E \cdot \nabla_{v}\right] f, \phi \partial^{\alpha} f\right)\right| \leqq b_{2}(l)|\nabla E|_{l-1} \sum_{|\alpha| \leqq j}\left|\phi \partial^{\alpha} f\right|_{0}^{2} . \tag{2.30}
\end{equation*}
$$

Finally we have,

$$
\begin{aligned}
& {\left[\partial^{\alpha},(v \times B) \cdot \nabla_{v}\right] f} \\
& \quad=\sum_{\sigma_{1} \leqq \alpha_{1}, 0<\sigma_{2} \leqq \alpha_{2}}\binom{\alpha_{1}}{\sigma_{1}}\binom{\alpha_{2}}{\sigma_{2}}\left(\partial_{v}^{\sigma_{2}} v \times \partial_{x}^{\sigma_{1}} B\right) \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-\sigma_{1}} \partial_{v}^{\alpha_{2}-\sigma_{2}} f \\
& \quad+\sum_{0<\sigma \leqq \alpha_{1}}\binom{\alpha_{1}}{\sigma}\left(v \times \partial_{x}{ }^{\sigma} B\right) \cdot \nabla_{v} \partial_{x}^{\alpha_{1}-\sigma} \partial_{v}^{\alpha_{2}} f .
\end{aligned}
$$

Calculating similarly as above, we obtain

$$
\begin{align*}
& \sum_{|\alpha| \leqq j}\left|\left(\phi\left[\partial^{\alpha},(v \times B) \cdot \nabla_{v}\right] f, \phi \partial^{\alpha} f\right)\right| \\
& \quad \leqq b_{3}(l)|B|_{l-1} \sum_{|\alpha| \leq j}\left|\phi \partial^{\alpha} f\right|_{0}^{2}+c(l)|B|_{l} \sum_{|\alpha| \leqq j} \|\left.\left. v\right|^{1 / 2} \phi \partial^{\alpha} f\right|_{0} ^{2} . \tag{2.31}
\end{align*}
$$

Summing up (2.29)-(2.31), we have the desired result (2.28).
If $\gamma$ satisfies

$$
\begin{equation*}
\gamma \geqq c(l)|B|_{l, T}\left(\text { or } \gamma=\gamma(c) \geqq c(l)|B|_{l, T} / c\right), \tag{2.32}
\end{equation*}
$$

then (2.26) and (2.27) give

$$
\begin{align*}
\frac{d}{d t} & |f(t)|_{j, \rho-\gamma t, \beta} \\
& \leqq b\left\{|f(t)|_{j, \rho-\gamma t, \beta}+|k(t)|_{j, \rho-\gamma t, \beta}\right\}, \quad 1 \leqq j \leqq l, \\
b & =b(l)\left\{1+(\rho+|\beta|+1)|E|_{l, T}+|B|_{l-1, T}\right\} . \tag{2.33}
\end{align*}
$$

This implies

$$
\begin{align*}
|f(t)|_{j, \rho-\gamma t, \beta} \leqq & e^{b(t-s)}|f(s)|_{j, \rho-\gamma s, \beta} \\
& +\int_{s}^{t} e^{b(t-r)}|k(r)|_{j, \rho-\gamma r, \beta} d r, \quad 0 \leqq j \leqq l . \tag{2.34}
\end{align*}
$$

Recalling Eq. (2.7) and the fact that $C_{0}^{l+1}\left(R^{6}\right)$ is dense in $H_{\rho, \beta}^{l}(\rho>0)$, we obtain under the condition (2.20)

$$
[F .2]_{\rho, \beta, \gamma, T}^{l} \quad f \in C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \cap C_{\gamma}^{1}\left([0, T] ; H_{\rho, \beta-1}^{l-1}\right)
$$

with the weight function $\phi=\phi_{\rho-\gamma|t-s|, \beta}$.
We also note that under the assumption $\left[E B .1^{\prime}\right]_{T}^{l} f=U(t, s ; E, B / c) f_{0}$ satisfies [ $F .2]_{\rho, \beta, \gamma, T}^{l-2}$ with the weight function $\phi=\phi_{\rho-\gamma|t-s|, \beta}$. This is shown by differentiating $U(t, s ; E, B / c) f_{0}$, recalling the condition $[S]_{T}^{l-2}$ and applying (2.34) with $j=l-2$. Thus $U(t, s ; E, B / c) f_{0}$ defined by (2.18) is the unique solution of Eq. (2.7)-(2.7)s with $k=0$.

Summing up the above, we have

## Lemma 2.5. Let $l \geqq 3, \rho>0, \beta \in R$ and $f_{0} \in H_{\rho, \beta}^{l}$.

(i) Assume $\left[E B .1^{\prime}\right]_{T}^{l}$ and choose $\gamma$ satisfying (2.32). Then $f=U(t, s ; E, B / c) f_{0}$ satisfies $[F .2]_{\rho, \beta, \gamma, T}^{l-2}$ (with $\left.\phi_{\rho-\gamma|t-s|, \beta}\right)$ and is a unique solution of $(2.7)-(2.7)_{s}$ with $k=0$. If $k$ satisfies $[F .2]_{\rho, \beta, \gamma, T}^{m}\left(\right.$ respectively $\left.[F .1]_{\rho, \beta, \gamma, T}^{m}\right), 1 \leqq m \leqq l-2\left(\right.$ with $\left.\phi_{\rho-y|t-s|, \beta}\right)$, then Eq. (2.7)-(2.7)s has a unique solution $f$ which is given by (2.19) and satisfies $[F .2]_{\rho, \beta, \gamma, T}^{m}$ (respectively $[F .1]_{\rho, \beta, \gamma, T}^{m}$ ).
(ii) Suppose $(E, B) \in C^{0}\left([0, T] ; C^{l+1}\left(R^{3}\right)\right)$ additionally. Then the linear operator $U(t, s ; E, B / c)$ is continuous from $H_{\rho, \beta}^{j}$ to $H_{\rho-\gamma \mid t-s, \beta}^{j}, 0 \leqq j \leqq l$, and satisfies the estimate

$$
\begin{equation*}
\left|U(t, s ; E, B / c) f_{0}\right|_{j, \rho-\gamma|t-s|, \beta} \leqq e^{b|t-s|}\left|f_{0}\right|_{j, \rho, \beta} \tag{2.35}
\end{equation*}
$$

for $c \in[1, \infty), t, s \in[0, T] 0 \leqq j \leqq l$ and $b$ in (2.33). Moreover $U(t, s ; E, B / c)$ is continuous in $H_{\rho, \beta}^{0}$ and satisfies

$$
\begin{equation*}
\left|U(t, s ; E, B / c) f_{0}\right|_{0, \rho, \beta} \leqq e^{\mid t-s\left(\rho+|\beta \beta||E|_{0, T}\right.}\left|f_{0}\right|_{0, \rho, \beta} . \tag{2.36}
\end{equation*}
$$

(iii) Let $\dot{H}^{j}\left(\widetilde{B}_{R}\right)$ be the closure of $C_{0}^{l+1}\left(\widetilde{B}_{R}\right)$ in $H^{j}\left(R^{6}\right)$. Let $f_{0} \in \dot{H}^{j}\left(\widetilde{B}_{R}\right)$ with $0 \leqq j \leqq l$. Then, under the assumption of (ii), U(t,s;E,B/c) $f_{0} \in C^{0}\left([0, T] ; H^{j}\left(\widetilde{B}_{\tilde{R}(T)}\right) \cap\right.$ $C^{1}\left([0, T] ; \dot{H}^{j-1}\left(B_{\tilde{R}(T)}\right)\right), \widetilde{R}(T)=R+|E|_{0, T}$, and satisfies (for $c \in[1, \infty)$ )

$$
\begin{align*}
\left|U(t, s ; E, B / c) f_{0}\right|_{j, 0, \beta} & \leqq e^{\delta|t-s|}\left|f_{0}\right|_{j, 0, \beta}, \quad 0 \leqq j \leqq l, \\
\tilde{b} & =b+c(l)|B|_{l, T} R(T) . \tag{2.37}
\end{align*}
$$

Remark. By virtue of the interpolation theorem, the estimates (2.35) and (2.37) hold for fractional $j \in[0, l]$.

Now we are at the final stage of this section. We prove the next
Lemma 2.6. Assume $\left[E B .1^{\prime}\right]_{T}^{l}$ and $f_{0} \in H_{\rho, \beta}^{l}$ with $l \geqq 3, \rho>0$ and $\beta \in R$. Let $\gamma$ satisfy (2.32) and $c \in[1, \infty)$. Then:
(i) $U(t, s ; E, B / c) f_{0}$ satisfies $[F .2]_{\rho, \beta, \gamma, T}^{l}$ (with the weight function $\left.\phi_{\rho-\gamma|t-s| \beta}\right),(2.35)$ and (2.36).
(ii) If supp $f_{0} \subset B_{R}$ (respectively $\operatorname{supp} f_{0} \subset B_{R}$ ) with $R \geqq 1$, then $U(t, s$; $E, B / c) f_{0}(x, v)=0 \quad$ for $\quad|v| \geqq R+|t-s|\|E\|_{0, T} \quad$ (respectively for $\quad|(x, v)| \geqq$ $C\left(T,\|E\|_{0, T}\right) R$ ) and satisfies (2.37).
(iii) Moreover, if $[E B . \overline{1}]_{T}^{l}$ is assumed, then there holds

$$
[F .2]_{\rho, \beta, \gamma, T}^{l} \quad f \in \bigcap_{j=0}^{l-1} M^{j}\left([1, \infty) ; C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-j}^{l-j}\right) \cap C_{\gamma}^{1}\left([0, T] ; H_{\rho, \beta-1-j}^{l-1-j}\right)\right)
$$

with $\phi_{\rho-\eta \mid t-s, \beta}$.
Proof. To prove (i) and (ii), we have only to show that we can remove the first condition of the temporary assumption (2.20). Since $H^{l} \cap C^{l+1}\left(R^{3}\right)$ is dense in $H^{l}$, we have an approximate sequence $\left(E_{n}, B_{n}\right) \in C^{0}\left([0, T] ; H^{l} \cap C^{l+1}\left(R^{3}\right)\right)$,

$$
\left|E_{n}-E\right|_{l, T}+\left|B_{n}-B\right|_{l, T} \rightarrow 0 \quad(n \rightarrow \infty)
$$

by using Friedrichs' mollifier. (This procedure is independent of $t \in[0, T]$ and $c \in[1, \infty)$.) We define the sequence of evolution operators $U_{n}(t, s)=U\left(t, s ; E_{n}, B_{n} / c\right)$ by (2.18), replacing $(E, B)$ by $\left(E_{n}, B_{n}\right)$. Then $f_{n}(t, x, v)=U_{n}(t, s) f_{0}$ satisfies all the conditions and estimates described in Lemma 2.5 (with $k=0$ ) and also the equation

$$
\begin{gather*}
\frac{\partial}{\partial t} f_{n}+v \cdot \nabla_{x} f_{n}+\left(E_{n}+\frac{v}{c} \times B_{n}\right) \cdot \nabla_{v} f_{n}=0, \quad 0 \leqq t \leqq T .  \tag{2.38}\\
\left.f_{n}\right|_{t=s}=f_{0}(x, v) . \tag{2.38}
\end{gather*}
$$

Since $\left|E_{n}\right|_{l, T}$ and $\left|B_{n}\right|_{l, T}$ can be assumed to be bounded by $|E|_{l, T}+\varepsilon$ and $|B|_{l, T}+\varepsilon$, respectively, with a small constant $\varepsilon>0$, we can choose $\gamma$ to satisfy the condition (2.32) uniformly for all $\left(E_{n}, B_{n}\right)$. All $U_{n}(t, s)$ satisfy the uniform estimates such as (2.35) and (2.37). An easy calculation shows

$$
\begin{align*}
& \left\{\frac{\partial}{\partial t}+v \cdot \nabla_{x}+\left(E_{n}+\frac{v}{c} \times B_{n}\right) \cdot \nabla_{v}\right\}\left(f_{n}-f_{m}\right) \\
& \quad=-\left(E_{n}-E_{m}\right) \cdot \nabla_{v} f_{m}-\frac{v}{c} \times\left(B_{n}-B_{m}\right) \cdot \nabla_{v} f_{m} \equiv k_{n, m} \tag{2.39}
\end{align*}
$$

From the uniqueness of $f_{n}-f_{m}$ (Lemma 2.3) it follows

$$
\begin{equation*}
f_{n}(t)-f_{m}(t)=\int_{s}^{t} U_{n}(t, r) K_{n, m}(r) d r \tag{2.40}
\end{equation*}
$$

The estimate (2.34) established for $U_{n}(t, s)=U\left(t, s ; E_{n}, B_{n} / c\right)$ gives

$$
\left|f_{n}-f_{m}\right|_{0, \rho-\gamma|t-s|, \beta-1} \leqq \int_{s}^{t} e^{b_{0, n}|t-r|}\left|k_{n, m}\right|_{0, \rho-\gamma|t-c|, \beta-1} d r
$$

$$
\begin{align*}
& \leqq|t-s| e^{b_{0}|t-s|}\left(\left|E_{n}-E_{m}\right|_{0, T}+\left|B_{n}-B_{m}\right|_{0, T}\right) \\
& \times \sup _{s \leqq r \leqq t}\left|\nabla f_{m}(r)\right|_{0, \rho-\gamma|t-r|, \beta}, \tag{2.41}
\end{align*}
$$

where

$$
b_{0, n}=(\rho+|\beta-1|)\left|E_{n}\right|_{0, T} \leqq(\rho+|\beta-1|)\left(|E|_{0, T}+b_{2} \varepsilon\right) \leqq b_{0} . \quad \text { Since }
$$ $\left|\nabla f_{m}(r)\right|_{0, \rho-\gamma|t-r|, \beta}=\left|\nabla U_{m}(t, r) f_{0}\right|_{0, \rho-\gamma|t-r|, \beta}$ is estimated by (2.35), it is uniformly bounded in $m$ and $t, r \in[0, T]$ (and in $c \in[1, \infty)$ ). Hence $\left\{f_{n}(t)\right\}$ converges in $H_{\rho-\gamma|t-s|, \beta-1}^{0}$ uniformly in $t \in[0, T]$. Noting that (2.35) implies the uniform boundedness of $\left\{f_{n}(t)\right\}$ in $C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right)$ and applying the interpolation theorem between $H_{\rho-\gamma|t-s|, \beta-1}^{0}$ and $H_{\rho-y|t-s|, \beta-1}^{l}$ and then between $H_{\rho-\gamma|t-s|, \beta-1}^{l-\delta}$ and $H_{\rho-\gamma|t-s|, \beta}^{l}$, we see that $\left\{f_{n}(t)\right\}$ converges in $H_{\rho-\gamma|t-s|, \beta-\delta}^{l-\delta}, 0<\delta \leqq 1$, uniformly in $t \in[0, T]$, and the limit $f(t) \in C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-\delta}^{l-\delta}\right)$ (with $\left.\phi_{\rho,-\rho \mid t-s, \beta-\delta}\right)$. Taking the equality (2.38) into account, we see also that $f \in C_{\gamma}^{1}\left([0, T] ; H_{\rho, \beta-1-\delta}^{l-1}\right)$ and satisfies Eq. (2.7)-(2.7) (with $k=0$ ).

If we construct $U(t, s)=U(t, s ; E, B / c)$ by (2.18) from the original $(E, B)$, then $U(t, s) f_{0}$ satisfies [F.2] $]_{\rho, \beta, \gamma, T}^{l-2}$ and Eq. (2.7)-(2.7) $($ with $k=0)($ Lemma 2.5 (i)). By virtue of Lemma 2.3 we have

$$
\begin{align*}
& U(t, s ; E, B / c) f_{0}=s-\lim U\left(t, s ; E_{n}, B_{n} / c\right) f_{0} \\
& \text { in } H_{\rho-\gamma|t-s|, \beta-\delta}^{l-\delta}, \quad 0<\delta \leqq 1, \quad t \in[0, T] \quad \text { (and } c \in[1, \infty) \text { ). } \tag{2.42}
\end{align*}
$$

On the other hand, $\left\{f_{n}(t)\right\}$ is weakly pre-compact in $H_{\rho-\gamma|t-2|, \beta}^{l}$ and the only accumulation point is $f(t)$. Thus we see

$$
\begin{equation*}
U(t, s ; E, B / c) f_{0}=w-\lim U\left(t, s ; E_{n}, B_{n} / c\right) f_{0} \quad \text { in } H_{\rho-\nu t-s, \mid, \beta}^{l} \tag{2.43}
\end{equation*}
$$

and that the estimate (2.35) holds for $U(t, s ; E, B / c) f_{0}$ constructed from the original $(E, B)$. Since the Hilbert space $H_{\rho-\gamma|t-s|, \beta}^{l}$ is separable, weak measurability of $f(t)$ in [ $0, T$ ] implies strong measurability.

If $f_{0} \in \dot{H}^{l}\left(\widetilde{B}_{R}\right)$, we can apply Lemma 2.5 (iii) to the sequence $\left\{f_{n}(t)=U_{n}(t, s) f_{0}\right\}$ in the same way as in the above argument. Then, we have

$$
\begin{align*}
f(t) \equiv & U(t, s ; E, B / c) f_{0}=s-\lim f_{n}(t) \text { in } H^{l-\delta}\left(R^{6}\right), \quad 0<\delta \leqq 1,  \tag{2.44}\\
f(t) \equiv & U(t, s ; E, B / c) f_{0}=w-\lim f_{n}(t) \text { in } H^{l}\left(R^{6}\right),  \tag{2.45}\\
& \left|f_{n}(t)\right|_{l-\delta, 0,0} \leqq e^{\delta\left|t-t^{\prime}\right|}\left|f_{n}\left(t^{\prime}\right)\right|_{l-\delta, 0,0}, \quad 0 \leqq \delta \leqq 1 \tag{2.46}
\end{align*}
$$

for $t, t^{\prime} \in[0, T]$ and all $n$. Here $\tilde{b}$ can be chosen to be independent of $n$ (see (2.37)). Since $f \in C^{0}\left([0, T] ; H^{l-1}\left(R^{6}\right)\right)$ and $H^{l+1}\left(R^{6}\right)$ is dense in $H^{l}\left(R^{6}\right)$, it follows that $f(t)$ is weakly continuous in $H^{l}\left(R^{6}\right)$ on $[0, T]$.

We define the Fourier transform $\hat{h}(\xi, \eta)$ of $h(x, v)$ by

$$
\hat{h}(\xi, \eta)=(2 \pi)^{-3 / 2} \int_{R^{6}} e^{-i(x \cdot \xi+v \cdot \eta)} h(x, v) d x d v .
$$

If we define the norm $|h|_{j}$ of $h \in H^{j}\left(R^{6}\right)$ by

$$
\begin{equation*}
|h|_{j}^{2}=\int_{R^{6}}\left(1+|\xi|^{2}+|\eta|^{2}\right)^{j}|\hat{h}(\xi, \eta)|^{2} d \xi d \eta, \quad 0 \leqq j \leqq l, \tag{2.47}
\end{equation*}
$$

the estimate (2.37), and hence (2.46), still hold for $j=0,1, \ldots, l$ with $\tilde{b}$ replaced by
some appropriate constant (if necessary). We note that the norm $|h|_{j}$ defined by (2.47) is monotone increasing and continuous in $j \in[0, l]$ if $h \in H^{l}\left(R^{6}\right)$.

Let $n \rightarrow \infty$ and then $\delta \rightarrow 0$ in (2.46). Then (2.44) and (2.45) with the above remark give

$$
\begin{equation*}
|f(t)|_{l} \leqq e^{b\left|t-t^{\prime}\right|}\left|f\left(t^{\prime}\right)\right|_{l}, \quad t, t^{\prime} \in[0, T] . \tag{2.48}
\end{equation*}
$$

This means that $|f(t)|_{l}$ is continuous on $[0, T]$. Thus we have proved that $f(t) \in C^{0}\left([0, T] ; H^{l}\left(R^{6}\right)\right)$. Since supp $f(t) \subset \widetilde{B}_{\widetilde{R}(T)}$ for $t \in[0, T]$, it follows that $f$ satisfies $\left[F .2^{\prime}\right]_{\rho, \beta, \gamma, T}^{l}$, and hence $[F .2]_{\rho, \beta, \gamma, T}^{l}$ for each $\rho \geqq 0, \beta \in R$ and $\gamma \geqq 0$. Since the union of $C_{0}^{l+1}\left(B_{R}\right)$ is dense in $H_{\rho, \beta}^{l}$, the proof of Lemma 2.6 (i) is completed.

The proof of (iii) is easily carried out.

## 3. The Nonlinear Equation

In this section we study the nonlinear Vlasov-Maxwell equation (1.1)-(1.2). For simplicity we study the following equation for the plasma of a single species:

$$
\begin{gather*}
\frac{\partial}{\partial t} f+v \cdot \nabla_{x} f+\left(E+\frac{v}{c} \times B\right) \cdot \nabla_{v} f=0, \quad t>0, \quad x \in R^{3}, \quad v \in R^{3},  \tag{3.1}\\
\left.f\right|_{t=0}=f_{0}(x, v)  \tag{3.1}\\
\frac{\partial}{\partial t} E-c \nabla_{x} \times B=-4 \pi \int v f(t, x, v) d v \\
\frac{\partial}{\partial t} B+c \nabla_{x} \times E=0, \quad t>0, \quad x \in R^{3}  \tag{3.2}\\
\left.E\right|_{t=0}=E_{0}(x),\left.\quad B\right|_{t=0}=B_{0}(x) . \tag{3.2}
\end{gather*}
$$

We prove the existence and uniqueness theorem for Eq. (3.1)-(3.2)(Theorem 3.1). However no essential differences occur in the proof of Theorem 1.1.
Theorem 3.1. Let $f_{0} \in H_{\rho, \beta}^{l}$ and $\left(E_{0}, B_{0}\right) \in H^{l}$ with $l \geqq 3, \rho>0$ and $\beta \in R$. Then there exists a solution ( $f, E, B$ ) of the initial value problem for the Vlasov-Maxwell equation $(3.1)-(3.1)_{0}$ and (3.2)-(3.2) $)_{0}$ in the time interval $[0, T]$ satisfying the following properties:

$$
\begin{gather*}
f \in C_{\gamma / c}^{0}\left([0, T] ; H_{\rho, \beta}^{l}\right) \cap C_{\gamma / c}^{1}\left([0, T] ; H_{\rho, \beta}^{l-1}\right) \equiv F_{\rho, \beta, \gamma / c, T}^{l},  \tag{3.3}\\
\quad|f|_{l, \rho, \beta, \gamma / c, T} \leqq \widetilde{Y}_{0}=Z_{0}\left|f_{0}\right|_{l, \rho, \beta},  \tag{3.4}\\
(E, B) \in C^{0}\left([0, T] ; H^{l}\right) \cap C^{0}\left([0, T] ; H^{l-1}\right) \equiv E B_{T}^{l},  \tag{3.5}\\
|E|_{l, T}+|B|_{l, T} \leqq 2\left(\left|E_{0}\right|_{l}+\left|B_{0}\right|_{l}\right)+a T Y_{0}, \quad a=a(\rho, \beta) . \tag{3.6}
\end{gather*}
$$

Here $\gamma, T, Y_{0}$ and $Z_{0}$ depend on $l, \rho, \beta,\left|f_{0}\right|_{l, \rho, \beta},\left|E_{0}\right|_{l}$ and $\left|B_{0}\right|_{l}$ but not on $c \in[1, \infty)$, and are determined by (3.14), (3.15), (3.19) and the solvability conditions of (3.17) and (3.26). The solution $(F, E, B)$ is unique in

$$
\bigcap_{j=0}^{1} C^{j}\left([0, T] ; H_{0, \beta^{j}}^{2-j}\right) \times C^{j}\left([0, T] ; H^{2-j}\right) \text { with } \beta^{\prime}>5 / 2
$$

and $f$ is described as $f(t)=U(t, 0 ; E, B) f_{0}$. Moreover

$$
(f, E, B) \in \bigcap_{j=0}^{l} M^{j}\left([1, \infty) ; C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-j}^{l-j}\right) \times C^{0}\left([0, T] ; H^{l-j}\right)\right)
$$

Proof. We define the sequence $\left(f_{n}(t), E_{n}(t), B_{n}(t)\right)$ by

$$
\begin{gather*}
\left(f_{0}(t), E_{0}(t), B_{0}(t)\right) \equiv\left(f_{0}(x, v), E_{0}(x), B_{0}(x)\right),  \tag{3.7}\\
\binom{E_{n}(t)}{B_{n}(t)}=e^{c t A}\binom{E_{0}}{B_{0}}+\int_{0}^{t} e^{c(t-s) A}\binom{F_{n-1}(s)}{0} d s, \quad n \geqq 1,  \tag{3.8}\\
F_{n}(t, x)=-4 \pi \int v f_{n}(t, x, v) d v, \quad n \geqq 0,  \tag{3.9}\\
f_{n}(t)=U\left(t, 0 ; E_{n}, B_{n} / c\right) f_{0}, \quad n \geqq 1 . \tag{3.10}
\end{gather*}
$$

If we assume that

$$
\begin{gather*}
\left(f_{n-1}, E_{n-1}, B_{n-1}\right) \in F_{\rho, \beta, \gamma_{1}, \tau_{1}}^{l} \times E B_{\tau_{1}}^{l}  \tag{3.11}\\
\left|f_{n-1}\right|_{l, \rho, \beta, \gamma_{1}, \tau_{1}} \equiv Y_{n-1} \leqq Y \tag{3.12}
\end{gather*}
$$

with some $Y, \tau_{1}>0, \gamma_{1}>0$ and $\rho-\gamma_{1} \tau_{1} \geqq \rho / 2$, then by Lemma 2.1 and 2.6 there hold

$$
\begin{gather*}
\left(f_{n}, E_{n}, B_{n}\right) \in F_{\rho, \beta, \gamma, \tau}^{l} \times E B_{\tau}^{l},  \tag{3.11}\\
\left|E_{n}\right|_{l, \tau}+\left|B_{n}\right|_{l, \tau} \leqq 2\left(\left|E_{0}\right|_{l}+\left|B_{0}\right|_{l}\right)+a \tau Y_{n-1} \equiv G\left(\tau Y_{n-1}\right) \tag{3.13}
\end{gather*}
$$

with $a=a(\rho, \beta)$ defined in (2.5) and with some $\tau \in\left(0, \tau_{1}\right]$ and $\gamma \geqq \gamma_{1}$ satisfying

$$
\begin{gather*}
\gamma \geqq b(l) G(\tau Y) \geqq b(l)\left|B_{n}\right|_{l, \tau}(\text { or } \gamma=\gamma(c) \geqq b(l) G(\tau Y) / c),  \tag{3.14}\\
\rho-\gamma \tau \geqq / 2 \quad(\text { for } c \in[1, \infty)) . \tag{3.15}
\end{gather*}
$$

By virtue of Lemma 2.6 (i) and the assumption (3.12) $)_{n-1}$ we have

$$
\begin{align*}
\left|f_{n}\right|_{l, \rho, \beta, \gamma, \tau} & =Y_{n} \leqq e^{b \tau}\left|f_{0}\right|_{l, \rho, \beta} \leqq e^{\tau d\{G(\tau Y)+1\}}\left|f_{0}\right|_{l, \rho, \beta} \equiv F(\tau, Y), \\
b & =b(l)\left\{1+(\rho+|\beta|+1)\left|E_{n}\right|_{l, \tau}+\left|B_{n}\right|_{l-1, \tau}\right\}, \\
d & =b(l)(\rho+|\beta|+1) . \tag{3.16}
\end{align*}
$$

Let $\tilde{Y}_{0}>0$ be the smallest positive root of the equation

$$
\begin{equation*}
Y=e^{\tau d(\boldsymbol{G}(\tau)+1)}\left|f_{0}\right|_{l, \rho, \beta}(=F(\tau, Y)) \tag{3.17}
\end{equation*}
$$

If $\tau>0$ is sufficiently small (the bound is estimated by $a=a(\rho, \beta), d,\left|E_{0}\right|_{l}+\left|B_{0}\right|_{\imath}$ and $\left|f_{0}\right|_{\text {l, }, \beta, \beta}$ ), then Eq. (3.17) has two positive roots $0<\tilde{Y}_{0}<\tilde{Y}_{1}$. We fix such a $\tau>0$, and see easily the following,

$$
\begin{equation*}
0 \leqq Y_{n-1} \leqq \widetilde{Y}_{0} \text { implies } 0 \leqq Y_{n}=F\left(\tau, Y_{n-1}\right) \leqq \tilde{Y}_{0} \tag{3.18}
\end{equation*}
$$

Noting that $\left|f_{0}\right|_{l, \rho, \beta}=Y_{0}<\tilde{Y}_{0}$, we have

$$
\begin{equation*}
\left|f_{n}\right|_{l, \rho, \beta, \gamma, \tau}=Y_{n}<\widetilde{Y}_{0}, \quad n \geqq 1, \tag{3.12}
\end{equation*}
$$

for $\gamma>0$ and $\tau>0$ which are chosen to satisfy the additional conditions (3.14) and (3.15).

Summing up the above arguments, we have

$$
\begin{gather*}
\left|f_{n}\right|_{l, \rho, \beta, \beta, \gamma, \tau} \leqq \widetilde{Y}_{0} \equiv Z_{0}\left|f_{0}\right|_{l, \rho, \beta}, \quad Z_{0}=e^{\left.\tau d\left(G \tau \tau \tau \tilde{Y}_{0}\right)+1\right)}>1,  \tag{3.19}\\
\left|E_{n}\right|_{l, \tau}+\left|B_{n}\right|_{l, \tau} \leqq G\left(\tau Y_{n}\right) \leqq G\left(\tau \widetilde{Y}_{0}\right) . \tag{3.20}
\end{gather*}
$$

From the definition of $\left(f_{n}, E_{n}, B_{n}\right)$ we obtain

$$
\begin{align*}
& f_{n+1}-f_{n}=\int_{0}^{t} U\left(t, s ; E_{n+1}, B_{n+1} / c\right) k_{n}(s) d s \\
& k_{n}=-\left(E_{n+1}-E_{n}\right) \cdot \nabla_{v} f_{n}-\left(\frac{v}{c} \times\left(B_{n+1}-B_{n}\right)\right) \cdot \nabla_{v} f_{n}, \quad n \geqq 1,  \tag{3.21}\\
&\binom{E_{n+1}-E_{n}}{B_{n+1}-B_{n}}=\int_{0}^{t} e^{c(t-s) A}\binom{G_{n}(s)}{0} d s . \\
& G_{n}(t, x)=-4 \pi \int v\left(f_{n}-f_{n-1}\right) d v \tag{3.22}
\end{align*}
$$

In a similar way as in (2.34) we see from (3.21) that

$$
\begin{align*}
& \left|f_{n+1}-f_{n}\right|_{0, \rho-\gamma t, \beta-1} \leqq \int_{0}^{t} e^{r d G\left(r \tilde{Y}_{0}\right)}\left|k_{n}(r)\right|_{0, \rho-\gamma r, \beta-1} d r \\
& \quad \leqq t e^{t d G\left(\tilde{Y}_{0}\right)} b_{2} \tilde{Y}_{0}\left(\left|E_{n+1}-E_{n}\right|_{0, t}+\left|B_{n+1}-B_{n}\right|_{0, t}\right) \tag{3.23}
\end{align*}
$$

On the other hand applying Lemma 2.1 to (3.22), we obtain

$$
\begin{equation*}
\left|E_{n+1}-E_{n}\right|_{0, t}+\left|B_{n+1}-B_{n}\right|_{0, t} \leqq a(\rho, \beta-1) t\left|f_{n}-f_{n-1}\right|_{0, \rho, \beta-1, \gamma, t}, \quad 0 \leqq t \leqq \tau . \tag{3.24}
\end{equation*}
$$

Combining (3.23) and (3.24), we have

$$
\begin{equation*}
\left|f_{n+1}-f_{n}\right|_{0, \rho, \beta-1, \gamma, t} \leqq t^{2} e^{t d G\left(t \tilde{Y}_{0}\right)} b_{2} \widetilde{Y}_{0} a(\rho, \beta-1)\left|f_{n}-f_{n-1}\right|_{0, \rho, \beta-1, \gamma, t} . \tag{3.25}
\end{equation*}
$$

If we choose $T \in(0, \tau]$ so that there holds

$$
\begin{equation*}
T^{2} e^{T d G\left(T \widetilde{Y}_{0}\right)} b_{2} \widetilde{Y}_{0} a(\rho, \beta-1)<1 \tag{3.26}
\end{equation*}
$$

then $\left\{f_{n}\right\}$ is a Cauchy sequence in $C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-1}^{0}\right)$. By (3.12) ${ }_{n}$ and by a similar argument as in the proof of Lemma 2.6, we see that $\left\{f_{n}\right\}$ is a Cauchy sequence in $C_{\gamma}^{0}\left([0, T] ; H_{\rho, \beta-\delta}^{l-\delta}\right), 0<\delta \leqq 1$. This argument and (3.24) show that $\left\{\left(E_{n}, B_{n}\right)\right\}$ is a Cauchy sequence in $C^{0}\left([0, T] ; H^{l-\delta}\right), 0<\delta \leqq 1$. Putting

$$
\begin{align*}
f(t) & =s-\lim f_{n}(t) \quad \text { in } H_{\rho-\gamma t, \beta-\delta}^{l-\delta}, & & 0<\delta \leqq 1, \\
(E(t), B(t)) & =s-\lim \left(E_{n}(t), B_{n}(t)\right) \quad \text { in } H^{l-\delta}, & & 0<\delta \leqq 1, \tag{3.27}
\end{align*}
$$

We see that $f \in F_{\rho, \beta, \gamma, T}^{l-\delta},(E, B) \in E B_{T}^{l-\delta}, 0<\delta \leqq 1$, and also $(f, E, B)$ satisfies (3.1)-(3.1) ${ }_{0}$ and (3.2)-(3.2) .

Noting that $\left\{f_{n}(t)\right\}$ is weakly pre-compact in $H_{\rho-\gamma t, \beta}^{l}$, we see

$$
\begin{equation*}
f(t)=w-\lim f_{n}(t) \text { in } H_{\rho-\gamma t, \beta}^{l}, \quad 0 \leqq t \leqq T, \quad|f|_{l, \rho, \beta, \gamma, T} \leqq \widetilde{Y}_{0} \leqq Z_{0}\left|f_{0}\right|_{l, \rho, \beta} \tag{3.28}
\end{equation*}
$$

Similarly we have

$$
\begin{align*}
&(E(t), B(t))=w-\lim \left(E_{n}(t), B_{n}(t)\right) \quad \text { in } H^{l}, \quad 0 \leqq t \leqq T, \\
&|E|_{l, T}+|B|_{l, T} \leqq 2\left(\left|E_{0}\right|_{l}+\left|B_{0}\right|_{\imath}\right)+a T \widetilde{Y}_{0}=G\left(T \tilde{Y}_{0}\right) . \tag{3.29}
\end{align*}
$$

By the separability of the Hilbert spaces $H^{l}$ and $H_{\rho-\gamma t, \beta}^{l}$ we can show that $(E(t), B(t))$ and $f(t)$ are strongly measurable in $[0, T]$. Then, from the integral representation of the solution $(E(t), B(t))$ of $(3.1)-(3.1)_{0}$, it is proved that $(E, B) \in E B_{T}^{l}$. By virtue of Lemma 2.6, $f \in F_{\rho, \beta, \gamma, T}^{l}$, since $f(t)=U(t, 0 ; E, B / c) f_{0}$.

The uniqueness of the solution is easily proved by applying the same inequalities as (3.23) and (3.24) to the solution $\left(f_{1}, E_{1}, B_{1}\right)$ and $\left(f_{2}, E_{2}, B_{2}\right)$ of (3.1)-(3.2). Here we take $\rho=\gamma=0$ and $\beta=\beta^{\prime}$ with $a=a\left(0, \beta^{\prime}-1\right)<\infty$. No other differences occur. The last assertion of Theorem 3.1 follows from the fact that $f_{n}$ and $\left(E_{n}, B_{n}\right)$ satisfy $[F . \tilde{1}]_{\rho, \beta, \gamma, T}^{l}$ and $\left[E B . \tilde{1}^{\prime}\right]_{T}^{l}$, respectively, and the estimates (3.16) and (3.20) hold uniformly in $c \in[1, \infty)$. Thus we have completed the proof.

If the initial density $f_{0}(x, v)$ satisfies the support condition

$$
\begin{equation*}
f_{0}(x, v)=0 \quad \text { for } \quad|v| \geqq R_{0}, \tag{3.30}
\end{equation*}
$$

then we can adapt, instead of the Banach scale, simpler norms to estimate $\left(v \times \nabla_{x} B\right) \cdot \nabla_{v} f$. In fact we have

Theorem 3.2. Let $f_{0} \in H_{0, \beta}^{l}$ and satisfy the condition (3.31), and $\left(E_{0}, B_{0}\right) \in H^{l}$ with $l \geqq 3$ and $\beta>7 / 2$. Then there exists a unique solution $(f, E, B)$ of the Vlasov-Maxwell equation (3.1)-(3.1) ${ }_{0}$ and (3.2)-(3.2) $)_{0}$ in the time interval [0,T] satisfying (3.2)-(3.6) with $\rho=\gamma=0$ and

$$
\begin{equation*}
f(t, x, v)=0 \quad \text { for } \quad|v| \geqq R_{0}+t\|E\|_{0, T}, \quad 0 \leqq t \leqq T \tag{3.31}
\end{equation*}
$$

T, $Y_{0}$ and $Z_{0}$ depend on $l, \beta,\left|f_{0}\right|_{l, 0, \beta},\left|E_{0}\right|_{l}\left|B_{0}\right|_{l}$ and $R_{0}$ but not on $c \in[1, \infty)$, and are determined by the solvability condition of (3.39) with $a=a(0, \beta)$. If $\beta-m>5 / 2$ and $m \leqq l$, then

$$
(f, E, B) \in \bigcap_{j=0}^{m} M^{j}\left([1, \infty) ; C^{0}\left([0, T] ; H_{0, \beta-j}^{l-j} \times H^{l-j}\right)\right)
$$

Moreover, if $f_{0}$ satisfies the support condition

$$
\begin{equation*}
f_{0}(x, v)=0 \quad \text { for } \quad|x| \geqq R_{1} \quad \text { or } \quad|v| \geqq R_{0} \tag{3.32}
\end{equation*}
$$

then the solution $f(t, x, v)$ also satisfies

$$
\begin{align*}
& f(t, x, v)=0 \quad \text { for } \quad|x| \geqq R_{1}+t R_{0}+\frac{1}{2} t^{2}\|E\|_{0, t} \quad \text { or } \\
& |v| \geqq R_{0}+t\|E\|_{0, t} . \tag{3.33}
\end{align*}
$$

Sketch of the Proof. The support condition (3.31) and (3.33) are easy consequences of Lemma 2.2 and the definition of $U(t, s ; E, B / c) f_{0}$. Defining $\left(F_{n}, E_{n}, B_{n}\right)$ by (3.7)-(3.10), and noting that

$$
\begin{equation*}
f_{n}(t, x, v)=0 \quad \text { for } \quad|v| \geqq R_{0}+t\left\|E_{n}\right\|_{0, t} \tag{3.34}
\end{equation*}
$$

we obtain by Lemma 2.6 (iii) and Lemma 2.1,

$$
\begin{gather*}
\left|f_{n}(t)\right|_{l, 0, \beta} \leqq e^{b_{n} t}\left|f_{0}\right|_{l, 0, \beta}, \\
\tilde{b}_{n}=b(l)\left\{1+(|\beta|+1)\left(\left|E_{n}\right|_{l, T}+\left|B_{n}\right|_{l, T}\right)\right\}+c(l)\left|B_{n}\right|_{l, T}\left(R_{0}+t b_{2}\left|E_{n}\right|_{l, T}\right),  \tag{3.35}\\
\left|E_{n}\right|_{l, t}+\left|B_{n}\right|_{0, t} \leqq 2\left(\left|E_{0}\right|_{l}+\left|B_{0}\right|_{\imath}\right)+a t\left|f_{n-1}\right|_{l, 0, \beta, t} \\
 \tag{3.36}\\
=G\left(t\left|f_{n-1}\right|_{l, 0, \beta, t}\right), \quad a=a(0, \beta) .
\end{gather*}
$$

If we assume

$$
\begin{equation*}
\left|f_{n-1}\right|_{l, 0, \beta, \tau}=Y_{n-1} \leqq Y \tag{3.37}
\end{equation*}
$$

then we have with $d=b(l)(|\beta|+1)+c(l)$ and $R_{1}=\max \left\{1, R_{0}\right\}$,

$$
\begin{equation*}
\left|f_{n}\right|_{l, 0, \beta, \tau}=Y_{n} \leqq e^{\tau d\left\{1+G\left(\tau Y_{n-1}\right)\right\}\left\{R_{1}+\tau b_{2} G\left(\tau Y_{n-1}\right)\right\}}\left|f_{0}\right|_{l, 0, \beta} . \tag{3.38}
\end{equation*}
$$

If we choose $T>0$ so small that the equation

$$
\begin{equation*}
Y=e^{T d\{1+G(T Y)\}\left\{R_{1}+T b_{2} G(T Y)\right.}\left|f_{0}\right|_{, 0, \beta} \tag{3.39}
\end{equation*}
$$

has two positive roots $0<\tilde{Y}_{0}<\tilde{Y}_{1}$, then we can conclude that

$$
\begin{equation*}
0<Y_{n-1} \leqq \widetilde{Y}_{0} \quad \text { implies } \quad 0<Y_{n} \leqq \widetilde{Y}_{0} . \tag{3.40}
\end{equation*}
$$

Since $\left|f_{0}\right|_{l, 0, \beta}=Y_{0}<\tilde{Y}_{0}$, we have

$$
\begin{equation*}
\left|f_{n}\right|_{l, 0, \beta, T}=Y_{n}<\tilde{Y}_{0} . \tag{3.41}
\end{equation*}
$$

The rest of the proof is quite similar to the proof of Theorem 3.1.
Remark. The latter part of Theorem 3.2 was first proved by Wollmann [9].
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