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#### Abstract

The paper deals with a variational approach of the subRiemannian geometry from the point of view of Hamilton-Jacobi and Hamiltonian formalism. We present a discussion of geodesics from the point of view of both formalisms, and prove that the normal geodesics are locally length-minimizing horizontal curves.


## 1. Introduction

SubRiemannain geometry is considered to be a relatively new branch of geometry, which starts with the study of the Heisenberg group done by Gaveau and Hulanicki in the 1970s ([21], [25]) and Korányi in the 1980s ([26], [27], [28]). However, the first step towards SubRiemannian geometry was made long before, when the principles of Thermodynamics were being discovered.

The study of engines using two isothermes and two adiabatic processes was done by Carnot in 1824. The study of adiabatic processes continued with the work of Jule. Clausius formulated the second principle of Thermodynamics using the notion of entropy in 1854. Using this background work, Carathèodory stated in his 1909 paper [19] the relationship between the connectivity of two states by adiabatic processes and the integrability of the distribution defined by the kernel of the one-form of work.

Using a supplementary hypothesis on the distribution, Chow proved in 1939 a global connectivity theorem by horizontal curves, where the horizontal curves are the analog of the adiabatic processes in Thermodynamics (see [20]). The same bracket generating hypothesis was used by Hörmander to show the hypoellipticity of a sum of squares operator (see [24]).

After Gaveau started the work on Heisenberg group in 1977, the work of Greiner and Beals dealt with properties of the fundamental solution for the sub-Laplacian, and the $\bar{\partial}$-Neumann operator (see [1]). In the mid-1990s they characterized the fundamental solution for the
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associated heat operator using the geometry of the Heisenberg group (see [2], [3], [4]).

Since then, a series of publications has clarified how subRiemannian geometry can help with the understanding of sub-elliptic operators, not only in the step two case but also in superior step cases (see [11], [12], [13], $\mathbf{[ 9 ]},[\mathbf{1 4}],[\mathbf{1 5}],[\mathbf{1 0}],[\mathbf{1 7}])$. Other publications are dedicated only to the properties of subRiemannian manifolds (see [5], [6], [18], [8], [16], [22], [31]).

The usual procedure in dealing with this kind of problem is using the Hamiltonian formalism. One of the breakthroughs in the field is the paper of Stricharts [32]. However, there are some unclarified questions in the field about different types of geodesics which are defined by Hamilton-Jacobi formalism, Hamiltonian formalism, and Lagrangian formalism. In the Riemannian geometry all are equivalent (see Calin and Chang [7]). In the subRiemannian case this is not necessarily true. The goal of this paper is to deal with both Hamiltonian and Hamilton-Jacobi formalisms and to state the relationship between them.

The paper is organized in two parts.
The first part of the paper deals with the non-linear Hamilton-Jacobi equation. This is a powerful technique of finding length-minimizing horizontal curves between two given points. We shall show how we can associate with each action a length-minimizing horizontal curve and compute the length of such curve.

In the second part we shall introduce the Hamiltonian function and its properties and describe the subRiemannian geodesics from the Hamiltonian point of view. We will show that the geodesics defined by the Hamiltonian formalism are always locally length minimizing horizontal curves.
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## 2. Preliminary notions

Let $M$ be a connected differentiable manifold. Since our study is local we may assume that $M=\mathbb{R}^{n}$. We consider the vector fields $X_{1}, X_{2}, \ldots, X_{k}$ on $M$, which are linearly independent and generate the distribution $\mathcal{D}$, called the horizontal distribution. The distribution $\mathcal{D}$ is said to be bracket generating if the vector fields $X_{j}$ together with their iterated Lie brackets

$$
\left[X_{j_{1}}, X_{j_{2}}\right],\left[X_{j_{1}},\left[X_{j_{2}}, X_{j_{3}}\right]\right], \ldots,\left[X_{j_{1}},\left[X_{j_{2}}, X_{j_{3}}\right], \ldots X_{j_{r}}\right]
$$

generate the tangent space $T_{p} M$ at each point $p \in M$. If $f: M \rightarrow \mathbb{R}$ is a smooth function, we define the horizontal gradient of $f$ by

$$
\nabla_{h} f=\sum_{j=1}^{k} X_{j}(f) X_{j}
$$

We note that $\nabla_{h} f \in \mathcal{D}$.
The energy associated with the function $f$ is defined by

$$
H(\nabla f)=\frac{1}{2}\left|\nabla_{h} f\right|_{g}^{2}=\frac{1}{2} \sum_{j=1}^{k}\left(X_{j}(f)\right)^{2},
$$

where $g$ is the subRiemannian metric, i.e., a metric defined on $\mathcal{D}$ such that the vector fields $X_{j}$ are orthonormal with respect to $g$. It is worth noting that in the case when $\mathcal{D}$ is bracket generating, if $H(\nabla f)=0$, then $f=$ constant.

Any vector field $U$, which belongs to $\mathcal{D}$ is called a horizontal vector field. We note that

$$
\begin{equation*}
U(f)=\sum U^{i} X_{i}(f)=g\left(\sum X_{i}(f) X_{i}, \sum U^{j} X_{j}\right)=g\left(\nabla_{h} f, U\right) \tag{2.1}
\end{equation*}
$$

A curve $\phi:(a, b) \rightarrow M$ is called horizontal if the velocity vector field $\dot{\phi}$ belongs to the horizontal distribution, i.e., $\dot{\phi} \in \mathcal{D}_{\phi}$. If $\mathcal{D}$ is a bracket generating distribution, Chow's theorem [20] states that any two given points can be joined by a piece-wise horizontal curve.

Let $r=n-k$. Consider $r$ linearly independent one-forms $\theta_{1}, \theta_{2}, \ldots, \theta_{r}$, which vanish on the distribution $\mathcal{D}$, i.e., $\theta_{j}\left(X_{\alpha}\right)=0, \forall j=1, \ldots, r$ and $\alpha=1, \ldots, k$. A curve $\phi(s)$ is horizontal if and only if the following constraints on the velocity hold:

$$
\begin{equation*}
\theta_{j}(\dot{\phi}(s))=0 \tag{2.2}
\end{equation*}
$$

Since the distribution $\mathcal{D}$ is bracket generating, it is also non-integrable. The conditions (2.2) are called non-holonomic.

In the following we shall briefly explain the Lagrange-Charpit method of solving a non-linear equation given by

$$
\begin{equation*}
F(x, z, \nabla z)=0, \tag{2.3}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), \nabla z=\left(\partial_{x_{1}} z, \ldots, \partial_{x_{n}} z\right)$ and $F(x, z, p)$ is a differentiable function defined on an open subset of $\mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{n}$.

Consider the following ODE system, called the Lagrange-Charpit system of characteristics

$$
\begin{aligned}
\dot{x}_{i} & =\frac{\partial F}{\partial p_{i}} \\
\dot{p}_{i} & =-\left(\frac{\partial F}{\partial x_{i}}+p_{i} \frac{\partial F}{\partial z}\right) \\
\dot{z} & =p_{i} \frac{\partial F}{\partial p_{i}}, \quad i \in\{1, \ldots, n\} .
\end{aligned}
$$

Then the solutions of the above system

$$
x_{i}=x_{i}(t), \quad p_{i}=p_{i}(t), \quad z=z(t)
$$

verify the equation

$$
F(x, p, z)=0 .
$$

The main difficulty is to eliminate the parameter $t$ and write the solution explicitly as $z=z(x)$.

## 3. Hamilton-Jacobi formalism

3.1. The action function. The following definition introduces one of the most important equations of calculus of variations.

Definition 3.1. Let $S$ be a real valued function defined on $\mathbb{R} \times M$. The Hamilton-Jacobi equation for the subRiemannian manifold $M$ is

$$
\begin{equation*}
\frac{\partial S}{\partial \tau}+H(\nabla S)=0 \tag{3.4}
\end{equation*}
$$

with the initial condition $S_{\mid \tau=0}=S_{0}$. The solution $S$ is called an action function.

Since the Hamilton-Jacobi equation (3.4) is non-linear, it does not always have a unique solution. This will be shown in the following example.

Example 3.2. Consider $M=\mathbb{R}^{3}$ and the Heisenberg vector fields

$$
X_{1}=\partial_{x}+2 y \partial_{t}, \quad X_{2}=\partial_{y}-2 x \partial_{t}
$$

and the associated Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{\partial S}{\partial \tau}+\frac{1}{2} X_{1}(S)^{2}+\frac{1}{2} X_{2}(S)^{2}=0 \tag{3.5}
\end{equation*}
$$

One can verify the following solutions for equation (3.5)

$$
\begin{aligned}
& S_{1}(x, y, t ; \tau)=-\theta\left(x^{2}+y^{2}\right) \tan (2 \theta \tau)+\theta t, \\
& S_{2}(x, y, t ; \tau)=\theta\left(x^{2}+y^{2}\right) \cot (2 \theta \tau)+\theta t, \\
& S_{3}(x, y, t ; \tau)=\frac{K\left(x^{2}+y^{2}\right)}{2(C+K \tau)},
\end{aligned}
$$

where $\theta, K, C$ are constants.

If $C=0$, the third solution becomes the well-known Euclidean action $S_{E}=\frac{x^{2}+y^{2}}{2 \tau}$. The second solution can be found in Beals, et al. [4]. We also note that the first and the second solutions are related by

$$
S_{1}\left(x, y, t ; \tau \pm \frac{\pi}{4 \theta}\right)=S_{2}(x, y, t ; \tau)
$$

The first solution can be obtained as in the following. We look for a solution of the form

$$
S(x, y, t ; \tau)=A(x, y) B(\tau)+C(t)
$$

Since the vector fields $X_{1}, X_{2}$ have rotational symmetry in $(x, y)$-variables, we shall look for a solution with the same property, i.e.,

$$
y \partial_{x} A-x \partial_{y} A=0
$$

Substituting in the equation (3.5) and collecting the similar terms yields

$$
B^{\prime}(\tau)+\frac{1}{2} \frac{\left(\partial_{x} A\right)^{2}+\left(\partial_{y} A\right)^{2}}{A(x, y)} B^{2}(\tau)+\frac{2\left(x^{2}+y^{2}\right)}{A(x, y)} C^{\prime}(t)^{2}=0
$$

Choosing $A(x, y)=2\left(x^{2}+y^{2}\right)$, the coefficients of $B^{2}(\tau)$ and $C^{\prime}(t)^{2}$ become constants, and we get

$$
B^{\prime}(\tau)+4 B^{2}(\tau)+C^{\prime}(t)^{2}=0
$$

There is a separation constant $\theta$ such that

$$
\begin{aligned}
C^{\prime}(t) & =\theta \\
B^{\prime}(\tau)+4 B^{2}(\tau) & =-\theta^{2}
\end{aligned}
$$

Integrating yields

$$
\begin{aligned}
C(t) & =\theta t+C(0) \\
B(\tau) & =-\frac{\theta}{2} \tan (2 \theta \tau)
\end{aligned}
$$

Hence one possible action is

$$
\begin{align*}
S(x, y, t ; \tau) & =A(x, y) B(\tau)+C(t)  \tag{3.6}\\
& =-\theta\left(x^{2}+y^{2}\right) \tan (2 \theta \tau)+\theta t
\end{align*}
$$

where we assumed $C(0)=0$.
In order to obtain the third solution we consider an action function independent of $t$, i.e.,

$$
S=A(x, y) B(\tau)
$$

A similar method yields the desired solution.
3.2. Length-minimizing horizontal curves. We shall assume the horizontal distribution is bracket generating, so the connectivity property always holds by Chow's theorem.

Let $p, q \in M$ be two distinct points. We are interested in characterizing the horizontal curves $\phi:[0, \tau] \rightarrow M$ with endpoints $\phi(0)=p$, $\phi(\tau)=q$ for which the length

$$
\ell(\phi)=\int_{0}^{\tau}|\dot{\phi}(t)|_{g} d t
$$

is minimum. Here $g$ denotes the subRiemannian metric.
As in the case of Riemannian geometry, we observe that it suffices to minimize the energy

$$
I(\phi)=\int_{0}^{\tau} \frac{1}{2}|\dot{\phi}(t)|_{g}^{2} d t
$$

instead of length $\ell(\phi)$.
Let $S$ be arbitrarily fixed. Then the functionals

$$
\phi \rightarrow I(\phi)=\int_{0}^{\tau} \frac{1}{2}|\dot{\phi}(t)|_{g}^{2} d t \text { and } \phi \rightarrow J(\phi)=\int_{0}^{\tau}\left(\frac{1}{2}|\dot{\phi}(t)|_{g}^{2}-d S\right)
$$

are related by the relation

$$
J(\phi)=I(\phi)-S(\tau, \phi(\tau))+S(0, \phi(0)) .
$$

Since the endpoints $\phi(0)=p$ and $\phi(\tau)=q$ are fixed, $I(\phi)$ and $J(\phi)$ reach the minimum value for the same curve $\phi(t)$. The relationship between their minima is

$$
\begin{equation*}
\min J(\phi)=\min I(\phi)-S(\tau, q)+S(0, p) . \tag{3.7}
\end{equation*}
$$

Since this works for any function $S$, we shall choose it such that the integral $J(\phi)$ has a simplified form. First we shall need the following result.

Lemma 3.3. Let $S:[0, \tau] \times M \rightarrow \mathbb{R}$ be a function and $\phi:[0, \tau] \rightarrow M$ be a horizontal curve. Then

$$
\begin{equation*}
d S_{\mid \phi}=\left(\frac{\partial S}{\partial t}_{\mid \phi}+g\left(\nabla_{h} S, \dot{\phi}\right)\right) d t \tag{3.8}
\end{equation*}
$$

Proof. Let $\phi^{j}(s)=x^{j}(\phi(s))$ be the local components of the curve $\phi$ in a local system of coordinates $\left(x^{1}, \ldots, x^{n}\right)$ on $M$. Applying chain rule and the definition of the horizontal gradient yields

$$
\begin{aligned}
\frac{d S}{d t}_{\mid \phi} & \left.=\frac{\partial S}{\partial t} \right\rvert\, \phi \\
& =\frac{\partial S}{\partial x^{i}} \frac{\partial \phi^{i}}{d t}+\dot{\phi}(S)=\frac{\partial S}{\partial t}+\left(\sum_{i=1}^{n} \dot{\phi}^{i} \frac{\partial}{\partial x^{i}}\right) S \\
& +g\left(\nabla_{h} S, \dot{\phi}\right),
\end{aligned}
$$

where we used (2.1). Multiplying by $d t$ yields (3.8).

The main result of this section is given below. It deals with the velocity vector field of a horizontal curve which is length-minimizing. A similar result holds on Riemannian manifolds (see Calin and Chang [7]).

Theorem 3.4. Given two distinct points $p, q \in M$, consider the energy functional

$$
\begin{equation*}
\phi \rightarrow I(\phi)=\int_{0}^{\tau} \frac{1}{2}|\dot{\phi}(t)|_{g}^{2} d t \tag{3.9}
\end{equation*}
$$

where $\phi:[0, \tau] \rightarrow M$ is a horizontal curve with fixed end points $\phi(0)=p$ and $\phi(\tau)=q$. Let $S:[0, \tau] \times M \rightarrow \mathbb{R}$ be a solution of the HamiltonJacobi equation (3.4). Then $\phi$ is a minimizer of (3.9) if and only if

$$
\dot{\phi}(t)=\nabla_{h} S_{\mid \phi(t)}
$$

In this case the minimum value of $I(\phi)$ is $S(0, p)-S(\tau, q)$.
Proof. We shall minimize $J(\phi)$ instead of $I(\phi)$. Using Lemma 3.3 the integral $J(\phi)$ becomes

$$
\begin{aligned}
J(\phi) & =\int_{0}^{\tau}\left(\frac{1}{2}|\dot{\phi}(t)|_{g}^{2} d t-d S_{\mid \phi}\right) \\
& =\int_{0}^{\tau}\left(\frac{1}{2}|\dot{\phi}(t)|_{g}^{2}-\frac{\partial S}{\partial t}_{\mid \phi}-g\left(\nabla_{h} S, \dot{\phi}\right)\right) d t \\
& =\frac{1}{2} \int_{0}^{\tau}\left(|\dot{\phi}(t)|_{g}^{2}-2 g\left(\nabla_{h} S, \dot{\phi}(t)\right)-2 \frac{\partial S}{\partial t}{ }_{\mid \phi}\right) d t \\
& =\frac{1}{2} \int_{0}^{\tau}\left(|\dot{\phi}(t)|_{g}^{2}-2 g\left(\nabla_{h} S, \dot{\phi}(t)\right)+\left|\nabla_{h} S\right|_{g}^{2}-\left|\nabla_{h} S\right|_{g}^{2}-\left.2 \frac{\partial S}{\partial t}\right|_{\phi}\right) d t \\
& =\int_{0}^{\tau}\left(\frac{1}{2}\left|\dot{\phi}-\nabla_{h} S\right|_{g}^{2}-\left(\frac{1}{2}\left|\nabla_{h} S\right|_{g}^{2}+\frac{\partial S}{\partial t}{ }_{\mid \phi}\right)\right) d t .
\end{aligned}
$$

Since $S$ is a solution of the Hamilton-Jacobi equation the above identity becomes

$$
J(\phi)=\int_{0}^{\tau} \frac{1}{2}\left|\dot{\phi}-\nabla_{h} S\right|_{g}^{2} d t
$$

Hence $J(\phi)$ is minimum if and only if $\left|\dot{\phi}-\nabla_{h} S\right|_{g}^{2}=0$, i.e., when $\dot{\phi}(t)=$ $\nabla_{h} S_{\mid \phi(t)}$. Since in this case $\min J(\phi)=0$, relation (3.7) yields

$$
\min I(\phi)=S(\tau, q)-S(0, p)
$$

which ends the proof.
q.e.d.

The above theorem has a very important consequence for subRiemannian geometry. The following corollary provides the length of a length-minimizing curve in terms of the action value at the end points.

Corollary 3.5. Let $S$ be a solution of the Hamilton-Jacobi equation. Then the horizontal curves $\phi(s)$ given by $\dot{\phi}(s)=\nabla_{h} S_{\mid \phi(s)}$ are locally length minimizers. The length of the length-minimizing curve $\phi(s)$ given above, which joins $p=\phi(0)$ and $q=\phi(\tau)$ is

$$
\ell(\phi)=\sqrt{2 \tau(S(\tau, q)-S(0, p))}
$$

Proof. Let $\phi$ be a minimizer of $I(\phi)$. Since in this case the length and the energy integrals are related by the relation $I(\phi)=\frac{1}{2} \ell(\phi)^{2}$, we have

$$
\begin{aligned}
\ell(\phi) & =\int_{0}^{\tau}|\dot{\phi}(s)|_{g} d s=\sqrt{2 \tau \int_{0}^{\tau} \frac{1}{2}|\dot{\phi}(s)|_{g}^{2} d s} \\
& =\sqrt{2 \tau \min I(\phi)}=\sqrt{2 \tau(S(\tau, q)-S(0, p))} .
\end{aligned}
$$

q.e.d.

Remark 3.6. The above result does not exclude the existence of other kind of length minimizers, which cannot be written as a horizontal gradient of the action.

Remark 3.7. Since the Hamilton-Jacobi equation might have more than one solution, the length-minimizing horizontal curve joining two given points $p$ and $q$ might not be unique. Different actions might yield different length-minimizing curves.

Definition 3.8. The length of the horizontal minimizing curve between two points $p$ and $q$ is called the Carnot-Carathéodory distance between $p$ and $q$.

In order to find the Carnot-Carathéodory distance between two given points, one needs to solve the Hamilton-Jacobi equation, and then use the Corollary 3.5 to obtain the length. We shall do this for an explicit example in the following section. In general, for more complicated examples this computation might be almost impossible to perform explicitly.
3.3. An Example: The Heisenberg distribution. Consider the vector fields given by Example 3.2. We shall recover the length of the minimizing horizontal curves by performing an explicit integration of the equation $\dot{\phi}(s)=\nabla_{h} S_{\mid \phi(s)}$, where the action $S$ is

$$
S(x, y, t ; s)=\theta t-\theta\left(x^{2}+y^{2}\right) \tan (2 \theta s),
$$

see Example 3.2. Let $\phi(s)=(x(s), y(s), t(s))$ be a horizontal lengthminimizing curve. We shall write the velocity vector $\dot{\phi}$ in two different ways. Since $\phi(s)$ is a horizontal curve, we have

$$
\begin{align*}
\dot{\phi}(s) & =\dot{x} \partial_{x}+\dot{y} \partial_{y}+\dot{t} \partial_{t}=\dot{x} X_{1}+\dot{y} X_{2}+\underbrace{(\dot{t}+2 \dot{y} x-2 \dot{x} y)}_{=0} \partial_{t}  \tag{3.10}\\
& =\dot{x}(s) X_{1}+\dot{y}(s) X_{2} .
\end{align*}
$$

On the other hand, a computation shows

$$
\begin{align*}
\dot{\phi}(s) & =\nabla_{h} S_{\mid \phi(s)}=\left(X_{1} S\right) X_{1}+\left(X_{2} S\right) X_{2}  \tag{3.11}\\
& =\left(\partial_{x} S+2 y \partial_{t} S\right) X_{1}+\left(\partial_{y} S-2 x \partial_{t} S\right) X_{2} \\
& =2 \theta(y(s)-x(s) \tan (2 \theta s)) X_{1}-2 \theta(x(s)+y(s) \tan (2 \theta s)) X_{2} .
\end{align*}
$$

Since the coefficients of $X_{1}$ and $X_{2}$ in relations (3.11) and (3.10) should be the same, we get the following ODE system

$$
\begin{aligned}
& \dot{x}(s)=2 \theta(y(s)-x(s) \tan (2 \theta s)) \\
& \dot{y}(s)=-2 \theta(x(s)+y(s) \tan (2 \theta s)) .
\end{aligned}
$$

The $t$-component can be obtained from the horizontality condition

$$
\dot{t}(s)=2 x(s) \dot{y}(s)-2 y(s) \dot{x}(s) .
$$

Differentiating the expression of $\dot{x}(s)$ with respect to $s$ yields

$$
\begin{aligned}
\ddot{x} & =2 \theta\left(\dot{y}-\dot{x} \tan (2 \theta s)-2 \theta x\left(1+\tan ^{2}(2 \theta s)\right)\right) \\
& =2 \theta\left(\dot{y}-2 \theta(y-x \tan (2 \theta s)) \tan (2 \theta s)-2 \theta x\left(1+\tan ^{2}(2 \theta s)\right)\right) \\
& =2 \theta(\dot{y}-2 \theta y \tan (2 \theta s)-2 \theta x) \\
& =2 \theta(\dot{y}-2 \theta(x+y \tan (2 \theta s))) \\
& =2 \theta(\dot{y}+\dot{y})=4 \theta \dot{y} .
\end{aligned}
$$

We have obtained $\ddot{x}=4 \theta \dot{y}$. Similarly we can show $\ddot{y}=-4 \theta \dot{x}$. Hence the components of the length-minimizing curve $\phi=(x, y, t)$ satisfy the system

$$
\begin{equation*}
\ddot{x}=4 \theta \dot{y}, \quad \ddot{y}=-4 \theta \dot{x} . \tag{3.12}
\end{equation*}
$$

One may show that the solutions of (3.12) are circles.
As a matter of fact, the system (3.12) is the Euler-Lagrange system associated with the Lagrangian

$$
L(x, y, \dot{x}, \dot{y}, \dot{t})=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\theta(\dot{t}+2 x \dot{y}-2 \dot{x} y),
$$

as the reader can easily verify. The Heisenberg group is one of the examples of subRiemannian manifolds where the Hamilton-Jacobi formalism and the Lagrangian formalism provide the same subRiemannian geodesics. We can add that the Hamiltonian formalism provides the same geodesics, as can be inferred from the second part of the paper.

If one considers the action

$$
S=\theta t+\theta\left(x^{2}+y^{2}\right) \cot (2 \theta s),
$$

then after performing a similar integration in $\dot{\phi}=\nabla_{h} S_{\mid \phi(s)}$ yields

$$
\begin{align*}
\dot{x}(s) & =2 \theta(y(s)+x(s) \cot (2 \theta s))  \tag{3.13}\\
\dot{y}(s) & =2 \theta(-x(s)+y(s) \cot (2 \theta s)) \tag{3.14}
\end{align*}
$$

Differentiating leads to the same system (3.12), which means that this action induces the same length-minimizing curves.

Since $\dot{\phi}=\dot{x} X_{1}+\dot{y} X_{2}$, using (3.13)-(3.14) the energy at $\phi(s)$ is

$$
\begin{aligned}
E & =\frac{\dot{x}^{2}(s)+\dot{y}^{2}(s)}{2}=\frac{1}{2} 4 \theta^{2}\left(x^{2}(s)+y^{2}(s)\right)(1+\cot (2 \theta s)) \\
& =\frac{2 \theta^{2}\left(x^{2}(s)+y^{2}(s)\right)}{\sin ^{2}(2 \theta s)}=\frac{2 \theta^{2} r^{2}(s)}{\sin ^{2}(2 \theta s)}
\end{aligned}
$$

Using (3.12) we have

$$
\frac{d}{d s} E=\frac{d}{d s} \frac{\dot{x}(s)^{2}+\dot{y}(s)^{2}}{2}=\dot{x}(s) \ddot{x}(s)+\dot{y}(s) \ddot{y}(s)=0,
$$

i.e., the energy $E$ is constant. If the parameter $s \in[0, \tau]$, it follows that

$$
E=\frac{2 \theta^{2} r^{2}(\tau)}{\sin ^{2}(2 \theta \tau)}
$$

and hence

$$
\begin{equation*}
\min I(\phi)=\int_{0}^{\tau} E d s=E \tau=\frac{2 \theta^{2} r^{2}(\tau) \tau}{\sin ^{2}(2 \theta \tau)} \tag{3.15}
\end{equation*}
$$

The constant $\theta$ depends on the coordinates of the end points $p$ and $q$. We shall choose $p=(0,0,0)$. Then

$$
\begin{equation*}
\min I(\phi)=S(\tau, q)-S(0, p)=\theta t(\tau)+\theta r(\tau)^{2} \cot (2 \theta \tau) \tag{3.16}
\end{equation*}
$$

Equating (3.16) and (3.15) we obtain the following equation for $\theta$

$$
\begin{equation*}
\frac{t(\tau)}{r(\tau)^{2}}=\frac{2 \theta \tau}{\sin ^{2}(2 \theta \tau)}-\cot (2 \theta \tau) \tag{3.17}
\end{equation*}
$$

The equation (3.17) has finitely many solutions as long as $r(\tau) \neq 0$, and at least a solution if $t>0$, see Beals at al. [4]. If $r(\tau)=r(0)=0$, then the equation (3.17) has infinitely many solutions. The solutions are given by $\theta_{n}=\frac{n \pi}{2 \tau}, n \in \mathbb{Z}$. This corresponds to infinitely many energy-minimizing curves between the origin and the point $q=(0,0, t)$, $t>0$.

The lengths of the minimizing horizontal curves joining the origin and $q=(0,0, t)$ are given by Corollary 3.5

$$
\ell_{n}=\sqrt{2 \tau(S(\tau)-S(0))}=\sqrt{2 \tau \theta_{n} t}=\sqrt{n \pi t}
$$

These lengths were obtained for the first time by Gaveau (see [21]).
3.4. Solving the Hamilton-Jacobi equation. In this section we shall reduce the problem of finding the solutions of the Hamilton-Jacobi equation to the problem of finding the solution of the eiconal equation. The later equation will be approached in Section §4.3.

Consider the Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{\partial S}{\partial \tau}+\frac{1}{2} \sum_{j=1}^{k}\left(X_{j} S\right)^{2}=0 \tag{3.18}
\end{equation*}
$$

Looking for a solution of the type $S(x, \tau)=A(\tau)+f(x)$ yields

$$
A^{\prime}(\tau)+H(\nabla f)(x)=0
$$

There is a separation constant $\theta>0$ such that

$$
\begin{aligned}
A^{\prime}(\tau) & =-\theta \\
H(\nabla f) & =\theta .
\end{aligned}
$$

The action becomes

$$
\begin{equation*}
S(x, \tau)=-\theta \tau+f(x) \tag{3.19}
\end{equation*}
$$

where $f(x)$ is a solution of the eiconal equation

$$
\begin{equation*}
\left|\nabla_{h} f\right|_{g}^{2}=2 \theta \tag{3.20}
\end{equation*}
$$

## 4. Hamiltonian formalism

The Hamiltonian formalism is another powerful variational technique applied in subRiemannian geometry. It was first applied by Beals, Gaveau, and Greiner [3], [21], and Stricharts (see [32]). In this part we shall describe the geodesics using Hamiltonian formalism.
4.1. The Hamiltonian function. Consider $M=\mathbb{R}^{n}$ and let $\mathcal{D}=$ $\operatorname{span}\left\{X_{1}, \ldots, X_{k}\right\}$ be the horizontal distribution. The associated Hamiltonian is the principal symbol of the sub-elliptic operator

$$
\Delta_{X}=\frac{1}{2} \sum_{j=1}^{k} X_{j}^{2},
$$

and it can be written as

$$
\begin{equation*}
H(x, p)=\frac{1}{2} \sum_{j=1}^{k}\left\langle X_{j}(x), p\right\rangle^{2}, \tag{4.21}
\end{equation*}
$$

where $\langle$,$\rangle is the usual inner product on \mathbb{R}^{n}$.
In the following we shall write the Hamiltonian in a more useful way. The Hamiltonian (4.21) can be expanded as a quadratic form in the
components $p_{i}$ as

$$
\begin{equation*}
H(x, p)=\frac{1}{2} \sum_{i, j=1}^{n} h^{i j}(x) p_{i} p_{j}=\frac{1}{2} h(p, p) \tag{4.22}
\end{equation*}
$$

The coefficients $h^{i j}(x)$ are smooth functions of $x$. Then $h^{i j}$ can be regarded as the components of a symmetric 2-contravariant tensor $h$. Since $H(x, p)$ is a sub-elliptic quadratic form, the coefficients $h^{i j}$ do not define a Riemannian metric, as we shall see later. The matrix $h^{i j}(x)$ is everywhere degenerated. We shall prove this after we provide first a few examples.

Example 4.1. Consider the Heisenberg vector fields

$$
X_{1}=\partial_{x_{1}}+2 x_{2} \partial_{t}, \quad X_{2}=\partial_{x_{2}}-2 x_{1} \partial_{t}
$$

The Hamiltonian function is

$$
\begin{aligned}
H(x, p) & =\frac{1}{2}\left\langle X_{1}(x), p\right\rangle^{2}+\frac{1}{2}\left\langle X_{2}(x), p\right\rangle^{2} \\
& =\frac{1}{2}\left(p_{1}+2 x_{2} p_{3}\right)^{2}+\frac{1}{2}\left(p_{2}-2 x_{1} p_{3}\right)^{2} \\
& =\frac{1}{2} \sum h^{i j}(x) p_{i} p_{j}
\end{aligned}
$$

where

$$
h^{i j}(x)=\left(\begin{array}{ccc}
1 & 0 & 2 x_{2} \\
0 & 1 & -2 x_{1} \\
2 x_{2} & -2 x_{1} & 4|x|^{2}
\end{array}\right)
$$

We note that $\operatorname{det} h^{i j}(x)=0$ for any $x$.
Example 4.2. If consider the vector fields

$$
X_{1}=\partial_{x_{1}}+A_{1}(x) \partial_{x_{3}}, \quad X_{2}=\partial_{x_{2}}-A_{2}(x) \partial_{x_{3}}
$$

then a similar computation yields the coefficients

$$
h^{i j}(x)=\left(\begin{array}{ccc}
1 & 0 & A_{1}(x) \\
0 & 1 & -A_{2}(x) \\
A_{1}(x) & -A_{2}(x) & A_{1}(x)^{2}+A_{2}(x)^{2}
\end{array}\right)
$$

which form a degenerate matrix everywhere.
Example 4.3. If $X_{1}=\cos x_{3} \partial_{x_{1}}+\sin x_{3} \partial_{x_{2}}, X_{2}=\partial_{x_{3}}$, we have

$$
h^{i j}(x)=\left(\begin{array}{ccc}
\cos ^{2} x_{3} & \sin x_{3} \cos x_{3} & 0 \\
\sin x_{3} \cos x_{3} & \sin ^{2} x_{3} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

with $\operatorname{det} h^{i j}(x)=0$.

The following result provides a formula for the coefficients $h^{i j}$ in terms of the components of the horizontal vector fields $X_{1}, \ldots, X_{k}$, which span the distribution $\mathcal{D}$. Let

$$
X_{j}=\sum_{i=1}^{n} a_{j}^{i}(x) \partial_{x_{i}}, \quad j=1, \ldots, k
$$

be the representation of $X_{j}$ in local components, with $\operatorname{rank}\left(a_{j}^{i}(x)\right)=k$, $\forall x$.

## Proposition 4.1.

(i) The coefficients of the quadratic form, which define the Hamiltonian $H$ are given by

$$
\begin{equation*}
h^{\alpha \beta}=\sum_{j=1}^{k} a_{j}^{\alpha} a_{j}^{\beta} . \tag{4.23}
\end{equation*}
$$

(ii) The matrix $h^{\alpha \beta}(x)$ is degenerate for any $x$.

Proof.
(i) The Hamiltonian function can be written as

$$
H(x, p)=\frac{1}{2} \sum_{j=1}^{k}\left\langle X_{j}(x), p\right\rangle^{2}=\frac{1}{2} \sum_{j=1}^{k}\left(\sum_{i=1}^{n} a_{j}^{i}(x) p_{i}\right)^{2} .
$$

Since $H(x, p)=\frac{1}{2} \sum_{i, j} h^{i j} p_{i} p_{j}$, the coefficients are

$$
\begin{aligned}
h^{\alpha \beta} & =\frac{\partial^{2} H}{\partial p_{\alpha} \partial p_{\beta}}=\frac{1}{2} \frac{\partial^{2}}{\partial p_{\alpha} \partial p_{\beta}}\left(\sum_{j=1}^{k}\left(\sum_{i=1}^{n} a_{j}^{i} p_{i}\right)^{2}\right) \\
& =\frac{\partial}{\partial p_{\alpha}}\left(\sum_{j=1}^{k}\left(\sum_{i=1}^{n} a_{j}^{i} p_{i}\right) a_{j}^{\beta}\right)=\sum_{j=1}^{k} a_{j}^{\alpha} a_{j}^{\beta} .
\end{aligned}
$$

(ii) Using the multi-linearity property and the definition of the determinant we have

$$
\begin{aligned}
\operatorname{det} h^{\alpha \beta} & =\operatorname{det}\left(\sum_{j=1}^{k} a_{j}^{\alpha} a_{j}^{\beta}\right) \\
& =\sum_{j=1}^{k} \sum_{\sigma \in S_{n}} \epsilon(\sigma) a_{j}^{1} a_{j}^{\sigma(1)} a_{j}^{2} a_{j}^{\sigma(2)} \ldots a_{j}^{n} a_{j}^{\sigma(n)} \\
& =\sum_{j=1}^{k} \sum_{\sigma \in S_{n}} \epsilon(\sigma)\left(a_{j}^{1} a_{j}^{2} \ldots a_{j}^{n}\right)\left(a_{j}^{\sigma(1)} a_{j}^{\sigma(2)} \ldots a_{j}^{\sigma(n)}\right) \\
& =\sum_{j=1}^{k} \sum_{\sigma \in S_{n}} \epsilon(\sigma)\left(a_{j}^{1} a_{j}^{2} \ldots a_{j}^{n}\right)^{2}
\end{aligned}
$$

$$
=(\underbrace{\sum_{\sigma \in S_{n}} \epsilon(\sigma)}_{=0})\left(\sum_{j=1}^{k}\left(a_{j}^{1} \ldots a_{j}^{n}\right)^{2}\right)=0
$$

q.e.d.

The $h^{i j}(x)$ is the analogue of the raised index metric from Riemannian geometry. Since $h^{i j}(x)$ is nowhere invertible, there is no obvious analogue of the lowered index metric.

As a general rule, the formulas of Riemannian geometry that can be extended in terms of raised indices alone are good candidates for valid formulas in subRiemannian geometry.

The above discussion suggests an alternate definition for the subRiemannian metric.

Definition 4.2. Let $\mathcal{D}=\operatorname{span}\left\{X_{1}, \ldots, X_{k}\right\}$ be a differentiable distribution on the manifold $M$. The contravariant subRiemannian metric $h$ is defined as a symmetric, 2 -contravariant tensor, degenerate at every point, such that $\frac{1}{2} \sum_{i, j} h^{i j}(x) p_{i} p_{j}$ is the principal symbol of the operator $\Delta_{X}=\frac{1}{2} \sum_{j} X_{j}^{2}$.
4.2. Regular geodesics and their properties. Hamiltonian formalism can be used to define subRiemannian geodesics. A similar definition makes sense in the Riemannian case.

Definition 4.3. A normal geodesic between the points $A$ and $B$ is a solution $x(s)$ of the Hamiltonian system

$$
\begin{aligned}
\dot{x}^{i}(s) & =\frac{\partial H}{\partial p_{i}} \\
\dot{p}_{i}(s) & =-\frac{\partial H}{\partial x^{i}}, \quad i=1, \ldots, n
\end{aligned}
$$

with the boundary conditions $x(0)=A$ and $x(\tau)=B$.
Proposition 4.4. Along the normal geodesics the Hamiltonian is preserved.

Proof. The proof is a consequence of Hamiltonian equations. Let $(x(s), p(s))$ be a solution of the Hamiltonian system. Since the Hamiltonian $H$ does not depend explicitly on $s$ we have

$$
\begin{aligned}
\frac{d}{d s} H(x(s), p(s)) & =\frac{\partial H}{\partial x^{i}} \dot{x}^{i}+\frac{\partial H}{\partial p_{j}} \dot{p}_{j} \\
& =\frac{\partial H}{\partial x^{i}} \frac{\partial H}{\partial p_{j}}-\frac{\partial H}{\partial p_{j}} \frac{\partial H}{\partial x_{j}} \\
& =0
\end{aligned}
$$

and hence $H(x(s), p(s))$ is constant along the solutions.

The equation of normal geodesics can be described by a second order ODE. In order to do this, it is useful to introduce the raised Christoffel symbols (see Günter [23] and Strichartz [32])

$$
\begin{equation*}
\Gamma^{i a b}(x)=\frac{1}{2}\left(\frac{\partial h^{i a}(x)}{\partial x^{r}} h^{r b}(x)+\frac{\partial h^{i b}(x)}{\partial x^{r}} h^{r a}(x)-\frac{\partial h^{a b}(x)}{\partial x^{r}} h^{r i}(x)\right) \tag{4.24}
\end{equation*}
$$

Proposition 4.5. The equation of normal geodesics are given by

$$
\begin{equation*}
\ddot{x}^{i}(s)=\Gamma^{i}(x)(p(s), p(s)), \quad i=1, \ldots, n \tag{4.25}
\end{equation*}
$$

where $(x(s), p(s))$ is a solution of the Hamiltonian system.
Proof. The first Hamiltonian equation can be written as $\dot{x}^{i}(s)=$ $h^{i j}(x(s)) p_{j}$. Differentiating with respect to $s$, and using the second Hamiltonian equation, we obtain

$$
\begin{aligned}
\ddot{x}^{i}(s)= & \frac{d}{d s}\left(h^{i j}(x(s)) p_{j}(s)\right) \\
= & \frac{\partial h^{i j}(x)}{\partial x^{r}} \dot{x}^{r}(s) p_{j}(s)+h^{i j}(x) \dot{p}_{j}(s) \\
= & \frac{\partial h^{i j}(x)}{\partial x^{r}} h^{r l}(x) p_{l} p_{j}-\frac{1}{2} h^{i j}(x) \frac{\partial h^{a b}}{\partial x^{j}} p_{a} p_{b} \\
= & \frac{\partial h^{i b}(x)}{\partial x^{r}} h^{r a}(x) p_{a} p_{b}-\frac{1}{2} h^{i j}(x) \frac{\partial h^{a b}(x)}{\partial x^{j}} p_{a} p_{b} \\
= & \frac{1}{2} \frac{\partial h^{i b}(x)}{\partial x^{r}} h^{r a}(x) p_{a} p_{b}+\frac{1}{2} \frac{\partial h^{i b}(x)}{\partial x^{r}} h^{r a}(x) p_{a} p_{b} \\
& -\frac{1}{2} h^{i j}(x) \frac{\partial h^{a b}(x)}{\partial x^{j}} p_{a} p_{b} \\
= & \frac{1}{2}\left(\frac{\partial h^{i a}}{\partial x^{r}} h^{r b}+\frac{\partial h^{i b}}{\partial x^{r}} h^{r a}-\frac{\partial h^{a b}}{\partial x^{j}} h^{i j}\right) p_{a} p_{b} \\
= & \Gamma^{i a b} p_{a} p_{b}=\Gamma^{i}(p, p) .
\end{aligned}
$$

q.e.d.

The main difficulty in the study of the subRiemannian geodesics is that we cannot usually solve for $p(s)$ in terms of $x(s)$, like in the case of Riemannian geometry. This happens because $\operatorname{det} h^{i j}(x)=0$, so that the equation $\dot{x}^{i}(s)=h^{i j}(x) p_{j}(s)$ cannot be inverted in a usual way to obtain $p_{j}(s)$. However, in some cases this can be done explicitly and we shall present one example below.

Example 4.4. This example deals with the geodesics on the Heisenberg group. Substituting the formulas of $h^{i j}$ given by Example 4.1 into
the formula for the raised Christoffel symbols (4.24) yields

$$
\begin{array}{lll}
\Gamma^{111}=0 & \Gamma^{211}=0 & \Gamma^{311}=0 \\
\Gamma^{112}=0 & \Gamma^{212}=0 & \Gamma^{312}=0 \\
\Gamma^{113}=0 & \Gamma^{213}=-2 & \Gamma^{313}=4 x^{1} \\
\Gamma^{123}=2 & \Gamma^{223}=0 & \Gamma^{323}=4 x^{2} \\
\Gamma^{133}=-8 x^{1} & \Gamma^{222}=0 & \Gamma^{333}=0 \\
\Gamma^{122}=0 & \Gamma^{233}=-8 x^{2} & \Gamma^{322}=0
\end{array}
$$

The other coefficients can be obtained using the symmetry in the last two indices $\Gamma^{i j k}=\Gamma^{i k j}$. The equations of the normal geodesics (4.25) become

$$
\begin{align*}
& \ddot{x}^{1}(s)=4 p_{3}\left(p_{2}-2 x^{1} p_{3}\right)  \tag{4.26}\\
& \ddot{x}^{2}(s)=-4 p_{3}\left(p_{1}+2 x^{2} p_{3}\right)  \tag{4.27}\\
& \ddot{x}^{3}(s)=8 p_{3}\left(x^{1} p_{1}+x^{2} p_{2}\right) .
\end{align*}
$$

Since $\dot{p}_{3}=-\frac{\partial H}{\partial x^{3}}=0$ it follows that $p_{3}$ is a first integral of motion. The Hamiltonian equations $\dot{x}^{i}=h^{i j} p_{j}$ become

$$
\begin{aligned}
\dot{x}^{1}(s) & =\frac{\partial H}{\partial p_{1}}=p_{1}+2 x^{2} p_{3} \\
\dot{x}^{2}(s) & =\frac{\partial H}{\partial p_{2}}=p_{2}-2 x^{1} p_{3}
\end{aligned}
$$

Substituting in (4.26-4.27) yields

$$
\begin{aligned}
& \ddot{x}^{1}(s)=4 p_{3} \dot{x}^{2}(s) \\
& \ddot{x}^{2}(s)=-4 p_{3} \dot{x}^{1}(s)
\end{aligned}
$$

which is the system (3.12) with $\theta=p_{3}, x=x^{1}$ and $y=x^{2}$.
We can solve for the momenta $p_{1}, p_{2}$ in terms of $x^{1}$ and $x^{2}$, keeping $p_{3}$ constant

$$
\begin{aligned}
& p_{1}=\dot{x}^{1}-2 x^{2} p_{3} \\
& p_{2}=\dot{x}^{2}+2 x^{1} p_{3} \\
& p_{3}=\text { constant } .
\end{aligned}
$$

The momentum $p_{3}$ is constant along the solution and depends on the boundary conditions. Given the boundary conditions $x^{i}(0)=x_{0}^{i}$ and $x^{i}(\tau)=x_{f}^{i}$, the constant $p_{3}$ might not be unique (see Gaveau [4] and Section §3.3).

Using this, we can find an expression for the component $x^{3}$

$$
\begin{aligned}
\ddot{x}^{3}(s) & =8 p_{3}\left(x^{1} p_{1}+x^{2} p_{2}\right)=8 p_{3}\left(x^{1} \dot{x}_{1}+x^{2} \dot{x}^{2}\right) \\
& =4 p_{3} \frac{d}{d s}\left(x^{1} \dot{x}^{1}+x^{2} \dot{x}^{2}\right)
\end{aligned}
$$

so $\dot{x}^{3}(s)=4 p_{3}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+C$.
The following result is very important since it shows that the solutions of the Hamiltonian system provide curves tangent to the horizontal distribution.

Theorem 4.6. Any normal geodesic is a horizontal curve.
Proof. Let $\theta_{1}, \ldots, \theta_{r}$ be the one-forms which vanish on the horizontal distribution $\mathcal{D}=\operatorname{span}\left\{X_{1}, \ldots, X_{k}\right\}$. Let $\theta_{\alpha}=\theta_{\alpha}^{j} d x_{j}$ and $X_{j}=a_{j}^{i} \partial_{x_{i}}$, where we make the summation convention over the repeated indices. We have

$$
\begin{equation*}
\theta_{\alpha}\left(X_{j}\right)=\theta_{\alpha}^{i} a_{j}^{i}=0, \quad \forall \alpha=1, \ldots r, \quad j=1, \ldots, k \tag{4.28}
\end{equation*}
$$

If $x(s)$ is a normal geodesic, then

$$
\begin{equation*}
\dot{x}^{i}(s)=h^{i j} p_{j} . \tag{4.29}
\end{equation*}
$$

Substituting the expression for $h^{i j}$ given by (4.23) in (4.29) yields

$$
\begin{equation*}
\dot{x}^{i}(s)=a_{l}^{i} a_{l}^{j} p_{j} . \tag{4.30}
\end{equation*}
$$

Using (4.28) and (4.30) yields

$$
\begin{aligned}
\theta_{\alpha}(\dot{x}(s)) & =\left(\theta_{\alpha}^{\beta} d x_{\beta}\right)\left(\dot{x}^{i}(s) \partial_{x_{i}}\right)=\theta_{\alpha}^{i} \dot{x}^{i}(s) \\
& =\theta_{\alpha}^{i} a_{l}^{i} a_{l}^{j} p_{j}=(\underbrace{\theta_{\alpha}^{i} a_{l}^{i}}_{=0}) a_{l}^{j} p_{j}=0
\end{aligned}
$$

which shows that the velocity $\dot{x}$ satisfies the non-holonomic constraints induced by the one-forms $\theta_{\alpha}$. Hence $x(s)$ is a horizontal curve. q.e.d.
4.3. The eiconal equation. Let $c>0$ be a constant. We are interested in finding the solutions of the subRiemannian eiconal equation

$$
\begin{equation*}
H(\nabla f)=c \tag{4.31}
\end{equation*}
$$

This equation can be written as

$$
\frac{1}{2} \sum_{j=1}^{k}\left\langle X_{j}(x), \nabla f\right\rangle^{2}=c .
$$

In order to solve the above eiconal equation, we use the LagrangeCharpit method by choosing

$$
\begin{aligned}
F(x, f, p) & =\frac{1}{2} \sum_{j=1}^{k}\left\langle X_{j}(x), p\right\rangle^{2}-c \\
& =H(x, p)-c
\end{aligned}
$$

and writing the system of characteristics

$$
\begin{align*}
\dot{x}_{i} & =\frac{\partial F}{\partial p_{i}}=\frac{\partial H}{\partial p_{i}}  \tag{4.32}\\
\dot{p}_{i} & =-\frac{\partial F}{\partial x_{i}}=-\frac{\partial H}{\partial x_{i}} \\
\dot{f} & =\sum_{i=1}^{k} p_{i} \frac{\partial F}{\partial p_{i}}=\sum_{i=1}^{k} p_{i} \frac{\partial H}{\partial p_{i}} .
\end{align*}
$$

Since the first $2 n$ equations form the Hamiltonian system associated with $H(x, p)$, it follows that $x_{i}$ are the components of a normal geodesic. Since the Hamiltonian $H(x, p)$ is homogeneous of degree 2 in the variable $p$, then Euler's formula for homogeneous functions yields

$$
\sum_{i=1}^{k} p_{i} \frac{\partial H}{\partial p_{i}}=2 H=E \text { (the constant of energy). }
$$

The third Lagrange-Charpit equation becomes $\dot{f}(t)=E$. Hence the solution of (4.31) is

$$
f(t)=E t+f(0),
$$

where the constant of energy $E$ depends on the initial and final values of $x(s)$.
4.4. Normal geodesics as length minimizing curves. In this section we shall show the relationship between the normal geodesics and the length minimizers provided by Corollary 3.5.

Proposition 4.7. Let $c(s)=\left(x_{1}(s), \ldots, x_{n}(s)\right)$ be a normal geodesic. Then $\dot{c}(s)=\nabla_{h} S_{\mid c(s)}$, with the action $S$ given by (3.19).

Proof. Let $x(s)$ be a normal geodesic and $(x, p)$ be a solution of the Hamiltonian system. Using $X_{\alpha} S=X_{\alpha} f$ we get $\nabla_{h} S=\nabla_{h} f$, so it suffices to show $\dot{c}=\nabla_{h} f$. Since $f$ satisfies the eiconal equation then $f$ will satisfy the Lagrange Charpit equation (4.32), which can be written as

$$
d f=\sum p_{i} d x_{i} .
$$

Hence

$$
\begin{equation*}
p_{i}=\frac{\partial f}{\partial x_{i}} \tag{4.33}
\end{equation*}
$$

along the solutions of the Hamiltonian system. Using (4.33) yields

$$
\begin{equation*}
X_{\alpha} f=\sum a_{\alpha}^{i} \frac{\partial f}{\partial x_{i}}=\sum a_{\alpha}^{i} p_{i} \tag{4.34}
\end{equation*}
$$

and hence

$$
\begin{align*}
\dot{x}_{j} & =\frac{\partial H}{\partial p_{j}}=\sum h^{i j}(x) p_{i}=\sum a_{\alpha}^{j} a_{\alpha}^{i} p_{i}  \tag{4.35}\\
& =\sum a_{\alpha}^{j} X_{\alpha} f .
\end{align*}
$$

The velocity vector field becomes

$$
\begin{aligned}
\dot{c} & =\sum_{j} \dot{x}_{j} \partial_{x_{j}}=\sum_{j, \alpha} a_{\alpha}^{j} X_{\alpha} f \partial_{x_{j}}=\sum_{\alpha}\left(X_{\alpha} f \sum_{j} a_{\alpha}^{j} \partial_{x_{j}}\right) \\
& =\sum_{\alpha}\left(X_{\alpha} f\right) X_{\alpha}=\nabla_{h} f=\nabla_{h} S,
\end{aligned}
$$

which ends the proof. q.e.d.

Theorem 4.8. The normal geodesics are locally length-minimizing horizontal curves.

Proof. Let $c(s)$ be a normal geodesic. By Theorem $4.6 c(s)$ is a horizontal curve. Since we can write locally $\dot{c}(s)=\nabla_{h} S_{\mid c(s)}$, where $S$ is a solution of Hamilton-Jacobi equation, then Corollary 3.5 yields that $c(s)$ locally minimizes length.
q.e.d.

The reverse statement of the above theorem is not true. The first example of horizontal curves which locally minimizes length but does not satisfy the Hamiltonian system was constructed by Montgomery [30] in 1994 and by Liu and Sussman [29] in 1995. In [29] the following vector fields are considered

$$
X=\partial_{x}, \quad Y=(1-x) \partial_{y}+x^{2} \partial_{t}
$$

The curve $\gamma:[a, b] \rightarrow \mathbb{R}^{3}, \gamma(s)=(0, s, 0)$ is not a subRiemannian geodesic (does not satisfy the Hamiltonian system) but it minimizes length for $b-a<\frac{2}{3}$.
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