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Exotic Blowup Solutions for
the u5 Focusing Wave Equation in R

3

Roland Donninger, Min Huang,
Joachim Krieger, & Wilhelm Schlag

Abstract. For the critical focusing wave equation �u = u5 on R
3+1

in the radial case, we construct a family of blowup solutions that are
obtained from the stationary solutions W(r) by means of a dynamical
rescaling λ(t)1/2W(λ(t)r)+correctionwith λ(t) → ∞ as t → 0.
The novelty here lies with the scaling law λ(t) that eternally oscillates
between various pure-power laws.

1. Introduction

The energy critical focusing wave equation in R
3

�u = u5, �= ∂2
t − � (1.1)

has been the subject of intense investigations in recent years. This equation is
known to be locally well posed in the space H := Ḣ 1 × L2(R3), meaning that if
(u(0), ut (0)) ∈ H, then there exists a solution locally in time and continuous in
time taking values in H. Solutions need to be interpreted in the Duhamel sense:

u(t) = cos(t |∇|)f + sin(t |∇|)
|∇| g +

∫ t

0

sin((t − s)|∇|)
|∇| u5(s) ds. (1.2)

These solutions have finite energy:

E(u,ut ) =
∫
R3

[
1

2
(u2

t + |∇u|2) − u6

6

]
dx = const.

The remarkable series of papers [2; 3; 4; 5] establishes a complete classification
of all possible type-II blow up dynamics in the radial case. It remains, however,
to investigate the existence of all allowed scenarios in this classification. Steps
in this direction were undertaken in [1; 8; 11], where a constructive approach to
actually exhibit and thereby prove the existence of such type-II dynamics was
undertaken. Recall that a type-II blow up solution u(t, x) with blowup time T∗ is
one for which

lim sup
t→T∗

‖u(t, ·)‖Ḣ 1 + ‖ut (t, ·)‖L2 < ∞
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but of which no extension in the usual sense of well-posedness theory in Ḣ 1 ×
L2 exists beyond time T∗. In [5], it is demonstrated that such solutions can be
described as a sum of dynamically rescaled ground states ±W ,

W(x) =
(

1 + |x|2
3

)−1/2

,

plus a radiation term. In particular, for solutions where only one such bulk term is
present, we can write the solution (up to a sign) as

u(t, x) = Wλ(t)(x) + ε(t, x) + oḢ 1(1),

Wλ(x) = λ1/2W(λx), ε(t, ·) ∈ Ḣ 1, (1.3)

where the error is in the sense as t → T∗. Moreover, we have the dynamic condi-
tion

lim
t→T∗

(T∗ − t)λ(t) = ∞. (1.4)

In [11], it was shown that such solutions with λ(t) = t−1−ν do exist, where ν > 1
2

is arbitrary. In [9], the latter condition was relaxed to ν > 0.
It is natural to ask which rescaling functions are admissible for (1.3) – both in

general, and in particular within the confines of the method developed in [9; 11]. It
seems very difficult (perhaps hopeless) to answer this question in full generality.
Nevertheless, important progress has been made in recent years such as in the
deep works of Raphaël and Rodnianski [13] and Hillairet and Raphaël [7], who
studied stable blowup laws (relative to a suitable topology) for energy critical
equations. The blowup speeds they exhibit are not of pure power type.

The purpose of this paper is to exhibit an uncountable family of rates that are
not of the pure-power type as above. Our main result, which is in the spirit of [10;
11], is as follows.

Theorem 1.1. Let ν > 3 and |ε0| 	 1 be arbitrary and define

λ(t) := t−1−ν exp(−ε0 sin(log t)), 0 < t <
1

2
. (1.5)

Then there exists a radial energy solution u of (1.1) that blows up precisely at
r = t = 0 and has the following property: in the cone |x| = r ≤ t and for small
times t , the solution has the form

u(t, r) = λ1/2(t)W(λ(t)r) + η(t, x), (1.6)

where ∫
[|x|<t]

[|∇η(t, x)|2 + |ηt (t, x)|2 + |η(t, x)|6]dx → 0 as t → 0,

and outside the cone, u(t, r) satisfies∫
[|x|≥t]

[|∇u(t, x)|2 + |ut (t, x)|2 + |u(t, x)|6]dx < δ
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for all sufficiently small t > 0, where δ > 0 is arbitrary but fixed. In particular,
the energy of these blowup solutions can be chosen arbitrarily close to E(W,0),
that is, the energy of the stationary solution.

We remark that

λ(t) = t−1−ν(t), ν(t) = ν + ε0
sin(log t)

log t
→ ν as t → 0+.

This shows that ν(t) eternally oscillates around the constant ν but does approach
that constant. Currently we do not know if it is possible to have such solutions for
which ν(t) is not asymptotically constant. The specific choice of λ(t) is a result of
the construction of approximate solutions in Section 2. The method from [11], on
which we ultimately rely, is not easily adapted to other settings such as this one.
One of the key features of this method is the reduction to ODEs for the various
profiles, which is a result of the pure power law λ(t) = t−1−ν . Deviating from this
choice leads instead to PDEs, which are much harder to analyze. The law (1.5)
does allow for an analysis of the resulting PDE. It is completely unclear at this
point for which choices of rescaling one might succeed in general. In contrast,
the analysis in Section 3, which turn the approximate solutions into exact ones, is
more robust and has little to do with (1.5).

We also note that the solutions constructed in Theorem 1.1 are not smooth
but lie in the space H 5/4 × H 1/4. This can be improved, though, but with our
construction it does not seem feasible to go all the way to C∞.

It is interesting to contrast our result to recent developments for other criti-
cal equations. For instance, in the case of the critical harmonic maps heat flow,
Gustafson, Nakanishi, and Tsai proved that (infinite-time) blowup can occur with
essentially any law [6]. Furthermore, for the critical Korteweg–de Vries equation,
Martel, Merle, and Raphaël [12] exhibited a wide range of possible blowup laws.
Our result indicates that there is a large variety of possible blowup laws also for
the critical wave equation.

The starting point of our investigation was to adapt the method from [11] to
the setting where λ(t) is not restricted to the class of pure-power laws. This turns
out to run into serious difficulties essentially from the beginning, with the “renor-
malization construction” of the approximate solution being the first serious ob-
stacle. Recall from [11] that this construction relies on an iterative procedure and
involves delicate book-keeping of various asymptotic expansions of the approx-
imate solutions, the corrections, as well as the errors. For the more general rates
λ(t), this cannot be done in the same fashion, and we succeeded in a much mod-
ified fashion for the laws (1.5); however, only two steps of the iteration seem
feasible. This then forces one to confront a very major difficulty, which was not
present in [11], namely the lack of a suitable smallness parameter that allowed
for the ultimate contraction argument yielding an exact solution rather than an
approximate one to go through. In absence of this small parameter, we are forced
to follow a different route. The idea is very simple, but its actual implementation
turns out to be quite subtle. Schematically, we have to deal with a fixed point
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problem on a Banach space of the form

x = F(x) + Ax + x0,

where the norm of the linear operator A is not small. However, it turns out that
An has small operator norm, provided that n is sufficiently large. This implies the
existence of (1 − A)−1 (via the Neumann series), and thus, we may rewrite the
problem at hand as

x = (1 − A)−1F(x) + (1 − A)−1x0,

which we then solve by the Banach fixed point theorem. Thus, a large part of the
present paper is devoted to the development of a technique that allows us to show
smallness of ‖An‖. In order to succeed, we have to exploit the fine-structure of
the operator A, in particular, smoothing properties and oscillations.

2. The Approximate Solution for a Modified Power-Law Rescaling

2.1. Generalities

The radial quintic wave equation in R3 is

Lquinticu := utt − urr − 2

r
ur − u5 = 0. (2.1)

A special stationary solution is W(r) = (1 + r2/3)−1/2. By scaling, λ1/2W(λr) is
also a solution for any λ > 0. We are interested in letting λ depend on time. More
precisely, we would like to find solutions Lquinticu = 0 of the form

u(t, r) = λ(t)1/2W(λ(t)r) + ε(t, r), λ(t) → ∞ as t → 0+, (2.2)

and ε small in a suitable sense. It suffices to show that ε remains small in energy
since this ensures that the solution blows up at time t = 0 by the mechanism of
“energy concentration” at the tip of the light-cone (t, r) = (0,0) (think of solving
backward in time). In the paper [11], such solutions were found with λ(t) = t−1−ν

and constant ν > 1
2 . The goal here is to allow for more general functions; more

specifically, we will set

λ(t) = t−1−ν exp(−ε0 sin(log t)), ν > 3, |ε0| 	 1. (2.3)

This is of the form λ(t) = t−1−ν(t) with

ν(t) = ν + ε0
sin(log t)

log t
→ ν as t → 0+.

For future reference, we introduce μ(t) := tλ(t) and

κ(t) := − tμ̇(t)

μ(t)
,

so that for (2.3), we obtain

κ(t) = ν + ε0 cos(log t).

Our goal is to prove the following result. In what follows, R = rλ(t).
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Proposition 2.1. Let λ(t) be as in (2.3) and t0 	 1.

(i) There exists some u2(t, r) ∈ C2({0 < t < t0,0 ≤ r ≤ t}) such that

u2(t, r) = √
λ(t)(W(R) + μ−2(t)O(R)), 0 < t < t0,0 < r < t, (2.4)

and e2 := Lquinticu2 satisfies

t2λ−1/2(t)e2(t, r)

= μ−2(t)O

(
log(R + 2)

R + 1

)
, 0 < t < t0,0 < r < t. (2.5)

(ii) For 0 < t < t0, 0 < r < t/2, and all k, j ≥ 0, we have

∂k
t ∂

j
r u2(t, r) = ∂k

t ∂
j
r

√
λ(t)W(R) + t−kr−j

√
λ(t)μ−2(t)O(R) (2.6)

and

∂k
t ∂

j
r (t2λ−1/2(t)e2(t, r)) = t−kr−jμ−2(t)O

(
log(R + 2)

R + 1

)
. (2.7)

The same bound applies without the restriction r < t
2 , provided that

k + j ≤ 2.
(iii) The function u2(t, r) admits a C2-extension (on fixed time slices) beyond the

light cone r ≤ t with the property that given δ > 0,∫
r≥t

[|∂ru2|2 + ∂tu
2
2 + u6

2](t, r)r2 dr < δ,

provided that t < t0 is sufficiently small.

The proof will be given in Section 2.7.

2.2. The Bulk Term

Define

u0(t, r) = λ(t)1/2W(rλ(t)) = λ(t)1/2W(R). (2.8)

Whereas u0 is very far from being an approximate solution, the construction in
[11] for λ(t) = t−α where α > 1 is constant shows that one can add successive
corrections via an iterative procedure

u = u0 + v1 + v2 + v3 + · · · + vk,

so that this function approximately solves (2.1) in the light cone {r ≤ t 	 1}. To
be specific, we achieved that Lquinticu(t) goes to zero like tN in the energy norm
as t → 0, where N can be made arbitrarily large by taking k large.

For (2.3), we will content ourselves with two steps of the construction only,
that is, u = u0 + v1 + v2. Let us first compute the error resulting from u0.
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Define D := 1
2 + r∂r = 1

2 + R∂R . Then

e0 := Lquinticu0 = λ1/2(t)

[(
λ′

λ

)2

(t)(D2W)(R) +
(

λ′

λ

)′
(t)(DW)(R)

]
,

(2.9)

t2e0 =: λ1/2(t)

[
ω1(t)

1 − R2/3

(1 + R2/3)3/2
+ ω2(t)

9 − 30R2 + R4

(1 + R2/3)5/2

]
.

We note that (2.3) satisfies

tλ′(t)
λ(t)

,
t2λ′′(t)
λ(t)

= O(1), t → 0+, (2.10)

and analogously for higher derivatives. Moreover, the functions on the left remain
bounded under (t∂t )

� for any �; the same properties hold for ω1(t), ω2(t).
Then t2e0 = λ(t)1/2O(R2〈R〉−3) uniformly in 0 < t 	 1 (with derivatives).

Clearly, this error blows up as t → 0 like t−2.

2.3. The First Correction

Then t2e0 = λ(t)1/2O(R2〈R〉−3) as R → ∞. This error blows up as t → 0 like
t−2. The goal is now to reduce it – in fact turn it into an error that vanishes as
t → 0 – by adding corrections to u0, the first one being v1. We will do this by
setting λ2(t)L0v1 = e0 where

L0 := ∂2
R + 2

R
∂R + 5W 4(R). (2.11)

Note that this is the linearized operator obtained by plugging u0 + v1 into (2.1)
and discarding ∂t altogether. Whereas this may seem strange, the idea is to look
first at the regime 0 < r 	 t where ∂t should matter less than ∂r . We shall see
shortly that v1 has the good property that it decays like (tλ(t))−2, but it produces
errors for the nonlinear PDE that grow in r too strongly. To remove this growth,
we carry out a correction at the second stage by solving a suitable differential
operator. At this stage, the self-similar variable a = r

t
becomes important.

Now we discuss v1 in more detail. A fundamental system of L0 is

ϕ1(R) := 1 − R2/3

(1 + R2/3)3/2
, ϕ2(R) := 1 − 2R2 + R4/9

R(1 + R2/3)3/2
. (2.12)

The operator

L̃0 = RL0R
−1 = ∂2

R + 5W 4(R) (2.13)

has a fundamental system

ϕ̃1(R) := R(1 − R2/3)

(1 + R2/3)3/2
= ψ̃1(R

−2),

ϕ̃2(R) := 1 − 2R2 + R4/9

(1 + R2/3)3/2
= Rψ̃2(R

−2).

(2.14)
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The right-hand sides here are for large R, and the ψ̃j are analytic around 0. The
Wronskian is

ϕ̃′
1(R)ϕ̃2(R) − ϕ̃1(R)ϕ̃′

2(R) = 1.

We let μ(t) = tλ(t) as above and

μ2(t)L0v1 = t2e0, v1(0) = v′
1(0) = 0. (2.15)

We claim that

v1(t, r) = μ−2(t)L−1
0 t2e0 = λ1/2(t)μ−2(t)O(R) as R → ∞.

To be more specific, write

t2e0 = λ1/2(t)(ω1(t)g1(R) + ω2(t)g2(R)); (2.16)

see (2.9). Note that the gj are of the form

gj (R) = R−1φj (R
−2), R � 1, (2.17)

where φj is analytic around 0. Then L0fj = gj with fj (0) = f ′
j (0) = 0 satisfies

fj (R) = R−1
(

ϕ̃1(R)

∫ R

0
ϕ̃2(R

′)R′gj (R
′) dR′

− ϕ̃2(R)

∫ R

0
ϕ̃1(R

′)R′gj (R
′) dR′

)
(2.18)

for j = 1,2. Then we check that

fj (R) = b1jR + b2j + b3j

logR

R
+ O

(
1

R

)
as R → ∞,

fj (R) = c1jR
2 + O(R4) as R → 0.

(2.19)

In fact, around R = 0, the fj (R) are even analytic functions, whereas around
R = ∞, one has the representation

fj (R) = R(b1j + b2jR
−1 + R−2 logRϕ1j (R

−2) + R−2ϕ2j (R
−1))

=: R(Fj (ρ) + ρ2Gj(ρ
2) logρ), (2.20)

where ϕ1j , ϕ2j and Fj , Gj are analytic around zero, with ρ := R−1. This follows
from (2.14), (2.17), and (2.18). For future reference, we remark that the structure
in (2.20) is preserved under application of D. In particular, and abusing notation
somewhat, we have

v1(t, r) = λ1/2(t)μ−2(t)(ω1(t)f1(R) + ω2(t)f2(R))

=: λ1/2(t)μ−2(t)ω(t)f (R). (2.21)

Define
u1 := u0 + v1 = λ1/2(t)(W(R) + μ−2(t)ω(t)f (R)).

In view of (2.19) and R ≤ μ (recall that we are inside of the light cone r ≤ t),

u1(t, r) = λ1/2(t)O(R−1), R ≥ 1,

u1(t, r) = λ1/2(t)O(1), 0 ≤ R < 1,
(2.22)
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uniformly in 0 < t < 1; moreover, we may apply t∂t or r∂r = R∂R any number
of times without affecting this asymptotic property. Finally, λ(t)−1/2u1(t, r) is an
even analytic function around R = 0.

2.4. The Error from u1

Set e1 := Lquintic(u1). Then

e1 = ∂2
t v1 − 10u3

0v
2
1 − 10u2

0v
3
1 − 5u0v

4
1 − v5

1 . (2.23)

We have

t2λ−1/2(t)e1 = λ−1/2(t)((t∂t )
2 − t∂t )(λ

1/2(t)w1(t, rλ(t)))

− μ2(t)(10W 3(R)w2
1(t,R) + 10W 2(R)w3

1(t,R)

+ 5W(R)w4
1(t,R) + w5

1(t,R)). (2.24)

We write symbolically w1(t,R) = μ−2(t)ω(t)f (R). Then the nonlinearity in
(2.24) is

μ2(t)(10W 3(R)w2
1(t,R) + 10W 2(R)w3

1(t,R) + 5W(R)w4
1(t,R) + w5

1(t,R))

= μ−2(t)(10W 3(R)ω2(t)f 2(R) + 10W 2(R)μ−2(t)ω3(t)f 3(R)

+ 5W(R)μ−4(t)ω4(t)f 4(R) + μ−6(t)ω5(t)f 5(R)), (2.25)

whereas

λ−1/2(t)((t∂t )
2 − t∂t )(λ

1/2(t)w1(t, rλ(t)))

=
((

t∂t + tλ′(t)
λ(t)

D
)2

−
(

t∂t + tλ′(t)
λ(t)

D
))

w1(t,R). (2.26)

Now

μ2(t)

(
t∂t + tλ′(t)

λ(t)
D

)
μ−2(t)ω(t)f (R)

=
(

−2tμ̇(t)

μ(t)
ω(t) + tω̇(t) + tλ′(t)

λ(t)
ω(t)D

)
f (R). (2.27)

Note that this is schematically of the form ω(t)f (R) with f as in (2.19) and ω(t)

bounded together with all powers of t∂t as t → 0+. Henceforth, we refer to such
functions ω(t) as admissible. Thus, we can write

t2λ−1/2(t)e1(t, r)

= μ−2(t)(ω(t)f (R)

− (10W 3(R)ω2(t)f 2(R) + 10W 2(R)μ−2(t)ω3(t)f 3(R)

+ 5W(R)μ−4(t)ω4(t)f 4(R) + μ−6(t)ω5(t)f 5(R))). (2.28)

We let a = r
t

= R
μ

= Rb, b := μ−1 and isolate those terms in (2.28) that do not
decay for large R. Since we are working inside of the light cone, we have 0 ≤ a ≤
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1. Now, abusing notation somewhat,

μ−2(t)f (R) = b2R(F(ρ) + ρ2G(ρ2) logρ)

= ba(F (ρ) + ρ2G(ρ2) logρ),

μ−2(t)W 3(R)f 2(R) = b2R−3�(ρ2)R2(F (ρ) + ρ2G(ρ2) logρ)2

= b2R−1(F (ρ) + ρ2F(ρ) logρ

+ ρ4G(ρ2) log2 ρ),

μ−4(t)W 2(R)f 3(R) = b4R−2�(ρ2)R3(F (ρ) + ρ2G(ρ2) logρ)3

= b3a(F (ρ) + ρ2F(ρ) logρ

+ ρ4F(ρ) log2 ρ + ρ6G(ρ2) log3 ρ),

(2.29)

where F , G can change from line to line. Similarly,

μ−6(t)W(R)f 4(R) = b6R−1�(ρ2)R4(F (ρ) + ρ2G(ρ2) logρ)4

= b3a3(F (ρ) + ρ2F(ρ) logρ + ρ4F(ρ) log2 ρ

+ ρ6F(ρ) log3 ρ + ρ8G(ρ2) log4 ρ),

μ−8(t)f 5(R) = b8R5(F (ρ) + ρ2G(ρ2) logρ)5

= b3a5(F (ρ) + ρ2F(ρ) logρ + ρ4F(ρ) log2 ρ

+ ρ6F(ρ) log3 ρ + ρ8F(ρ) log4 ρ

+ ρ10G(ρ2) log5 ρ).

(2.30)

From (2.29) and (2.30) we extract the leading order

t2λ−1/2(t)e0
1(t, r) := μ−1(t)(c1a + c2b + (c3a + c4a

3 + c5a
5)b2) (2.31)

with cj = cj (t) admissible functions. Indeed, from the first line in (2.29) we
extract ba(F (0) + ρF ′(0)) = bac1 + b2c2, whereas from the fifth we extract
b3aF(0). From the second line in (2.30) we retain b3a3F(0), and from the fifth
one b3a5F(0). The point here is that with this choice of e0

1 we obtain a decaying
error, as R → ∞,

t2λ−1/2(t)(e1 − e0
1)(t, r)

= μ−2(t)

[
logR

R
�1(t, a, b,ρ logρ,ρ)

+ 1

R
�2(t, a, b,ρ logρ,ρ)

]
, (2.32)

where �j(t, a, b,u, v) are polynomials in a, b and analytic in u, v near (0,0);
moreover, their time dependence is polynomial in admissible functions. Writing
b = a

R
, we may delete the terms involving b2 = ba/R on the right-hand side of

(2.31) since they are of the form (2.32). Thus, it suffices to consider the simpler
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leading error

t2λ−1/2(t)e0
1(t, r) := c1aμ−1(t) + c2μ

−2(t) = c1(t)ab + c2(t)b
2 (2.33)

with c1(t), c2(t) admissible.

2.5. The Second Correction

Now we would like to solve the corrector problem “near r = t ,” that is,

t2
(

vtt − vrr − 2

r
vr

)
= −t2e0

1. (2.34)

Note that we have discarded the nonlinearity on the left-hand side since it decays
near r = t . This is designed exactly so as to remove the growth in R. We seek a
solution in the form

v(t, r) = λ(t)1/2(μ−1(t)q1(a, t) + μ−2(t)q2(a, t)) (2.35)

with boundary conditions q1(0, t) = 0, q ′
1(0, t) = 0, and q2(0, t) = 0, q ′

2(0, t) = 0.
These translate into the boundary conditions v(t,0) = 0, ∂rv(t,0) = 0 at r = 0.
This v will essentially be the function v2. In view of

λ(t)−1/2μα∂tλ(t)1/2μ−α = ∂t + t−1
(

1

2

t λ̇

λ
− α

tμ̇

μ

)
,

we are reduced to the system

t2
(

−
(

∂t + β1(t)

t

)2

+ ∂rr + 2

r
∂r

)
q1(a, t) = c1(t)a (2.36)

and

t2
(

−
(

∂t + β2(t)

t

)2

+ ∂rr + 2

r
∂r

)
q2(a, t) = c2(t), (2.37)

where

βj (t) = 1

2

t λ̇

λ
− j

tμ̇

μ
=

(
j − 1

2

)
κ(t) − 1

2
, j = 1,2.

We impose the boundary conditions qj (0, t) = ∂aqj (0, t) = 0.

Lemma 2.2. Let λ(t) be as in (2.3) with |ε0| sufficiently small. Equations
(2.36), (2.37) have bounded solutions qj (a, t) satisfying qj (0, t) = ∂aqj (0, t) =
0, qj (a, t) ∈ C2({0 < t < t0,0 ≤ a ≤ 1}). Furthermore, for k ≥ 0 and 0 ≤ � ≤ 2,
we have

∂k
t ∂�

aq2(a, t) = O(t−ka2−�); ∂k
t ∂�

aq1(a, t) = O(t−ka3−�). (2.38)

Proof. Now, with q̇j = ∂tqj , (2.36) and (2.37) can be written as

t2
(

−
(

∂t + βj (t)

t

)2

+ ∂rr + 2

r
∂r

)
qj (a, t)

= ((1 − a2)∂2
a + (2(βj (t) − 1)a + 2a−1)∂a



Exotic Blowup Solutions 461

− β2
j (t) + βj (t) − t β̇j (t))qj (a, t)

− (t2q̈j (a, t) + 2βj (t)t q̇j (a, t)) + 2at∂aq̇j (a, t) = cj (t)a
2−j . (2.39)

We note that the admissible functions cj are as in (2.31), which are of the form
ωk(t) in (2.28). These are parts of t2λ−1/2(t)e1(t, r) with e1 defined in (2.23),
and they come from (2.27) applied no more than twice to v1 instead of f , where
v1 is as defined in (2.21) with ωj coming from t2e0 in (2.9). Thus, we see that
cj are polynomials of κ(t) with the operator t∂t applied finitely many times. By
(2.3) we can write βj (t) = ν̃j + 2ε̃j cos(log t) with ν̃j = (j − 1/2)ν − 1

2 > 1 and

cj (t) =
Nj∑
n=0

n∑
m=0

ε̃n
j c̃

(j)
n,mt(n−2m)i (2.40)

since polynomials of κ(t) have this type of expansions and they are preserved by
the operator t∂t .

For convenience, we drop the subscript j and write (2.39) as

((1 − a2)∂2
a + (2(β(t) − 1)a + 2a−1)∂a − β2(t) + β(t) − t β̇(t))q(a, t)

− (t2q̈(a, t) + 2β(t)t q̇(a, t)) + 2at∂aq̇(a, t) = c(a, t), (2.41)

where
β(t) = ν̃ + 2ε̃ cos(log t) = ν̃ + ε̃t i + ε̃t−i

and

c(a, t) =
N∑

n=0

n∑
m=0

ε̃nc̃n,m(a)t(n−2m)i,

where c̃n,m(a) is linear in a, and we let

ĉ1 = sup
0≤a≤1,0≤m≤n≤N

(|c̃n,m(a)|, |c̃′
n,m(a)|).

We seek a solution to (2.41) of the form

q(a, t) =
∞∑

n=0

n∑
m=0

ε̃ngn,m(a)t(n−2m)i, (2.42)

where gn,m(a) = ḡn,n−m(a). Plugging (2.42) and (2.40) into (2.41), we see that
∞∑

n=0

n∑
m=0

ε̃nt (n−2m)i((1 − a2)g′′
n,m(a) + (2(ν̃ − 1)a + 2a−1)g′

n,m(a)

+ 2a(g′
n−1,m(a) + g′

n−1,m−1(a)) + (ν̃ − ν̃2)gn,m(a) − 2gn−2,m−1(a)

+ (1 − i − 2ν̃)gn−1,m(a)

+ (1 + i − 2ν̃)gn−1,m−1(a) − gn−2,m(a) − gn−2,m−2(a)

+ (n − 2m)(n − 2m + i − 2ν̃i)gn,m(a) − 2i(n − 2m − 1)gn−1,m(a)

− 2i(n − 2m + 1)gn−1,m−1(a) + 2ai(n − 2m)g′
n,m(a))

=
∞∑

n=0

n∑
m=0

ε̃nc̃n,m(a)t(n−2m)i,
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where gn,m(a) = 0 if n < 0 or |n − 2m| > n. Collecting powers of ε̃ and t i , we
obtain the equation

(1 − a2)g′′
n,m(a) + (2(ν̃ − 1)a + 2a−1 + 2ai(n − 2m))g′

n,m(a)

+ (ν̃ − ν̃2 + (n − 2m)(n − 2m + i − 2ν̃i))gn,m(a)

= −2a(g′
n−1,m(a) + g′

n−1,m−1(a)) − (1 + i − 2ν̃ − 2i(n − 2m))gn−1,m(a)

− (1 − i − 2ν̃ − 2i(n − 2m))gn−1,m−1(a) + 2gn−2,m−1(a)

+ gn−2,m(a) + gn−2,m−2(a) + c̃n,m(a) =: Rn,m(a). (2.43)

Note that R0,0(a) = c̃0,0(a).
The associated homogeneous equation

(1 − a2)g′′
n,m(a) + (2(ν̃ − 1)a + 2a−1 + 2ai(n − 2m))g′

n,m(a)

+ (ν̃ − ν̃2 + (n − 2m)(n − 2m + i − 2ν̃i))gn,m(a) = 0 (2.44)

has two solutions

(1 − a)ν̃+1+(n−2m)i

a
,

(1 + a)ν̃+1+(n−2m)i

a
,

and their Wronskian is 2a−2(ν̃ + 1 + (n− 2m)i)(1 − a2)ν̃+(n−2m)i . Therefore, by
(2.43), gn,m can be defined recursively as

gn,m(a) = (1 + a)ν̃+1+(n−2m)i

2a(ν̃ + 1 + (n − 2m)i)

∫ a

0
x(1 + x)−ν̃−1−(n−2m)iRn,m(x) dx

− (1 − a)ν̃+1+(n−2m)i

2a(ν̃ + 1 + (n − 2m)i)

×
∫ a

0
x(1 − x)−ν̃−1−(n−2m)iRn,m(x) dx, (2.45)

which implies

(agn,m(a))′ = (1 + a)ν̃+(n−2m)i

2

∫ a

0
x(1 + x)−ν̃−1−(n−2m)iRn,m(x) dx

+ (1 − a)ν̃+(n−2m)i

2

×
∫ a

0
x(1 − x)−ν̃−1−(n−2m)iRn,m(x) dx. (2.46)

With gn,m thus defined, (2.42) gives a formal solution to (2.41). In order to show
that (2.42) gives a true solution, it is sufficient to show that g′′

n,m(a) is continuous,
and for some C0 > 0, we have

‖g(k)
n,m‖∞ := sup

a∈[0,1]
|g(k)

n,m(a)| ≤ Cn
0

for 0 ≤ k ≤ 2 since this would imply that (2.42) is convergent and twice differen-
tiable in both a and t with continuous second derivatives for 0 < t < t0, 0 ≤ a ≤ 1,
as long as ε̃ < C−1

0 . To show that the initial conditions q(0, t) = ∂aq(0, t) = 0 are
satisfied, we only need to show that gn,m(0) = g′

n,m(0) = 0. By differentiating
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(2.42) we see that ∂k
t ∂�

aq(a, t) = O(t−ka2−�) for k ≥ 0 and 0 ≤ � ≤ 2. In addi-
tion, to show the second estimate of (2.38), we will prove the inequality

|g′′
n,m(a)| � aC̃n+1

3 (2.47)

for some C̃3 and 0 ≤ a ≤ 1/2. Note that we do not need to show that gn,m(a) =
ḡn,n−m(a) since we can simply take the real part of q(a, t) in (2.42) to get a real
solution.

Since ∣∣∣∣(1 + a)ν̃+(n−2m)i

∫ a

0
x(1 + x)−ν̃−1−(n−2m)iRn,m(x) dx

∣∣∣∣
≤ a‖Rn,m‖∞(1 + a)ν̃

∫ a

0
(1 + x)−ν̃−1 dx

= aν̃−1((1 + a)ν̃ − 1)‖Rn,m‖∞
≤ a2(1 + a)ν̃−1‖Rn,m‖∞,∣∣∣∣(1 − a)ν̃+(n−2m)i

∫ a

0
x(1 − x)−ν̃−1−(n−2m)iRn,m(x) dx

∣∣∣∣
≤ a‖Rn,m‖∞(1 − a)ν̃

∫ a

0
(1 − x)−ν̃−1 dx

= aν̃−1(1 − (1 − a)ν̃)‖Rn,m‖∞
≤ a2‖Rn,m‖∞,

and
√

2|z| ≥ |�z| + |�z| for any z, we have by (2.46)

|gn,m(a)| ≤
√

2(2ν̃−1 + 2−1)a‖Rn,m‖∞
(|n − 2m| + ν̃ + 1)

,

|(agn,m(a))′| ≤ √
2(2ν̃−2 + 2−1)a2‖Rn,m‖∞,

|g′
n,m(a)| ≤ a−1(|(agn,m(a))′| + |gn,m(a)|)

≤ √
2(2ν̃−1 + 2−1)(1 + (ν̃ + 1)−1)‖Rn,m‖∞

(2.48)

for all a ∈ [0,1]. By (2.43) and (2.48) we have

|Rn,m(a)| = | − 2((agn−1,m(a))′ + (agn−1,m−1(a))′)
− (−1 + i − 2ν̃ − 2i(n − 2m))gn−1,m(a)

− (−1 − i − 2ν̃ − 2i(n − 2m))gn−1,m−1(a)

+ 2gn−2,m−1(a) + gn−2,m(a) + gn−2,m−2(a) + c̃n,m(a)|
≤ 2(|(agn−1,m(a))′| + |(agn−1,m−1(a))′|)

+ 2(ν̃ + 1 + |n − 2m|)(|gn−1,m(a)| + |gn−1,m−1(a)|)
+ 4 max

0≤j≤2
|gn−2,m−j (a)| + ĉ1 (2.49)

≤ C1 max
1≤j≤2,0≤k≤j

‖Rn−j,m−k‖∞ + ĉ1 (2.50)
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for some C1 > 1. Since |R0,0(a)| ≤ ĉ1, we have by induction

|Rn,m(x)| ≤ (C1 + ĉ1)
n+1, (2.51)

which implies by (2.48) that

‖gn,m‖∞ ≤ C̃n+1
1

|n − 2m| + ν̃ + 1
and ‖g′

n,m‖∞ ≤ C̃n+1
1 (2.52)

for some C̃1 > 1. Note that by (2.46) g′
n,m is differentiable, implying that Rn,m is

continuous, and thus we know that g′′
n,m is continuous by differentiating (2.46).

To estimate g′′
n,m, we rewrite (2.46) using integration by parts as

(agn,m(a))′ = (1 + a)ν̃+(n−2m)i

2

∫ a

0
x(1 + x)−ν̃−1−(n−2m)iRn,m(x) dx

+ aRn,m(a)

2(ν̃ + (n − 2m)i)

− (1 − a)ν̃+(n−2m)i

2(ν̃ + (n − 2m)i)

∫ a

0
(1 − x)−ν̃−(n−2m)i(xRn,m(x))′ dx,

which implies

|2(agn,m(a))′′|
≤

∣∣∣∣(ν̃ + (n − 2m)i)(1 + a)ν̃−1+(n−2m)i

×
∫ a

0
x(1 + x)−ν̃−1−(n−2m)iRn,m(x) dx

∣∣∣∣
+ (1 + a)−1a|Rn,m(a)|
+

∣∣∣∣(1 − a)ν̃−1+(n−2m)i

∫ a

0
(1 − x)−ν̃−(n−2m)i(xRn,m(x))′ dx

∣∣∣∣
≤ a(1 + a)−1(ν̃−12ν̃ (ν̃ + |n − 2m|) + 1)‖Rn,m‖∞

+ (ν̃ − 1)−1(1 − (1 − a)ν̃−1)‖(xRn,m(x))′‖∞. (2.53)

This, together with (2.48) and (2.51), implies

|(aRn,m(a))′| ≤ 2(|(agn−1,m(a))′′| + |(agn−1,m−1(a))′′|)
+ 2(ν̃ + 1 + |n − 2m|)(|(agn−1,m(a))′| + |(agn−1,m−1(a))′|)
+ 4 max

0≤j≤2
|(agn−2,m−j (a))′| + 2ĉ1

≤ C2

(
(ν̃ + 1 + |n − 2m|)(C1 + ĉ1)

n

+ max
0≤k≤1

‖(xRn−1,m−k(x))′‖∞
)

+ 2ĉ1 (2.54)

for some C2 > 1. In particular, |(aR0,0(a))′| ≤ 2ĉ1. Thus, we have by induction

‖(xRn,m(x))′‖∞ ≤ (ν̃ + 2 + n)C̃n+1
2 , (2.55)
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where C̃2 = 2(C2 + ĉ1)(C1 + ĉ1). Therefore, by (2.51), (2.53), and (2.55)

|(agn,m(a))′′| ≤ aĈn+1
2 (2.56)

for some Ĉ2 > 1, where we used the fact that in (2.53) we have 0 ≤ 1 − (1 −
a)ν̃−1 � a. Now, integrating the estimate for (agn,m(a))′ in (2.48), we get

|gn,m(a)| ≤ 3−1
√

2(2ν̃−2 + 2−1)a2‖Rn,m‖∞, (2.57)

which, together with (2.48) and (2.51), implies

|g′
n,m(a)| ≤ a−1(|(agn,m(a))′| + |gn,m(a)|)

≤ √
2(2ν̃−1 + 2−1)(1 + 3−1)a(C1 + ĉ1)

n+1. (2.58)

By (2.56) and (2.58), for some C0 > C̃1, we have

|g′′
n,m(a)| ≤ a−1(|(agn,m(a))′′| + 2|g′

n,m(a)|) ≤ Cn+1
0 . (2.59)

By (2.52) and (2.59) we have ‖g(k)
n,m(a)‖∞ ≤ Cn

0 for 0 ≤ k ≤ 2. Since Rn,m is
continuous (cf. the discussion below (2.52)), writing Rn,m(x) = Rn,m(0) + o(1)

and expanding (2.45) at a = 0, we get gn,m(a) = o(a), implying gn,m(0) =
g′

n,m(0) = 0.
In addition, for q1, we have c̃n,m(a) = c̃n,ma. By (2.52) we have |g′

n,m(a)| ≤
C̃n+1

1 and |gn,m(a)| ≤ aC̃n+1
1 , and thus by definition (cf. (2.43))

|Rn,m(a)| ≤ aCn+1
3

for some C3 > 0. By (2.43) we have

|(agn,m(a))′′|
= (1 − a2)−1|2a(ν + (n − 2m)i)(agn,m(a))′

+ (−ν̃ − ν̃2 + (n − 2m)(n − 2m − i − 2ν̃i))agn,m(a) − aRn,m(a)|
≤ a2C̃n+1

3

for some C̃3 > 0 as long as 0 ≤ a ≤ 1/2, which implies (2.47) by direct calcula-
tion. Therefore, q(a, t) given by (2.42) is a solution to (2.41) satisfying the stated
conditions (see the discussion after (2.46)). �

Remark 2.1. One can modify the proof of Lemma 2.2 so that the results hold
for λ(t) = t−1−νFa(sin(log t), cos(log t)), where Fa(u, v) is analytic in u and v

at the origin with sufficiently small derivatives. In this case, estimates of the type
(2.50) remain valid.

Similarly, the results of Lemma 2.2 hold for λ(t) = t−1−νFb(t
γ ), where Fb is

analytic at the origin with sufficiently small derivatives, and γ ∈R
+. In this case,

instead of (2.42), we consider

q(a, t) =
∞∑

n=0

gn(a)tnγ , (2.60)

and the rest of the proof is similar to that of Lemma 2.2.
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Using a = Rμ−1, we may rewrite (2.35) in the form

v2(t, r) := λ(t)1/2

μ2(t)
(Rq̃1(a, t) + q2(a, t)), (2.61)

where we have set q̃1(a, t) := a−1q1(a, t). Note that both q̃1 and q2 are O(a2) as
a → 0. Thus, by Lemma 2.2 we have the estimate

∂k
t ∂

j
a v2(t, at) = O

(
t−ka−j λ(t)1/2a2(1 + R)

μ2(t)

)
(2.62)

for 0 ≤ j ≤ 2. Furthermore, we have the following:

Lemma 2.3. For 0 ≤ r ≤ t/2, estimate (2.62) remains valid after we apply t∂t or
r∂r any number of times to the left-hand side, or equivalently,

|∂k
t ∂�

r v2(t, r)| ≤ Ck,�t
−kr−� λ(t)1/2a2(1 + R)

μ2(t)

for all k, � ≥ 0.

Proof. Note that for any differentiable f , we have r∂rf (t, r) = a∂af (t, at) and
t∂tf (t, r) = (t∂t − a∂a)f (t, at). This implies

|tkr�∂k
t ∂�

r v2(t, r)| ≤ C̃k,� max
0≤m≤k

tk−ma�+m|∂k−m
t ∂�+m

a v2(t, at)|. (2.63)

Thus, it is sufficient to show that

tka�|∂k
t ∂�

av2(t, at)| ≤ Ĉk,�

λ(t)1/2a2(1 + R)

μ2(t)
(2.64)

for all k, � ≥ 0.
For � ≤ 2, this follows from (2.62). For � > 2, we only need to show

∂k
t ∂�

av2(t, at) = O

(
a−1t−k λ(t)1/2(1 + R)

μ2(t)

)
.

By (2.61) it is sufficient to show that

|∂k
t ∂�

a q̃1(a, t)| = O(t−k); |∂k
t ∂�

aq2(a, t)| = O(t−k) (2.65)

since ∂aR = a−1R and ∂
j
a R = 0 for j ≥ 2. By (2.39) we have, for j = 1,2,

(1 − a2)∂2
a (aqj (a, t)) = −(2βj (t)a∂a − β2

j (t) − βj (t) − t β̇j (t))aqj (a, t)

+ t2aq̈j (a, t) + 2(βj (t) + 1)taq̇j (a, t)

− 2at∂a(aq̇j (a, t)) + a3−j cj (t). (2.66)

Note that ∂k
t βj (t) = O(t−k), ∂k

t cj (t) = O(t−k) (cf. (2.40)), and by Lemma 2.2
we have

|∂k
t ∂�′

a (aqj (a, t))| � t−k, 0 ≤ �′ ≤ 2. (2.67)

Thus, by differentiating (2.66) and using induction on �′, we get

|∂k
t ∂�′

a (aqj (a, t))| � t−k, �′ > 2. (2.68)
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Recall that qj (a, t) = O(a4−j ) by Lemma 2.2. Thus, by integrating (2.68) with
�′ = � + 2 we have

a∂k
t qj (a, t) =

�+1∑
n=5−j

c
(k)
j,n(t)a

n + q̂
(k)
j (a, t), (2.69)

where c
(k)
j,n = O(t−k) and ∂m

a q̂
(k)
j (a, t) = O(t−ka�+2−m) for 0 ≤ m ≤ �+2. Thus,

by (2.69) we have

|∂k
t ∂�

a q̃1(a, t)| ≤ |∂�
a(a−2q̂

(k)
1 (a, t))| � t−k,

|∂k
t ∂�

aq2(a, t)| ≤ �! |∂k
t c2,�+1(t)| + |∂�

a(a−1q̂
(k)
2 (a, t))| � t−k,

that is, (2.65) holds. �

We set u2 := u1 + v2 = u0 + v1 + v2. Finally, (2.22) remains valid for u2 as well
since R ≤ μ(t). In other words, u0 gives the main shape of the profile as a function
of R.

2.6. The Error from u2

We define

e2 := Lquintic(u2) = Lquintic(u1 + v2)

= Lquintic(u1) + u5
1 − (u1 + v2)

5 +
(

∂tt − ∂rr − 2

r
∂r

)
v2

= e1 − e0
1 − 5u4

1v2 − 10u3
1v

2
2 − 10u2

1v
3
2 − 5u1v

4
2 − v5

2 . (2.70)

We determine t2λ(t)−1/2e2. First, from (2.32) we have

t2λ−1/2(t)(e1 − e0
1)(t, r)

= μ−2(t)

[
logR

R
�1(a, b,ρ logρ,ρ) + 1

R
�2(a, b,ρ logρ,ρ)

]
(2.71)

for R ≥ 1. For |R| < 1, we read off from (2.28) and (2.33) that

t2λ−1/2(t)(e1 − e0
1)(t, r) = O(μ−2(t)). (2.72)

This holds uniformly for small times, and t∂t and r∂r can be applied any number
of times without changing this asymptotic behavior as R → 0.

Next, for large R, by (2.22) and (2.62) we have

t2λ−1/2(t)u4
1v2 = O(a2R−3) = O(R−1μ−2(t)).

The final nonlinear term contributes

t2λ−1/2(t)v5
2 = μ−8(t)O(R5) = μ−2(t)R−1O(μ−6(t)R6) = O(R−1μ−2(t)).

Thus,

t2λ−1/2(t)uk
1v

5−k
2 = O(R−1μ−2(t)) (R ≥ 1,0 ≤ k ≤ 4). (2.73)
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For small R, we have u1 = λ1/2(t)O(1) by (2.22) and v2 = λ1/2(t)μ−2(t)×
O(a2) by (2.62). Thus (recall that a = Rμ−1(t)),

t2λ−1/2(t)u4
1v2 = O(a2) = O(μ−2(t)),

t2λ−1/2(t)u1v
4
2 = O(a2μ−6(t)) = O(μ−2(t)),

and we have

t2λ−1/2(t)uk
1v

5−k
2 = O(μ(t)−2) (R < 1,0 ≤ k ≤ 4). (2.74)

By the preceding we gain a factor μ−2 for all R, and the decay is at least logR
R

as
R → ∞.

Finally, by (2.22) and Lemma 2.3 we see that estimates (2.73) and (2.74) re-
main valid after we apply t∂t or r∂r any number of times if 0 ≤ r ≤ t/2. Similarly,
by (2.22) and (2.62) we see that if 0 ≤ r ≤ t , then (2.73) and (2.74) remain valid
after we apply t∂t and r∂r no more than twice.

2.7. Proof of Proposition 2.1

(i), (ii) Smoothness of u2 follows from (2.8), (2.21) (where fj satisfy (2.19),
which can be differentiated), and Lemma 2.2, which imply that u0, v1, v2 are all
in C2({0 < t < t0,0 ≤ r ≤ t}).

To show (2.4), it is sufficient to show that v1,2 = √
λ(t)μ−2(t)O(R) for

both small and large R. This follows from (2.19) and (2.21) for v1 and
from (2.62) for v2. Similarly, (2.6) follows from the fact that ∂k

t ∂
j
r v1,2 =

t−kr−j
√

λ(t)μ−2(t)O(R) by (2.19) (which is clearly differentiable in R), (2.21),
and Lemma 2.3. For k+j ≤ 2 and 0 ≤ r ≤ t , we use (2.62) instead of Lemma 2.3.

Finally, (2.5) and (2.7) follow from (2.70), where the different parts are esti-
mated in (2.71), (2.72), (2.73), and (2.74), which remain valid after we apply t∂t

or r∂r any number of times if 0 ≤ r ≤ t/2, or if they are applied no more than
twice and 0 ≤ r ≤ t .

(iii) We let

û2(t, r) =

⎧⎪⎨
⎪⎩

u2(t, r) if 0 < t < t0,0 ≤ r ≤ t,

u2(t, t) + (r − t)u
(0,1)
2 (t, t)

+ 1
2 (r − t)2u

(0,2)
2 (t, t) if 0 < t < t0, t < r ≤ (1 + 2b1)t,

where b1 > 0 and u
(n,m)
2 (t, r) := ∂m

r ∂n
t u2(t, r). Clearly, û2 is C2 in r for fixed t .

By direct calculation using (2.6) we have, for 0 ≤ k + j ≤ 2,

u
(k,j)

2 (t, r) = O(r−j−1t−kλ−1/2(t)).

Thus, for t < r ≤ (1 + 2b1)t , we have

û2(t, r) = O(t−1λ−1/2(t)); ∂r û2(t, r) = O(t−2λ−1/2(t)),

∂t û2(t, r) = O
(

max
0≤m≤1,0≤n≤1

|(r − t)nu
(1−m,n+m)
2 (t, t)|

+ |(r − t)2∂tu
(0,2)
2 (t, t)|

)
,

(2.75)
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where the first term is clearly of order O(t−2λ−1/2(t)). To estimate the sec-
ond term, recall that u2 = u1 + v2, where by direct calculation u

(k,j)

1 (t, r) =
O(r−j−1t−kλ−1/2(t)) for all k, j ≥ 0. Thus,

(r − t)2∂tu
(0,2)
1 (t, t) = O(t−2λ−1/2(t)).

Since a = r/t , we have

v
(0,2)
2 (t, t) = t−2∂2

a v2(t, t).

This and (2.62) imply

∂tv
(0,2)
2 (t, t) = O(t−4λ−1/2(t)).

Therefore,
∂t û2(t, r) = O(t−2λ−1/2(t)). (2.76)

Now we let B1 be a smooth bump function satisfying

B1(x) =
{

1 if x < 1,

0 if x > 1 + b1,

and we let u2(t, r) = û2(t, r)B1(r/t) for r > t . Clearly, u2 is C2 in r for fixed t .
By direct calculation using (2.75) and (2.76) we have

u2(t, r) = O(t−1λ−1/2(t)); ∂ru2(t, r) = O(t−2λ−1/2(t));
∂tu2(t, r) = O(t−2λ−1/2(t)).

Therefore, b1 can be chosen small enough to ensure∫
t≤r

u6
2 dx � b1t

−3λ−3(t) <
δ

3
,∫

t≤r

(∂ru2)
2 dx � b1t

−1λ−1(t) <
δ

3
,∫

t≤r

(∂tu2)
2 dx � b1t

−1λ−1(t) <
δ

3
.

Thus, their sum is less than δ.

3. Construction of an Exact Solution

Our aim next is to construct an energy class solution of (2.1) of the form

u = u2 + ε

in the backward light cone r ≤ t , 0 < t < t0. We immediately infer the equation

�ε + 5u4
0ε = 5(u4

0 − u4
2)ε − N(u2, ε) − e2, (3.1)

where we have

N(u2, ε) = 10u3
2ε

2 + 10u2
2ε

3 + 5u2ε
4 + ε5;
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also, we shall denote by e2 an extension of e2 in the preceding section beyond
the light cone satisfying the same asymptotics as in Proposition 2.1. Proceeding
exactly as in [11], we pass to the variables

τ =
∫ t0

t

λ(s) ds,R = λ(t)r, v(τ,R) = Rε(t (τ ), r(τ,R))

and note that t → 0 means τ → ∞. Writing1 κ(τ) := λ(t (τ )), β(τ) :=
κ ′(τ )/κ(τ ), and

D := ∂τ + β(τ)(R∂R − 1),

we get

[D2 + β(τ)D +L]v = κ−2(τ )

[
5(u4

0 − u4
2)v + RN

(
u2,

v

R

)
+ Re2

]
, (3.2)

where L := −∂2
R − 5W 4(R), and we interpret u2, u0, e2 as functions of τ , R. In

fact, since it suffices to solve this problem in a dilate of the light cone, we replace
it by

[D2 + β(τ)D +L]v
= κ−2(τ )χ̃

(
R

ντ

)[
5(u4

0 − u4
2)v + RN

(
u2,

v

R

)
+ Re2

]
(3.3)

for some smooth cutoff χ̃ ∈ C∞
0 (R+) with χ̃ |r≤1 = 1. In fact, the main work

consists in solving the linear inhomogeneous problem

[D2 + β(τ)D +L]v = f,

where f satisfies bounds like κ−2(τ )χ̃( R
ντ

)Re2. Our approach below is a general
framework to solve such problems, applicable to much wider classes of scaling
factors λ(t). It is the construction of the second correction in Section 2.5 that
imposes restrictions on the admissible scaling factors.

3.1. Strategy of the Proof

Since the following approach is quite technical, we give a brief sketch of the main
steps and ideas.

(1) Following [11], we study equation (3.3) on the “distorted” Fourier side, that
is, we apply to equation (3.3) the spectral transformation U associated to the
self-adjoint operator L. By definition, the transformation U diagonalizes L,
that is, it satisfies2 ULf (ξ) = ξUf (ξ), and U is a unitary map from L2(0,∞)

to L2((0,∞), ρ(ξ) dξ) with the spectral measure ρ(ξ) dξ . The crucial as-
ymptotic behavior of ρ was obtained by a suitable ODE analysis and Weyl–
Titchmarsh theory in [1; 11]. Upon writing x(τ, ξ) := Uv(τ, ·)(ξ), equation
(3.3) transforms into

[D̂2 + βD̂ + ξ ]x = κ−2N (x) − 2βKD̂x − β2K̂x + κ−2ê2, (3.4)

1We warn the reader that here the symbols β and κ have a different meaning from that in Section 2.
2We ignore here the fact that L has a negative eigenvalue. This is inessential for our construction but

complicates the notation considerably.
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where D̂ = ∂τ − 2β(τ)ξ∂ξ + O(τ−1), and ê2 is the term arising from the
error e2. Furthermore, we have absorbed all the terms from the right-hand
side containing v into N (x). The two new operators K and K̂ are nonlocal,
and they emerge as error terms from the operator R∂R in D. In a sense, they
measure the deviation of L from the free Schrödinger operator −∂2

R . Those
operators were already studied in [11] and [1].

(2) In order to solve equation (3.4), we consider the inhomogeneous problem
[D̂2 + βD̂ + ξ ]x = y. The corresponding solution operator (the parametrix)
is obtained by the method of characteristics (see [9]) and reads

x(τ, ξ) = Hy(τ, ξ) =
∫ ∞

τ

H(τ, σ, ξ)y

(
σ,

κ(τ )2

κ(σ )2
ξ

)
dσ,

where essentially

H(τ,σ, ξ) = ξ−1/2 sin

(
κ(τ)ξ1/2

∫ σ

τ

κ(u)−1 du

)
O(1).

Thus, due to the factor ξ−1/2, we expect a loss of τ 2 from the parametrix in
general.

(3) We study equation (3.4) in the space X defined by the norm

‖f ‖X := ‖| · |1/2〈·〉1/8f ‖L2
ρ(0,∞) + ‖(| · |〈·〉−1)1/2−δf ‖Lp(0,∞).

Here δ > 0 is supposed to be small and p large (depending on δ). For small
frequencies ξ , the L2-part in X corresponds to the homogeneous Sobolev
space3 Ḣ 1(R3) on the physical side. For large frequencies ξ , the correspond-
ing space is H 5/4(R3). A main ingredient for estimating the nonlinearity is
the fractional Leibniz rule

‖f 5‖H 1/4(R3) � ‖f ‖5
H 5/4(R3)

.

Thus, the Lp-part in X is introduced to control the small frequencies. The
operators K and K̂ exhibit a smoothing property at small frequencies which
amounts to a gain of ξ1/2. As a consequence, the parametrix loses only4 τ for
these terms. Thus, the decay of β(τ)2 = O(τ−2) is strong enough to treat the
term β2K̂x in equation (3.4) perturbatively.

(4) The most difficult term in equation (3.4) is 2βKD̂x where the decay of β(τ)

is exactly compensated by the loss of the parametrix. Thus, there is no imme-
diate smallness gain. The treatment of this term is in fact one of the key novel
ingredients of the present paper. As it turns out, the operator 2βKD̂ displays
a certain smallness property after all, but only after sufficiently many reitera-
tions. In other words, we prove smallness of (2HβKD̂)n0 for n0 large enough.
This is achieved by a suitable splitting of the operator kernel into diagonal and

3Note that the Fourier variable corresponding to R is ξ1/2 (this is the usual convention in the spectral

theorem). Thus, the weight | · |1/2 corresponds to Ḣ 1(R3) and not to Ḣ 1/2(R3) as one might
guess at first glance.

4In fact, this is only true for the term KD̂. For K̂, we lose τ1+2δ due to the weight in the Lp-
component of X, but we ignore this irrelevant technicality here.
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off-diagonal components. For the off-diagonal component, we obtain small-
ness by the aforementioned smoothing property (at small frequencies) and by
exploiting oscillations (for large frequencies). For the diagonal component,
we distinguish further between small, intermediate, and large frequencies. At
small and large frequencies, we can again use the smoothing of the kernel,
and at intermediate frequencies, we obtain a smallness gain by exploiting the
fact that we integrate over simplices. As a consequence, we infer the existence
of (1 + 2HβKD̂)−1, and equation (3.4) can be rewritten as

x = (1 + 2HβKD̂)−1H[κ−2N (x) − β2Kx − κ−2ê2],
which is then solved by a fixed point argument.

3.2. The Distorted Fourier Transformation

Here we freely borrow facts from [11] and [1; 9]. We state the following:

Theorem 3.1 (spectral theory for L).

• The Schrödinger operator L is self-adjoint on L2(0,∞) with domain

dom(L) = {f ∈ L2(0,∞) : f,f ′ ∈ AC[0,R] ∀R > 0,

f (0) = 0,Lf ∈ L2(0,∞)},
and its spectrum is given by σ(L) = {ξd} ∪ [0,∞) with ξd < 0. The continuous
part of the spectrum is absolutely continuous, and the eigenfunction φ(R, ξd)

associated to the eigenvalue ξd is smooth and decays exponentially as R → ∞.
• The spectral measure μ is of the form

dμ(ξ) = δξd
(ξ)

‖φ(·, ξd)‖2
L2(0,∞)

+ ρ(ξ) dξ,

where δξd
denotes the Dirac measure centered at ξd , and the function ρ satisfies

ρ(ξ) = 0 for ξ < 0 and5

ρ(ξ) = 1

3π
ξ−1/2[1 + O(ξ1/5)], 0 < ξ ≤ 1,

ρ(ξ) = 1

π
ξ1/2[1 + O(ξ−1/2)], ξ ≥ 1,

where the O-terms behave like symbols under differentiation.
• There exists a unitary operator U : L2(0,∞) → L2(σ (L), dμ) that diagonal-

izes L, that is, ULf (ξ) = ξUf (ξ) for all f ∈ dom(L). The operator U is given
explicitly by

Uf (ξ) = lim
b→∞

∫ b

0
φ(R, ξ)f (R)dR,

where the limit is understood in L2(σ (L), dμ). The function φ(·, ξ) is smooth
and (formally) satisfies Lφ(·, ξ) = ξφ(·, ξ) and φ(0, ξ) = 0, φ′(0, ξ) = 1.

5The conclusion for the asymptotics near ξ = 0 is not optimal, and we can replace O(ξ1/5) by

O(ξ1/2), but we will not need this.
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• For 0 < ξ � 1, we have the asymptotics

φ(R, ξ) = φ0(R)[1 + O(〈R〉2ξ)], 0 ≤ R ≤ ξ−1/2,

φ(R, ξ) =
√

3

2
ei

√
ξR[1 + O(ξ1/5) + O(〈R〉−3ξ−1/2)]

+
√

3

2
e−i

√
ξR[1 + O(ξ1/5) + O(〈R〉−3ξ−1/2)], R ≥ ξ−1/6,

where all O-terms behave like symbols under differentiation, and

φ0(R) := R(1 − (1/3)R2)

(1 + (1/3)R2)3/2
.

In the case ξ � 1, we have

φ(R, ξ) = 1

2i
ξ−1/2ei

√
ξR[1 + O(ξ−1/2) + O(〈R〉−3ξ−1/2)]

− 1

2i
ξ−1/2e−i

√
ξR[1 + O(ξ−1/2) + O(〈R〉−3ξ−1/2)]

for all R ≥ 0 with symbol behavior of all O-terms.
• The inverse map U−1 : L2(σ (L), dμ) → L2(0,∞) is given by

U−1f (R) = φ(R, ξd)

‖φ(·, ξd)‖2
L2(0,∞)

f (ξd) + lim
b→∞

∫ b

0
φ(R, ξ)f (ξ)ρ(ξ) dξ,

where the limit is understood in L2(0,∞).

For the following, it turns out to be more convenient to use a vector-valued ver-
sion of U , which we denote by F and call the “distorted Fourier transform.”
Thus, we identify L2(σ (L), dμ) with C × L2

ρ(0,∞) and define the mapping
F : L2(0,∞) → C× L2

ρ(0,∞) by

Ff =
(
Uf (ξd)

Uf |[0,∞)

)
.

According to Theorem 3.1, the inverse map F−1 : C× L2
ρ(0,∞) → L2(0,∞) is

then given by

F−1
(

a

f

)
= φ(R, ξd)

‖φ(·, ξd)‖2
L2(0,∞)

a + lim
b→∞

∫ b

0
φ(R, ξ)f (ξ)ρ(ξ) dξ.

From now on we shall write

v(τ,R) = xd(τ )φd(R) +
∫ ∞

0
x(τ, ξ)φ(R, ξ)ρ(ξ) dξ,

where the functions x(τ, ξ) are the (distorted) Fourier coefficients associated with
v(τ, ·). We write

x(τ, ξ) :=
(

xd(τ )

x(τ, ξ)

)
= F(v)(τ, ξ), ξ :=

(
ξd

ξ

)
.
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Then precisely as in [9], we obtain the relation

(D̂2 + β(τ)D̂ + ξ)x(τ, ξ) = R(τ, x) + f (τ, ξ), (3.5)

where we have

R(τ, x)(ξ) = (−4β(τ)KD̂x − β2(τ )(K2 + [A,K] +K + β ′β−2K)x)(ξ) (3.6)

with β(τ) = κ̇(τ )
κ(τ)

,

f (τ, ξ) = F(κ−2(τ )[5(u4
2k−1 − u4

0)v + RN(u2k−1, v) + Re2])(ξ), (3.7)

and the operator

D̂ = ∂τ + β(τ)A, A =
(

0 0
0 Ac

)
with

Ac = −2ξ∂ξ −
(

5

2
+ ρ′(ξ)ξ

ρ(ξ)

)
.

Finally, we observe that the “transference operator” K is given by the following
type of expression:

K =
(
Kdd Kdc

Kcd Kcc

)
, (3.8)

where the matrix elements are certain nonlocal Hilbert-type operators. Then we
use the key observation, already made in [9], that the abstract problem (3.5) with
R(τ, x) = 0 can be solved explicitly for the continuous part x(τ, ξ). In fact, we
have the relation

x(τ, ξ) =
∫ ∞

τ

Hc(τ, σ, ξ)f

(
σ,

κ2(τ )

κ2(σ )
ξ

)
dσ (3.9)

with

Hc(τ, σ, ξ)

= ξ−1/2 κ3/2(τ )

κ3/2(σ )

ρ1/2((κ2(τ )/κ2(σ ))ξ)

ρ1/2(ξ)

× sin

[
κ(τ)ξ1/2

∫ σ

τ

κ−1(u) du

]
. (3.10)

Furthermore, letting (as in [1])

D̂c := ∂τ + β(τ)Ac,

we compute from the above parametrix representation that

D̂cx(τ, ξ) =
∫ ∞

τ

Ĥc(τ, σ, ξ)f

(
σ,

κ2(τ )

κ2(σ )
ξ

)
dσ (3.11)

with

Ĥc(τ, σ, ξ)

= κ3/2(τ )

κ3/2(σ )

ρ1/2((κ2(τ )/κ2(σ ))ξ)

ρ1/2(ξ)
cos

[
κ(τ)ξ1/2

∫ σ

τ

κ−1(u) du

]
. (3.12)



Exotic Blowup Solutions 475

We can immediately formulate the following:

Lemma 3.2. Denoting ων(τ) := τ 1+1/ν and letting κ(τ) = λ(t (τ )) as in the pre-
ceding, we have the kernel bounds

|Hc(τ, σ, ξ)|� min

{
ων

(
τ

σ

)
ξ−1/2, νων

(
τ

σ

)
σ

}
,

|Ĥc(τ, σ, ξ)|� ων

(
τ

σ

)
.

Indeed, this is a simple consequence of the fact that

κ(τ) ∼ τ 1+1/ν .

For the discrete part xd(τ ) of the solution of (3.5) with R(τ, x) = 0, we obtain
the implicit equation

xd(τ ) =
∫ ∞

τ

Hd(τ, σ )f̃d(σ ) dσ, Hd(τ, σ ) = −1

2
|ξd |−1/2e−|ξd |1/2|τ−σ |,

(3.13)
f̃d (σ ) = fd(σ ) − βν(σ )∂σ xd(σ ).

In order to solve problem (3.5) via a fixed point argument, we shall utilize the
functional framework developed in [1].

Definition 3.1. For the continuous spectral part x(τ, ξ), we shall use the follow-
ing norms:

‖f ‖X := ‖(| · |〈·〉−1)1/2−δf ‖Lp(0,∞) + ‖| · |1/2〈·〉1/8f ‖L2
ρ(0,∞),

‖f ‖Y := ‖f ‖Lp(0,∞) + ‖〈·〉1/8f ‖L2
ρ(0,∞),

and
‖u‖X β := sup

τ>τ0

τβ‖u(τ, ·)‖X, ‖u‖Yβ := sup
τ>τ0

τβ‖u(τ, ·)‖Y .

Then for the vector valued function x(τ, ξ), we put

‖x‖X α,β := sup
τ>τ0

τα|xd(τ )| + ‖x(τ, ·)‖X β ,

‖x‖Yα,β := sup
τ>τ0

τα|xd(τ )| + ‖x(τ, ·)‖Yβ .

We remark that, in the following, δ > 0 is assumed to be small, and p > 1 is
assumed to be large, depending on δ.

To proceed, we first need to study the linear inhomogeneous problem

(D̂2 + β(τ)D̂ + ξ)x(τ, ξ) = f (τ, ξ). (3.14)

To prepare for this task, we have the following:

Lemma 3.3. Let κ(τ) = λ(t (τ )) as in the preceding. Let a, b, γ ∈ R, q ∈ (1,∞),
and

α > 1 + 2

(
1

q
+ max(|a|, |a + b|)

)(
1 + 1

ν

)
− γ.
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Suppose further that the operator B is given by

Bx(τ, ξ) =
∫ ∞

τ

B(τ, σ, ξ)x(σ,ω(τ, σ )2ξ) dσ,

where ω(τ,σ ) := κ(τ)κ−1(σ ), and the kernel B satisfies

|B(τ,σ, ξ)| � σ−γ

for all 0 < τ0 ≤ τ ≤ σ , ξ ≥ 0. Then we have the bound

‖Bx(τ, ·)| · |a〈·〉b‖Lq(0,∞) � τ−α−γ+1 sup
σ>τ

σα‖x(σ, ·)| · |a〈·〉b‖Lq(0,∞).

Proof. First, we consider the case a = b = 0. By Hölder’s inequality we obtain

|Bx(τ, ξ)| �
(∫ ∞

τ

σ−1−ε dσ

)1/q ′

×
(∫ ∞

τ

|σ (1/q ′)(1+ε)−γ x(σ,ω(τ, σ )2ξ)|q dσ

)1/q

(3.15)

for any ε > 0. This implies

‖Bx(τ, ·)‖Lq � τ−ε/q ′
(∫ ∞

τ

σ q((1/q ′)(1+ε)−γ−α)‖σαx(σ,ω(τ, σ )2·)‖q
Lq

)1/q

� τ−ε/q ′[
sup
σ>τ

σα‖x(σ, ·)‖Lq

]

×
(∫ ∞

τ

σ q((1/q ′)(1+ε)−γ−α)ων

(
τ

σ

)−2

dσ

)1/q

� τ−α−γ+1 sup
σ>τ

σα‖x(σ, ·)‖Lq ,

provided that q(1/q ′ − γ − α) + 2(1 + 1
ν
) < −1 and ε > 0 is chosen sufficiently

small. The case for general a, b follows immediately by noting that

‖x(σ,ω(τ, σ )2·)| · |a〈·〉b‖q
Lq � ων

(
τ

σ

)−2−2q max(|a|,|a+b|)
‖x(σ, ·)| · |a〈·〉b‖q

Lq ,

which entails the integrability condition

q

(
1

q ′ − γ − α

)
+ (2 + 2q max(|a|, |a + b|))

(
1 + 1

ν

)
< −1. �

We can now solve (3.14) by the following:

Lemma 3.4. Let αd ∈ R and αc > 1 + 3
4 (1 + 1

ν
). Then given f ∈ Yαd ,αc , there

exists a solution x ∈X αd ,αc−1−2δ for (3.14). Denoting this solution by

x =:
(
Hdfd

Hcf

)
=:Hf ,
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we have the estimates

‖Hx‖X αd ,αc−1−2δ � ν2δ‖x‖Yαd ,αc ,

‖D̂Hx‖Yαd ,αc−1 � ‖x‖Yαd ,αc ,

where δ > 0 is the parameter in Definition 3.1.

Proof. We can explicitly define the continuous spectral part x(τ, ξ) via (3.9),
(3.10), and the discrete part xd(τ ) implicitly via (3.13). Combining (3.11), (3.12),
and Lemmas 3.2 and 3.3, we get ‖D̂cHcx‖Yαc−1 � ‖x‖Yαc . On the other hand,
using

|Hc(τ, σ, ξ)|� ν2δων

(
τ

σ

)
σ 2δξ−1/2+δ,

which follows from Lemma 3.2 by interpolation, and Lemma 3.3, we have

‖| · |1/2−δHcx(τ, ·)‖Lp � ν2δτ−αc+1+2δ‖x‖Yαc .

Further, Lemma 3.3 gives

‖| · |1/2〈·〉1/8Hcx(τ, ·)‖L2
ρ
� ‖| · |1/2Hcx(τ, ·)‖Y � τ−αc+1‖x‖Yαc .

This completes the desired bounds for the continuous part x(τ, ·). To control the
discrete part, we observe that (see (3.13))

sup
τ>τ0

ταd

∣∣∣∣
∫ ∞

τ

Hd(τ, σ )f (σ )dσ

∣∣∣∣� sup
τ>τ0

ταd |f (τ)|,

sup
τ>τ0

ταd

∣∣∣∣∂τ

∫ ∞

τ

Hd(τ, σ )f (σ )dσ

∣∣∣∣� sup
τ>τ0

ταd |f (τ)|.
In light of the fact that

βν(τ ) ∼ 1

τ
,

the implicit equation

xd(τ ) =
∫ ∞

τ

Hd(τ, σ )(fd(σ ) − βν(σ )∂σ xd(σ )) dσ

is then solved via straightforward iteration, provided that τ > τ0 with τ0 suffi-
ciently large, and the limit satisfies

sup
τ>τ0

ταd |xd(τ )| � sup
τ>τ0

ταd |fd(τ )|.
This completes the proof of the lemma. �

3.3. Solving the Main Equation

Abstractly speaking, equation (3.5) is of the form

Lx = x0 + Ax + F(x), (3.16)

where x0 is a given element in a Banach space X, A is a bounded linear opera-
tor on X, and F is a nonlinear mapping from X to X. Furthermore, in light of
Lemma 3.4, the operator L is linear and invertible with bounded inverse H . The
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goal is to find a solution x ∈ X. Compared to equation (3.5), this is a slightly
simplified model case, but it captures the essentials. By applying H , we rewrite
equation (3.16) as

x = Hx0 + HAx + HF(x). (3.17)

The point is to find a method to solve equation (3.17), even if the operator norm
of HA is not small, that is, if one cannot apply the Banach fixed point theo-
rem directly. The idea is to perform an iteration procedure. This means that one
first proves the existence of (1 − HA)−1, which amounts to showing the norm-
convergence of the Neumann series

∞∑
n=0

(HA)n.

Thus, we have to consider ‖(HA)n‖ and prove an appropriate bound that makes
the Neumann series convergent. The point is, of course, that only very large n are
relevant here, and hence, we may exploit a smallness property, which only shows
up after sufficiently many iterations. This is exactly the idea used to solve Volterra
equations. Once we have obtained the existence of (1 −HA)−1, we rewrite equa-
tion (3.17) as

x = (1 − HA)−1Hx0 + (1 − HA)−1HF(x), (3.18)

and if the nonlinearity F is suitable, it is possible to solve equation (3.18) by
a fixed point argument. This is, roughly speaking, the program we are going to
follow in order to solve equation (3.5).

3.4. Time Decay of the Inhomogeneous Term

According to the program outlined at the beginning of Section 3.3, we first focus
on the difficult linear terms on the right-hand side of equation (3.5). In fact, the
linear term with the least decay is the one containing the derivative D̂x since the
other one comes with a prefactor of τ−2, which is sufficient to treat it directly with
the Banach fixed point theorem. Thus, for the moment, we focus on the equation

[D̂2 + βD̂ + ξ ]x = e − 2βKD̂x, (3.19)

where

e(τ, ξ) := κ(τ)−2F[| · |χ̃ (τ, ·)e2(τ, ·)](ξ)

is the inhomogeneous term on the right-hand side of equation (3.5). The first
step, however, is to identify suitable spaces in which we intend to solve equation
(3.19). It is clear that we have to solve for the pair (x, D̂x) since both terms x and
D̂x appear on the right-hand side of equation (3.5). The estimates in Lemma 3.4
suggest to place (x, D̂x) in X α1,β1 × Yα2,β2 where the decay rates αj and βj ,
j = 1,2, are dictated by the inhomogeneous term e. For the latter, we have the
following:
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Lemma 3.5. We have the estimates

|κ(τ)−2U(| · |χ̃ (τ, ·)e2(τ, ·))(ξd)| ≤ Cντ
−3+(1/2)(1+1/ν)+ε

and

|κ(τ)−2U(| · |χ̃ (τ, ·)e2(τ, ·))(ξ)| ≤ Cντ
−3+(1/2)(1+1/ν)+ε〈ξ 〉−1

for all τ � 1, ξ ≥ 0 and any fixed ε > 0.

Proof. According to Proposition 2.1, we have the bound

|κ(τ)−2χ̃ (τ,R)Re2(τ,R)| =
∣∣∣∣κ(τ)−2χ

(
R

ντ

)
Re2

(
ντ

κ(τ)
,

R

κ(τ)

)∣∣∣∣
≤ Cνκ(τ)1/2τ−4〈R〉ε

for some fixed (but arbitrary) ε > 0 and with symbol behavior of the derivatives
of degree at most two. If 0 < ξ � 1 or ξ = ξd , then we have from Theorem 3.1 the
bound |φ(R, ξ)| � 1 for all R ≥ 0, and thus,

|κ(τ)−2U(| · |χ̃ (τ, ·)e2(τ, ·))(ξ)| ≤ Cνκ(τ)1/2τ−4
∫ 3ντ

0
|φ(R, ξ)|〈R〉ε dR

≤ Cντ
−3+(1/2)(1+1/ν)+ε .

If ξ � 1, then we exploit the oscillatory behavior of φ(R, ξ) given in Theorem 3.1
and perform one integration by parts to gain an additional factor ξ−1/2. This yields
the bound

|κ(τ)−2U(| · |χ̃ (τ, ·)e2(τ, ·))(ξ)| ≤ Cντ
−4+(1/2)(1+1/ν)+εξ−1,

which implies the claim. �

Lemma 3.6. Let α,β < 3 − 1
2 (1 + 1

ν
). Then the function e belongs to the space

Yα,β .

Proof. The stated time decay (which implies the conditions on α and β) is an
immediate consequence of Lemma 3.5. Based on the estimate in Lemma 3.5, it
therefore suffices to prove that 〈·〉−1 ∈ Y . It is clear that 〈·〉−1 ∈ Lp(0,∞) for p

large, and for the L2-based component, we distinguish between small and large ξ .
For small ξ , we recall that ρ(ξ) � ξ−1/2 (Theorem 3.1), which is integrable near
0, and for large ξ , we have

|〈ξ 〉−2〈ξ 〉1/4ρ(ξ)| � 〈ξ 〉−5/4

since ρ(ξ) � ξ1/2 for ξ � 1 again by Theorem 3.1. �

Lemma 3.6 shows that e ∈ Y 7/3+ε,7/3+ε for a sufficiently small ε > 0, pro-
vided that ν is sufficiently large, which we assume from now on. Consequently,
Lemma 3.4 yields

He ∈ X 7/3+ε,4/3+ε−2δ, D̂He ∈ Y7/3+ε,4/3+ε,
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and thus, if we choose X 4/3−2δ,4/3−2δ × Y4/3,4/3 as our solution space, then we
even obtain smallness for the inhomogeneous term, that is,

‖He‖X 4/3−2δ,4/3−2δ � ν2δτ−ε
0 , ‖D̂He‖Y4/3,4/3 � τ−ε

0 . (3.20)

By applying the operator H followed by D̂ to equation (3.19) we obtain

D̂x = D̂He − 2D̂HβKD̂x. (3.21)

Solving this equation for D̂x ∈ Y4/3,4/3 amounts to proving the existence (and
boundedness) of the operator (1 + 2D̂HβK)−1 on Y4/3,4/3. As in [11] and [1],
we write

K =
(
Kdd Kdc

Kcd Kcc

)
for the matrix components of K. With this notation we have

D̂HβK =
(
D̂dHd 0

0 D̂cHc

)(
βKdd βKdc

βKcd βKcc

)
, (3.22)

where D̂d is just ∂τ . We start by inverting the diagonal elements of 1 + 2D̂HβK.
Since Kdd is a linear map from C to C, it is just given by a number (to be precise,
we have Kdda = − 3

2a for all a ∈ C; see [1]). Furthermore, by Lemma 3.4 we
have

|D̂dHdβKddxd(τ )| � τ−1|xd(τ )| ≤ τ−1
0 |xd(τ )|

since β(τ) � τ−1. This shows that (1 + 2D̂dHdβKdd)−1 exists.

3.5. Structure and Properties of K
In order to proceed, we need more detailed information on the operator K. The
operator K has been analyzed in detail in [11] and [1]. It is easy to see that
Kcd : C → L2

ρ(0,∞) is given by

Kcda(ξ) = a

‖φ(·, ξd)‖2
L2(0,∞)

∫ ∞

0
φ(R, ξ)[R∂R − 1]φ(R, ξd) dR

with φ from Theorem 3.1. For Kdc and Kcc, we recall the following result.

Theorem 3.7. The operator Kcc : L2
ρ(0,∞) → L2

ρ(0,∞) is given by

Kccf (ξ) =
∫ ∞

0
Kcc(ξ, η)f (η)dη,

where the kernel Kcc is of the form

Kcc(ξ, η) = ρ(η)

ξ − η
F(ξ, η)

with a symmetric function F ∈ C2((0,∞) × (0,∞)). Furthermore, for any N ∈
N, F satisfies the bounds

|F(ξ, η)| ≤ CN

{
ξ + η, ξ + η ≤ 1,

(ξ + η)−1(1 + |ξ1/2 − η1/2|)−N, ξ + η ≥ 1,
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|∂ξF (ξ, η)| + |∂ηF (ξ, η)|

≤ CN

{
1, ξ + η ≤ 1,

(ξ + η)−3/2(1 + |ξ1/2 − η1/2|)−N, ξ + η ≥ 1,

max
j+k=2

|∂j
ξ ∂k

ηF (ξ, η)| ≤ CN

{
(ξ + η)−1/2, ξ + η ≤ 1,

(ξ + η)−2(1 + |ξ1/2 − η1/2|)−N, ξ + η ≥ 1.

Finally, the operator Kdc : L2
ρ(0,∞) → C is of the form

Kdcf =
∫ ∞

0
Kdc(ξ)f (ξ)ρ(ξ) dξ

with a smooth and rapidly decreasing function Kdc.

Proof. See [11], Theorem 5.1. �

As a consequence of Theorem 3.7, we have the following mapping properties of
Kcc and the commutator [Ac,Kcc], where we recall that

Acf (ξ) = −2ξf ′(ξ) −
(

5

2
+ ξρ′(ξ)

ρ(ξ)

)
f (ξ).

Proposition 3.8. We have the bounds
‖Kccf ‖X � ‖f ‖X, ‖[Ac,Kcc]f ‖X � ‖f ‖X,

‖Kccf ‖Y � ‖f ‖X, ‖[Ac,Kcc]f ‖Y � ‖f ‖X,

‖Kccg‖Y � ‖g‖Y , ‖[Ac,Kcc]g‖Y � ‖g‖Y

for all f ∈ X and g ∈ Y .

Proof. This follows from the representation in Theorem 3.7 but requires some
harmonic analysis. For the proof, we refer the reader to [1], Propositions 5.5 and
5.8. We remark that the bounds for [Ac,Kcc] can be obtained in the same fashion
as the ones for Kcc by noting that the kernel of [Ac,Kcc] is of the form

ρ(η)

ξ − η
F̃ (ξ, η)

with

F̃ (ξ, η) = ηρ′(η)

ρ(η)
F (ξ, η) + [ξ∂ξ + η∂η]F(ξ, η);

see [11], p. 52. �

In what follows, it is necessary to split the operator Kcc into a diagonal and an
off-diagonal part. Thus, for n0 ∈ N, we set

Kd
n0

(ξ, η) = χ

(
n0

(
ξ

η
− 1

))
Kcc(ξ, η),

where χ is a standard smooth cut-off with χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for
|x| ≥ 2. Furthermore, we denote by Kd

n0
the corresponding operator and write

Knd
n0

:= Kcc −Kd
n0
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for the off-diagonal part. First, we establish a smoothing estimate for the off-
diagonal part at small frequencies.

Lemma 3.9. With p from Definition 3.1, we have the bounds

‖| · |−1/(2p)〈·〉1/(2p)Knd
n0

f ‖Y � n2
0‖f ‖Y

and

‖| · |−1/(2p)〈·〉1/(2p)Knd
n0

f ‖X � n4
0‖f ‖X

for all n0 ∈ N, n0 ≥ 100.

Proof. Explicitly, the operator Knd
n0

is given by

Knd
n0

f (ξ) =
∫ ∞

0
Knd

n0
(ξ, η)f (η)dη

with

Knd
n0

(ξ, η) =
[

1 − χ

(
n0

(
ξ

η
− 1

))]
Kcc(ξ, η).

Note that on the support of Knd
n0

we have | ξ
η

− 1| ≥ 1/n0, and thus, either η ≤
1

1+1/n0
ξ or η ≥ 1

1−1/n0
ξ . In the former case, we obtain

ξ − η ≥
(

1 − 1

1 + 1/n0

)
ξ � 1

n0
ξ � 1

n0
(ξ + η),

and in the latter, η − ξ � (1/n0)(ξ + η). Thus, we have |ξ − η| � (1/n0)|ξ + η|,
and from Theorem 3.7 we obtain the bound |Knd

n0
(ξ, η)| � n0η

−1/2, provided that

ξ + η ≤ 1. If ξ + η ≥ 1, then we note that, as before, |ξ1/2 − η1/2| � n
−1/2
0 ξ1/2

and also |ξ1/2 − η1/2|� n
−1/2
0 η1/2. Thus, from Theorem 3.7 we obtain the bound

|Knd
n0

(ξ, η)| � n2
0〈ξ 〉−1〈η〉−2. We conclude that

|K̃(ξ, η)| := |ξ−1/(2p)〈ξ 〉1/(2p)Knd
n0

(ξ, η)|
� n2

0ξ
−1/(2p)〈ξ 〉1/(2p)〈ξ 〉−1η−1/2〈η〉1/2〈η〉−3/2

for all ξ, η ≥ 0, and thus,

‖K̃‖
Lp(0,∞)Lp′

(0,∞)
� n2

0,

which implies

‖| · |−1/(2p)〈·〉1/(2p)Knd
n0

f ‖Lp(0,∞) � n2
0‖f ‖Lp(0,∞).

For the weighted L2-component, we estimate

|K̃(ξ, η)| := |ξ−1/(2p)〈ξ 〉1/(2p)〈ξ 〉1/8ρ(ξ)1/2Knd
n0

(ξ, η)〈η〉−1/8ρ(η)−1/2|
� n2

0ξ
−1/(2p)−1/4〈ξ 〉1/(2p)+1/4〈ξ 〉−5/8η−1/4〈η〉1/4〈η〉−15/8,

which implies ‖K̃‖L2(0,∞)L2(0,∞) � n2
0, and the claim follows.



Exotic Blowup Solutions 483

For the second bound, we proceed completely analogously with the exception
that the L2-component gets estimated in a slightly different way and we use the
stronger bound |K(ξ,η)| � n4

0〈ξ 〉−2〈η〉−2 from Theorem 3.7. With

K̃(ξ, η) := ξ−1/(2p)〈ξ 〉1/(2p)ξ1/2−δ〈ξ 〉−1/2+δKnd
n0

(ξ, η)η−1/2+δ〈η〉1/2−δ

we obtain ‖K̃‖
Lp(0,∞)Lp′

(0,∞)
� n4

0, provided that (−1 + δ)p′ > −1, which we

may safely assume since p is supposed to be large. For the L2-component in the
second bound, we consider the kernel

K̃(ξ, η) := ξ−1/(2p)〈ξ 〉1/(2p)ξ1/2〈ξ 〉1/8ρ(ξ)1/2Knd
n0

(ξ, η)η−1/2+δ〈η〉1/2−δ,

which satisfies the bound

|K̃(ξ, η)| � n4
0ξ

−1/(2p)−1/4〈ξ 〉1/(2p)+1/4〈ξ 〉−9/8η−1+δ〈η〉1−δ〈η〉−2.

This implies the bound ‖K̃‖
L2(0,∞)Lp′

(0,∞)
� n4

0, which concludes the proof. �

We also need a corresponding smoothing property for the diagonal part. Here it is
crucial for the following that the obtained bound does not depend on n0. We start
with an estimate for a truncated version of the Hilbert transform.

Lemma 3.10. Let Hn, n ∈N, be given by

Hnf (ξ) :=
∫ ∞

0

χ(n(ξ/η − 1))

ξ − η
f (η)dη, ξ ≥ 0,

where χ is a smooth cut-off function satisfying χ(x) = 1 for |x| ≤ 1 and χ(x) = 0
for |x| ≥ 2. Then Hn extends to a bounded operator on Lq(0,∞) for any q ∈
(1,∞), and we have

‖Hnf ‖Lq(0,∞) � ‖f ‖Lq(0,∞)

for all f ∈ Lq(0,∞) and all n ≥ 100.

Proof. We use

χ

(
n

(
ξ

η
− 1

))
= 1 + n(ξ − η)

η

∫ 1

0
χ ′

(
ns

(
ξ

η
− 1

))
ds

to decompose the kernel according to

χ(n(ξ/η − 1))

ξ − η
= 1

ξ − η
+ n

η
O(1). (3.23)

Let In
jk := [2j−1 + 3 k−1

n
2j−1,2j−1 + 3 k

n
2j−1] and observe that

[2j−1,2j+1] =
n⋃

k=1

In
jk.

Furthermore, set �n := {(ξ, η) ∈ [0,∞)2 : χ(n(
ξ
η

− 1)) �= 0}. Since we have

|ξ −η| ≤ 2
n
η for all (ξ, η) ∈ �n, η ∈ In

jk implies ξ ∈ Ĩ n
jk for all (ξ, η) ∈ �n, where
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Ĩ n
jk are suitable (overlapping) intervals with |Ĩ n

jk| � 2j /n and [2j−2,2j+2] =⋃n
k=1 Ĩ n

jk . As a consequence, we infer

�n ⊂
⋃
j∈Z

n⋃
k=1

Ĩ n
jk × In

jk

for any n ≥ 100. Thus, we obtain

Hnf (ξ) = 1

2

∑
j∈Z

n∑
k=1

∫ ∞

0

χ(n(ξ/η − 1))

ξ − η
1In

jk
(η)f (η) dη

= 1

2

∑
j∈Z

n∑
k=1

1
Ĩ n
jk

(ξ)

∫ ∞

0

χ(n(ξ/η − 1))

ξ − η
1In

jk
(η)f (η) dη

= 1

2

∑
j∈Z

n∑
k=1

1In
jk

(ξ)Hn(1In
jk

f )(ξ).

Consequently, it suffices to bound the operator f �→ 1
Ĩ n
jk

Hn(1In
jk

f ) on Lq :=
Lq(0,∞), uniformly in n ≥ 100 and j ∈ Z, because then we can conclude that

‖Hnf ‖q
Lq �

∑
j∈Z

n∑
k=1

‖1
Ĩ n
jk

Hn(1In
jk

f )‖q
Lq =

∑
j∈Z

n∑
k=1

‖1
Ĩ n
jk

Hn(1In
jk

1In
jk

f )‖q
Lq

�
∑
j∈Z

n∑
k=1

‖1In
jk

f ‖q
Lq � ‖f ‖q

Lq .

According to equation (3.23), the kernel of the operator f �→ 1
Ĩ n
jk

Hn(1In
jk

f ) is of

the form

1
Ĩ n
jk

(ξ)1In
jk

(η)
χ(n(ξ/η − 1))

ξ − η
=

1
Ĩ n
jk

(ξ)1In
jk

(η)

ξ − η
+ n2−j 1

Ĩ n
jk

(ξ)1In
jk

(η)O(1).

Thus, we obtain the decomposition

1
Ĩ n
jk

Hn(1In
jk

f ) = π1
Ĩ n
jk

H(1In
jk

f ) + Bn
jkf

with the standard Hilbert transform H and the kernel of Bn
jk pointwise bounded by

Cn2−j 1
Ĩ n
jk

(ξ)1In
jk

(η) for some absolute constant C > 0. We immediately obtain

‖1
Ĩ n
jk

H(1In
jk

f )‖Lq � ‖f ‖Lq by the Lq -boundedness of the Hilbert transform for

q ∈ (1,∞), and the operator norm of Bn
jk is bounded by

‖Bn
jk‖Lq � n2−j

(∫ ∞

0
1
Ĩ n
jk

(ξ) dξ

)1/q(∫ ∞

0
1In

jk
(η) dη

)1/q ′

� 1

for all n ≥ 100, j ∈ Z, and k ∈ {1,2, . . . , n} since |Ĩ n
jk| � |In

jk| � 2j

n
. �
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With this result at our disposal, we can now prove the desired smoothing property
of Kd

n0
.

Lemma 3.11. For any ε > 0, a, b ∈R, and q ∈ (1,∞), we have the bound

‖| · |−1/2+ε〈·〉1−2εKd
n0

f | · |a〈·〉b‖Lq(0,∞) � ‖f | · |a〈·〉b‖Lq(0,∞)

for all n0 ≥ 100.

Proof. Consider the operator J with kernel

ξ−1/2+ε〈ξ 〉1−2εξa〈ξ 〉bKd
n0

(ξ, η)η−a〈η〉−b.

In order to prove the assertion, it suffices to show that J extends to an operator on
Lq := Lq(0,∞) for q ∈ (1,∞) that is uniformly bounded in n0 ≥ 100. According
to Theorem 3.7, the kernel of J can be written in the form

ξ−1/2+ε〈ξ 〉1−2εξa〈ξ 〉bKd
n0

(ξ, η)η−a〈η〉−b = χ

(
n0

(
ξ

η
− 1

))
G(ξ,η)

ξ − η
,

where

G(ξ,η) = ξ−1/2+ε〈ξ 〉1−2εξa〈ξ 〉bρ(η)F (ξ, η)η−a〈η〉−b.

We decompose J = J1 +J2, where

J1f (ξ) =
∫ ∞

0
χ

(
n0

(
ξ

η
− 1

))
G(η,η)

ξ − η
f (η)dη,

J2f (ξ) =
∫ ∞

0
χ

(
n0

(
ξ

η
− 1

))
G(ξ,η) − G(η,η)

ξ − η
f (η)dη.

By setting g(η) := G(η,η) we see that J1f = Hn0(gf ) where Hn0 is the
truncated Hilbert transform from Lemma 3.10. Note that Theorem 3.7 implies
‖g‖L∞(0,∞) � 1, and thus,

‖J1f ‖Lq = ‖Hn0(gf )‖Lq � ‖gf ‖Lq � ‖f ‖Lq

for all n0 ≥ 100 by Lemma 3.10. Consequently, it suffices to consider the opera-
tor J2.

First, we study the case ξ, η ≤ 4. Since

|G(ξ,η) − G(η,η)| ≤ |ξ − η|
∫ 1

0
|∂1G(η + s(ξ − η), η)|ds,

we obtain from Theorem 3.7 the estimate

A1(ξ, η) := 1[0,4](ξ)1[0,4](η)χ

(
n0

(
ξ

η
− 1

))∣∣∣∣G(ξ,η) − G(η,η)

ξ − η

∣∣∣∣
� 1[0,4](ξ)1[0,4](η)χ

(
n0

(
ξ

η
− 1

))
η−1+ε

� 1[0,4](ξ)1[0,4](η)ξ (1/q)(−1+ε)η(1/q ′)(−1+ε),

which yields ‖A1‖LqLq′ � 1 for all n0 ≥ 100 and any q ∈ (1,∞).
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It remains to study the case ξ, η ∈ � := [0,∞)2\[0,4]2. Here we further dis-
tinguish between |ξ − η| ≤ 1 and |ξ − η| ≥ 1. In the former case, we obtain from
Theorem 3.7 the bound

A2(ξ, η) := 1[−1,1](ξ − η)1�(ξ, η)χ

(
n0

(
ξ

η
− 1

))∣∣∣∣G(ξ,η) − G(η,η)

ξ − η

∣∣∣∣
� 1[−1,1](ξ − η)1�(ξ, η)η−ε .

We define Jk := [k + 1, k + 3], J̃k := [k, k + 4] and note that

� ⊂
∞⋃

k=1

J̃k × Jk,

where � := {(ξ, η) ∈ � : |ξ − η| ≤ 1}. Since

1Jk
(η)1[−1,1](ξ − η) = 1

J̃k
(ξ)1Jk

(η)1[−1,1](ξ − η),

it suffices to consider the kernel A2 on J̃k × Jk (cf. the proof of Lemma 3.10).
We obtain ‖A2‖Lq(J̃k)L

q′
(Jk)

� 1 for all k ∈ N and all n0 ≥ 100, which settles
the case |ξ − η| ≤ 1. Finally, if |ξ − η| ≥ 1, then we define the dyadic intervals
IN := [2N−1,2N+1], ĨN := [2N−2,2N+2] and consider the kernel on ĨN × IN ,
N ∈N. Thanks to the cut-off χ(n0(

ξ
η

− 1)), it suffices to bound

A3(ξ, η) := 1[1,∞)(|ξ − η|)1
ĨN

(ξ)1IN
(η)χ

(
n0

(
ξ

η
− 1

))
G(ξ,η) − G(η,η)

ξ − η
,

uniformly in N ∈ N. Note that 1 ≤ |ξ −η| ≤ 2η ≤ 2N+2 on the support of A3. We
further subdivide this interval by [1,2N+2] = ⋃N+1

j=1 Ij , and from Theorem 3.7
we obtain the bound

|A3(ξ, η)| � 2−εN

N+1∑
j=1

A3j (ξ, η), (3.24)

where

A3j (ξ, η) = 1Ij
(|ξ − η|)1

ĨN
(ξ)1IN

(η)χ

(
n0

(
ξ

η
− 1

))
2−j .

Thanks to the cut-off 1Ij
(|ξ − η|), it suffices to bound A3j on squares Qj of area

� 22j , which yields ‖A3j‖LqLq′
(Qj )

� 1 for all j ∈ {1,2, . . . ,N + 1} and any
q ∈ (1,∞). Consequently, by equation (3.24) we obtain

‖A3‖Lq(ĨN )Lq′
(IN )

�N2−εN � 1

for all N ∈N, which finishes the proof. �



Exotic Blowup Solutions 487

3.6. Estimates for the off-Diagonal Part

Recall that our aim is to prove smallness of (D̂cHcβKcc)
n for sufficiently large n.

As suggested by the decomposition Kcc = Kd
n0

+ Knd
n0

, we consider the diagonal
and off-diagonal parts separately. In fact, it turns out that for the off-diagonal part,
it suffices to consider the operator D̂cHcβKnd

n0
D̂cHcβ , that is, Knd

n0
gets “sand-

wiched” between two copies of D̂cHcβ . Our goal is to show that the norm (on
Yα) of this operator can be made small by choosing τ0 in Definition 3.1 large.
More precisely, we have the following result.

Lemma 3.12. Let α > 3
4 (1 + 1

ν
). Then there exists an ε > 0 such that

‖D̂cHcβKnd
n0
D̂cHcβ‖Yα � n4

0τ
−ε
0

for all n0 ∈ N, where τ0 is from Definition 3.1.

Proof. We have

D̂cHcβKnd
n0
D̂cHcβx(τ, ξ)

=
∫ ∞

τ

Ĥc(τ, σ1, ξ)β(σ1)

∫ ∞

0
Knd

n0
(ω(τ, σ1)

2ξ, η)

×
∫ ∞

σ1

Ĥc(σ1, σ2, η)β(σ2)x(σ2,ω(σ1, σ2)
2η)dσ2 dη dσ1, (3.25)

where ω(s1, s2) = κ(s1)κ
−1(s2), and Knd

n0
is the kernel of the operator Knd

n0
. We

split the integral over σ1 into two parts by distinguishing between the cases
σ1ξ � 1 and σ1ξ � 1. In the former case, we exploit the smoothing property
from Lemma 3.9 in order to gain a small factor. Thus, we write y(σ, ξ) :=
D̂cHcβx(σ, ξ) and note that y ∈ Yα by Lemma 3.4. We have to estimate

J1y(τ, ξ) :=
∫ ∞

τ

χ(σξ)Ĥc(τ, σ, ξ)β(σ )Knd
n0

y(σ,ω(τ, σ )2ξ) dσ.

Recall that

Ĥc(τ, σ, ξ) = −ω(τ,σ )3/2ρ(ξ)−1/2ρ(ω(τ, σ )2ξ)1/2

× cos

(
κ(τ)ξ1/2

∫ σ

τ

κ−1(u) du

)
,

and, since ω(τ,σ ) ≤ 1, we obtain from the asymptotics of ρ in Theorem 3.1 the
bound |Ĥc(τ, σ, ξ)| � ω(τ,σ ). Consequently, with p from Definition 3.1 we have

|J1y(τ, ξ)|�
∫ ∞

τ

χ(σξ)σ−1ω(τ,σ )[ω(τ,σ )2ξ ]1/(2p)

× [ω(τ,σ )2ξ ]−1/(2p)|Knd
n0

y(σ,ω(τ, σ )2ξ)|dσ

�
∫ ∞

τ

σ−1−1/(2p)ω(τ, σ )1+1/p

× [ω(τ,σ )2ξ ]−1/(2p)|Knd
n0

y(σ,ω(τ, σ )2ξ)|dσ,
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and Lemmas 3.3, 3.9 yield

‖J1y‖Yα � τ
−1/(2p)

0 sup
τ>τ0

τα‖| · |−1/(2p)Knd
n0

y(τ, ·)‖Y � n2
0τ

−1/(2p)

0 ‖y‖Yα .

Thus, by Lemma 3.4 we obtain ‖J1y‖Yα � n4
0τ

−1/(2p)

0 ‖x‖Yα .
It remains to consider the case σ1ξ � 1. Unfortunately, this is more compli-

cated, and we have to exploit the oscillation of the kernel. After the change of
variable η �→ ω(σ1, σ2)

−2η and an application of the Fubini theorem, it remains
to study the operator

J2x(τ, ξ) :=
∫ ∞

0

∫ ∞

τ

∫ ∞

σ1

[1 − χ(σ1ξ)]Ĥc(τ, σ1, ξ)Ĥc(σ1, σ2,ω(σ1, σ2)
−2η)

× β(σ1)β(σ2)ω(σ1, σ2)
−2Knd

n0
(ω(τ, σ1)

2ξ,ω(σ1, σ2)
−2η)

× x(σ2, η) dσ2 dσ1 dη;
cf. equation (3.25). We have

Ĥc(τ, σ1, ξ)Ĥc(σ1, σ2,ω(σ1, σ2)
−2η)

= A(τ,σ1, σ2, ξ, η)

× cos

(
κ(τ)ξ1/2

∫ σ1

τ

κ−1(u) du

)
cos

(
κ(σ2)η

1/2
∫ σ2

σ1

κ−1(u) du

)
,

where

A(τ,σ1, σ2, ξ, η) = ω(τ,σ2)
3/2ρ(ξ)−1/2

× ρ(ω(τ, σ1)
2ξ)1/2ρ(ω(σ1, σ2)

−2η)−1/2ρ(η)1/2.

By the asymptotics of ρ given in Theorem 3.1 and the fact that τ ≤ σ1 ≤ σ2, we
obtain the estimate |A(τ,σ1, σ2, ξ, η)| � ω(τ,σ2) with symbol behavior under
differentiation with respect to each variable. Furthermore, by using the trigono-
metric identity 2 cosa cosb = cos(a+b)+cos(a−b) we observe that the operator
in question decomposes as J2 = A+ +A− where

A±x(τ, ξ)

= 1

2

∫ ∞

0

∫ ∞

τ

∫ ∞

σ1

[1 − χ(σ1ξ)]β(σ1)β(σ2)ω(σ1, σ2)
−2A(τ,σ1, σ2, ξ, η)

× cos

(
ξ1/2κ(τ)

∫ σ1

τ

κ−1(u) du ± η1/2κ(σ2)

∫ σ2

σ1

κ−1(u) du

)

× Knd
n0

(ω(τ, σ1)
2ξ,ω(σ1, σ2)

−2η)x(σ2, η) dσ2 dσ1 dη.

It suffices to consider A+. We abbreviate

μ := ξ1/2κ(τ)κ−1(σ1) − η1/2κ(σ2)κ
−1(σ1),
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and since ∂σ1μ = −c(σ1)(1 + 1
ν
)σ−1

1 μ, c(σ1) ∈ [2−1,2], we obtain the identity

cos(�) = ∂σ1[μ−1 sin(�)] − c(σ1)

(
1 + 1

ν

)
σ−1

1 μ−1 sin(�),

� = ξ1/2κ(τ)

∫ σ1

τ

κ−1(u) du + η1/2κ(σ2)

∫ σ2

σ1

κ−1(u) du.

Then we use the integration by parts formula∫ ∞

τ

∫ ∞

σ1

∂σ1f (σ1, σ2)g(σ1, σ2) dσ2 dσ1

=
∫ ∞

τ

f (σ1, σ1)g(σ1, σ1) dσ1 −
∫ ∞

τ

f (τ, σ1)g(τ, σ1) dσ1

−
∫ ∞

τ

∫ ∞

σ1

f (σ1, σ2)∂σ1g(σ1, σ2) dσ2 dσ1

to conclude that the operator A+ decomposes into four types of terms, A+ =∑4
j=1 Aj , of the form

A1x(τ, ξ) =
∫ ∞

τ

∫ ∞

0
K̃nd

n0
(ω(τ, σ1)

2ξ, η)

×
∫ ∞

σ1

O(σ
−3/2
1 )σ−1

2 ω(τ,σ2)x(σ2,ω(σ1, σ2)
2η)dσ2 dη dσ1,

A2x(τ, ξ) =
∫ ∞

τ

∫ ∞

0
O(σ

−3/2
1 )ω(τ, σ1)K̃

nd
n0

(ω(τ, σ1)
2ξ, η)x(σ1, η) dη dσ1,

A3x(τ, ξ) =
∫ ∞

0
K̃nd

n0
(ξ, η)

∫ ∞

τ

O(τ−1)σ
−1/2
1 ω(τ,σ1)

× x(σ1,ω(τ, σ1)
2η)dσ1 dη,

A4x(τ, ξ) =
∫ ∞

τ

∫ ∞

0
∂σ1K̃

nd
n0

(ω(τ, σ1)
2ξ,ω(σ1, σ2)

−2η)

×
∫ ∞

σ1

O(σ
−1/2
1 )σ−1

2 ω(τ,σ2)ω(σ1, σ2)
−2x(σ2, η) dσ2 dη dσ1,

with

K̃nd
n0

(ξ, η) := ξ1/2 Knd
n0

(ξ, η)

ξ1/2 − η1/2
,

where we have used the fact that σ
−1/2
1 � ξ1/2 on the support of the cut-off 1 −

χ(σ1ξ) and performed the change of variable η �→ ω(σ1, σ2)
2η in the first three

terms. Since ∣∣∣∣η1/2

ξ1/2
− 1

∣∣∣∣� 1

n0

on the support of Knd
n0

(cf. the proof of Lemma 3.9), we observe that

|K̃nd
n0

(ξ, η)| � n0|Knd
n0

(ξ, η)|,
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and thus, Lemmas 3.3 and 3.9 yield ‖Aj x‖Yα � n3
0τ

−1/2
0 ‖x‖Yα for j = 1,2,3.

Finally, after the change of variables η �→ ω(σ1, σ2)
2η, the operator A4 can be

written as

A4x(τ, ξ) =
∫ ∞

τ

∫ ∞

0
[ξ∂ξ + η∂η]K̃nd

n0
(ω(τ, σ1)

2ξ, η)

×
∫ ∞

σ1

O(σ
−3/2
1 )σ−1

2 ω(τ,σ2)x(σ2,ω(σ1, σ2)
2η)dσ2 dη dσ1,

and since |[ξ∂ξ + η∂η]K̃nd
n0

(ξ, η)| � n2
0|Knd

n0
(ξ, η)| by Theorem 3.1, we obtain

‖A4x‖Yα � n4
0τ

−1/2
0 ‖x‖Yα

as before by Lemmas 3.3 and 3.9. �

3.7. Estimates for the Diagonal Term

Next, we consider the diagonal operator Kd
n0

. We further decompose Kd
n0

in the
following way. We set

Kε
1 (ξ, η) := 1[0,ε)(ξ)Kd

n0
(ξ, η)

and

Kε
3 (ξ, η) := 1(ε−1,∞)(ξ)Kd

n0
(ξ, η),

where Kd
n0

is the kernel of Kd
n0

. Following our usual scheme, we denote the oper-
ator with kernel Kε

j by Kε
j , j = 1,3. Furthermore, we define Kε

2 by

Kd
n0

=
3∑

j=1

Kε
j ,

which yields the desired decomposition. We bear in mind that the operators
Kε

j depend on n0 but suppress this dependence in the notation. Finally, we
set

Aε := 2D̂cHcβKε
1,

Bε := 2D̂cHcβKε
2,

Cε := 2D̂cHcβKε
3.

First, we establish some smallness properties. Here and in the following, the prod-
uct of noncommutative operators Aj is defined as

n∏
j=1

Aj := A1A2 · · ·An.

Lemma 3.13. Let α > 3
4 (1 + 1

ν
), and let ε > 0 be sufficiently small. Then we have

the bounds
‖Aε‖Yα � ε1/4, ‖Cε‖Yα � ε1/4,
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and ∥∥∥∥
n0−1∏
j=0

Bμ−j ε

∥∥∥∥
Yα

≤
[
Cn0−1ε−(n0−1)

(n0 − 1)!
]1/p

for all sufficiently large n0 ∈ N, where μ := 1 + 4/n0, C > 0 is some absolute
constant, and p is from Definition 3.1.

Proof. From Lemma 3.11 we immediately obtain the estimate

‖Kε
1f ‖Y = ‖1[0,ε)| · |1/4| · |−1/4Kd

n0
f ‖Y � ‖1[0,ε)| · |1/4‖L∞(0,∞)‖f ‖Y

= ε1/4‖f ‖Y

and, analogously, ‖Kε
3‖Y � ε1/4, uniformly in n0 ≥ 100. With ω(τ,σ ) :=

κ(τ)κ(σ )−1 we have

Aεx(τ, σ ) = 2
∫ ∞

τ

Ĥc(τ, σ, ξ)β(σ )Kε
1x(σ,ω(τ, σ )2ξ) dσ

and |Ĥc(τ, σ, ξ)β(σ )| � ω(τ,σ )σ−1 (cf. the proof of Lemma 3.12). Conse-
quently, Lemma 3.3 yields the stated estimate for Aε , and the proof for Cε is
identical.

In order to prove the remaining estimate, note first that

( n0−1∏
j=0

Bμ−j ε

)
x(σ0, η0)

=
∫ ∞

σ0

∫ ∞

0
· · ·

∫ ∞

σn0−1

∫ ∞

0
x(σn0 , ηn0)

n0−1∏
j=0

[2Ĥc(σj , σj+1, ηj )β(σj+1)

× K
μ−j ε
2 (ω(σj , σj+1)

2ηj , ηj+1)]dηn0 dσn0 · · · dη1 dσ1. (3.26)

Now we are going to exploit the following observation. Consider the expression

Kε
2 (ω(σ0, σ1)

2η0, η1)K
μ−1ε
2 (ω(σ1, σ2)

2η1, η2), (3.27)

which appears in the integrand of (3.26). Assume σ0, σ1 to be fixed and sup-
pose that we want to perform the integration with respect to σ2. As σ2 → ∞,
we must have η1 → ∞ in order to stay in the support of (3.27). However, since
Kε

2 is supported near the diagonal, this also entails ω(σ0, σ1)
2η0 → ∞, and we

therefore necessarily leave the support of (3.27). Hence, it is not necessary to
integrate all the way up to infinity. In order to quantify this argument, we re-
turn to equation (3.26) and note that on the support of the integrand we have
ω(σj , σj+1)

2ηj/ηj+1 ≥ 1 − 2/n0 for all j ∈ {0,1, . . . , n0 − 1}. This implies

(
1 − 2

n0

)n0−1

≤
n0−2∏
j=0

ω(σj , σj+1)
2 ηj

ηj+1
= ω(σ0, σn0−1)

2 η0

ηn0−1
. (3.28)
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On the other hand, we have ω(σn0−1,σn0)
2ηn0−1 ≥ μ−(n0−1)ε and ω(σ0,σ1)

2η0 ≤
ε−1 on the support of the integrand in equation (3.26). By inserting these two es-
timates into (3.28) we find(

1 − 2

n0

)n0−1

≤ ω(σ1, σn0)
2μn0−1ε−2,

which yields σ
2(1+1/ν)
n0 � σ

2(1+1/ν)

1 ε−2 for all n0 ≥ 100. Hence, we obtain the
crude bound σn0 ≤ σ1ε

−1 for all n0 ≥ 100 (provided that ε > 0 is sufficiently
small), and since σ0 ≤ σ1 ≤ · · · ≤ σn0 , we have in fact σj ≤ σ1ε

−1 for all j ∈
{2,3, . . . , n0}. Consequently, upon writing

Jax(τ, ξ) := 2
∫ a

τ

Ĥc(τ, σ, ξ)β(σ )x(σ,ω(τ, σ )2ξ) dσ

and by defining

y(τ, ξ) :=
n0−1∏
j=1

(Jε−1τK
μ−j ε
2 )x(τ, ξ),

we obtain (n0−1∏
j=0

Bμ−j ε

)
x(τ, ξ) = Bεy(τ, ξ).

Therefore, it suffices to prove an appropriate bound for y(τ, ξ). By Hölder’s in-
equality, Fubini’s theorem, and the fact that |Ĥc(τ, σ, ξ)| � ων(

τ
σ
) we infer

‖Jε−1τ x(τ, ·)‖p
Lp � τ−1

∫ ε−1τ

τ

ων

(
τ

σ

)p−2

‖x(σ, ·)‖p
Lp dσ (3.29)

and, similarly,

‖Jε−1τ x(τ, ·)〈·〉1/8‖2
L2

ρ

� τ−δ0

∫ ε−1τ

τ

ων

(
τ

σ

)2−7/2

σ−1+δ0‖x(σ, ·)〈·〉1/8‖2
L2

ρ
dσ, (3.30)

where δ0 > 0 is chosen such that α ≥ 3
4 (1 + 1

ν
) + δ0, that is, such that the integral

converges (cf. the proof of Lemma 3.3). By Lemma 3.11 we have the same bounds

for Jε−1τK
μ−j ε
2 , j ∈ {0, . . . , n0 − 1}. Consequently, (3.29) implies

‖y(σ1, ·)‖p
Lp ≤ Cn0−1

∫ ε−1σ1

σ1

∫ ε−1σ1

σ2

· · ·
∫ ε−1σ1

σn0−1

n0−1∏
j=1

(
ων

(
σj

σj+1

)p−2

σ−1
j

)

× ‖x(σn0 , ·)‖p
Lp dσn0 dσn0−1 · · · dσ2

≤ Cn0−1ε−(n0−1)

(n0 − 1)! σ
−pα

1 ‖x‖p

Yα ,

where C > 0 is some absolute constant. By the same argument we obtain an anal-
ogous estimate for ‖y(σ1, ·)‖L2

ρ
, and the proof is finished. �
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Next, we prove the following crucial orthogonality relations.

Lemma 3.14. For any sufficiently small ε > 0 and n0 ≥ 4, we have

AεBμε = 0, BμεCε = 0,

and
AεCε = AμεCε = AεCμε = 0,

where μ := 1 + 4/n0.

Proof. Explicitly, we have

Bεx(τ, ξ) = 2
∫ ∞

τ

Ĥc(τ, σ, ξ)β(σ )

∫ ∞

0
Kε

2 (ω(τ, σ )2ξ, η2)x(σ, η2) dη2 dσ,

where, as before, ω(s1, s2) = κ(s1)κ
−1(s2). Furthermore,

Kε
1Bμεx(τ, ξ) =

∫ ∞

0
Kε

1 (ξ, η1)Bμεx(τ, η1) dη1,

and thus, in order to prove AεBμε = 0, it suffices to show that

Kε
1 (ξ, η1)K

με
2 (ω(τ, σ )2η1, η2) = 0 (3.31)

for all ξ, η1, η2 ≥ 0 and τ ≤ σ . Recall that

Kε
1 (ξ, η1) = 1[0,ε)(ξ)χ

(
n0

(
ξ

η1
− 1

))
Kcc(ξ, η1),

where χ(x) �= 0 only if |x| ≤ 2 and thus, Kε
1 (ξ, η1) �= 0 only if

η1 ≤
(

1 − 2

n0

)−1

ξ <

(
1 − 2

n0

)−1

ε. (3.32)

On the other hand, we have K
με
2 (ω(τ, σ )2η1, η2) �= 0 only if (1 + 4/n0)ε ≤

ω(τ,σ )2η1 ≤ η1, and since 1 + 4/n0 ≥ (1 − 2/n0)
−1 for all n0 ≥ 4, this con-

dition is incompatible with (3.32), which proves (3.31).
Similarly, to see that BμεCε = 0, we consider the product kernel

K
με
2 (ξ, η1)K

ε
3 (ω(τ, σ )2η1, η2).

The second factor is nonvanishing only if η1 > ε−1, whereas on the support of the
first factor, we have

η1 ≤
(

1 − 2

n0

)−1

ξ ≤
(

1 − 2

n0

)−1(
1 + 4

n0

)−1

ε−1

and (1 − 2/n0)
−1(1 + 4/n0)

−1 ≤ 1 for all n0 ≥ 4. This implies the desired
BμεCε = 0. The remaining assertions are immediate, provided that ε > 0 is suffi-
ciently small. �

Now we can show that (2D̂cHcβKd
n0

)2n0 has small operator norm on Yα , pro-
vided that n0 is sufficiently large.
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Lemma 3.15. Let α > 3
4 (1 + 1

ν
) and δ0 > 0. Then

‖(2D̂cHcβKd
n0

)2n0‖Yα < δ0,

provided that n0 ∈ N is sufficiently large.

Proof. For brevity, we write J := 2D̂cHcβKd
n0

. We have

J 2n0 = (Aε +Bε + Cε)J 2n0−1

= AεJ 2n0−1 +BεJ 2n0−1 + CεJ 2n0−1

and consider each term separately. Furthermore, we set μ := 1 + 4/n0. For the
first term, we note that

AεJ 2n0−1 = Aε(Aμε +Bμε + Cμε)J n0−2 = AεAμεJ 2n0−2

by Lemma 3.14. Thus, inductively we find

AεJ 2n0−1 =
2n0−1∏
j=0

Aμj ε, (3.33)

and Lemma 3.13 yields

‖AεJ 2n0−1‖Yα ≤ (Cμ2n0/4ε1/4)2n0 .

For the second term, we obtain

BεJ 2n0−1 = Bε(Aμ−1ε +Bμ−1ε + Cμ−1ε)J n0−2

= BεAμ−1εJ 2n0−2 +BεBμ−1εJ 2n0−2

= Bε

2n0−2∏
j=0

Aμ−1+j ε +BεBμ−1εJ 2n0−2

by Lemma 3.14 and equation (3.33). Inductively we see that this is a sum of 2n0
terms that consist of products of consecutive B’s and consecutive A’s. We thus
may write BεJ 2n0−1 = S1 + S2 where S1 contains all the terms with at most n0
Bs. From Lemma 3.13 we obtain the bounds

‖S1‖Yα ≤ (Cμn0/4ε1/4)n0 , ‖S2‖Yα ≤
[
Cn0ε−n0

n0!
]1/p

,

provided that n0 is sufficiently large. Finally, we have

CεJ 2n0−1 = CεAεJ 2n0−2 + CεBεJ 2n0−2 + C2
εJ 2n0−2,

and thus, by the exact same token as before we obtain a decomposition
CεJ 2n0−1 = S3 + S4 with the bounds

‖S3‖Yα ≤ (Cμn0/4ε1/4)n0 , ‖S4‖Yα ≤
[
Cn0ε−n0

n0!
]1/p

for sufficiently large n0. Hence, by first choosing ε > 0 sufficiently small and then
n0 sufficiently large, the claim follows. �

Now we can conclude the existence of (1 + 2D̂cHcβKcc)
−1.
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Corollary 3.16. If α > 3
4 (1 + 1

ν
), then the operator 1 + 2D̂cHcβKcc has a

bounded inverse on Yα .

Proof. For brevity, we write J := 2D̂cHcβKcc and decompose

J 2n0 = (2D̂cHcβKnd
n0

+ 2D̂cHcβKd
n0

)2n0

= S + (2D̂cHcβKd
n0

)2n0 ,

where S consists of 22n0 − 1 terms, each of which containing the operator
D̂cHcβKnd

n0
D̂cHcβ . Hence, by first choosing n0 sufficiently large and then τ0

sufficiently large (depending on n0), we obtain from Lemmas 3.12 and 3.15 the
bound

‖J 2n0‖Yα < 1.

This implies

∞∑
n=0

‖J n‖Yα =
∞∑

k=0

2n0−1∑
�=0

‖J 2n0k+�‖Yα �
∞∑

k=0

‖J 2n0‖k
Yα � 1,

and the claim follows. �

3.8. The Inverse of 1 + 2D̂HβK

Finally, we consider the matrix operator 1 + 2D̂HβK, which explicitly reads

1 + 2D̂HβK =
(

1 + 2D̂dHdβKdd 2D̂dHdβKdc

2D̂cHcβKcd 1 + 2D̂cHcβKcc

)
;

cf. equation (3.22).

Lemma 3.17. Let αc > 3
4 (1 + 1

ν
) and αc ≤ αd < αc + 1. Then the operator 1 +

2D̂HβK has a bounded inverse on Yαd ,αc .

Proof. For brevity, we write

Jdd := 1 + 2D̂dHdβKdd, Jdc := 2D̂dHdβKdc,

Jcd := 2D̂cHcβKcd , Jcc := 1 + 2D̂cHcβKcc.

From Corollary 3.16 and the comment following equation (3.22) we know that
diag(Jdd ,Jcc)

−1 = diag(J −1
dd ,J −1

cc ) exists as a bounded operator on Yαd ,αc .
Consequently, the equation(

Jdd Jdc

Jcd Jcc

)(
xd

x

)
=

(
yd

y

)
implies

(1 −J −1
dd JdcJ −1

cc Jcd)xd = J −1
dd (yd −JdcJ −1

cc y),

(1 −J −1
cc JcdJ −1

dd Jdc)x = J −1
cc (y −JcdJ −1

dd yd),
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and it suffices to prove smallness of Jdc . From Theorem 3.7 and Lemma 3.4 we
obtain

|Jdcx(τ )| = 2|D̂dHdβKdcx(τ )| � τ−αc−1 sup
τ>τ0

ταc‖x(τ, ·)‖Y ,

which yields

sup
τ>τ0

ταd |Jdcx(τ )| � τ
αd−αc−1
0 ‖x‖Yαc ,

and we obtain smallness by choosing τ0 sufficiently large since αd − αc − 1 < 0
by assumption. �

3.9. The Inverse of 1 + 2HβKD̂

For the following, it is also necessary to invert the operator 1 + 2HβKD̂. As
before, we first consider the difficult continuous component HcβKccD̂c , which is
explicitly given by

HcβKccD̂cx(τ, ξ)

=
∫ ∞

τ

Hc(τ, σ, ξ)β(σ )KccD̂cx(σ,ω(τ, σ )ξ) dσ

=
∫ ∞

τ

Hc(τ, σ, ξ)β(σ )

∫ ∞

0
Kcc(ω(τ, σ )2ξ, η)D̂cx(σ, η) dη dσ (3.34)

with ω(s1, s2) = κ(s1)κ
−1(s2). Now recall that

D̂cx(τ, ξ) = ∂1x(τ, ξ) + β(τ)

[
−2ξ∂2x(τ, ξ) −

(
5

2
+ ξρ′(ξ)

ρ(ξ)

)
x(τ, ξ)

]
and

D̂cx(τ, ξ) = κ(τ)5/2ρ(ξ)−1/2[∂τ − 2β(τ)ξ∂ξ ][κ(τ)−5/2ρ(ξ)1/2x(τ, ξ)],
where

β(τ) = κ ′(τ )

κ(τ )
∼ τ−1.

Hence, if we set y(τ, ξ) := κ(τ)−5/2ρ(ξ)x(τ, ξ), then we may write

D̂cx(τ, ξ) = κ(τ)5/2ρ(ξ)−1/2D̃cy(τ, ξ), (3.35)

where D̃cy(τ, ξ) := ∂1y(τ, ξ) − 2β(τ)∂2y(τ, ξ). Now observe that

D̃cy(σ,ω(τ, σ )2η) = ∂σ y(σ,ω(τ, σ )2η)

since ∂σ ω(τ, σ )2 = −2β(σ)ω(τ, σ )2. Thus, from the definition of y and equation
(3.35) we infer the identity

D̂cx(σ,ω(τ, σ )2η)

= κ(σ )5/2ρ(ω(τ, σ )2η)−1/2

× ∂σ [κ(σ )−5/2ρ(ω(τ, σ )2η)1/2x(σ,ω(τ, σ )2η)]. (3.36)
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Consequently, after the change of variable η �→ ω(τ,σ )2η, equation (3.34) can be
rewritten as

HcβKccD̂cx(τ, ξ)

=
∫ ∞

τ

∫ ∞

0
Hc(τ, σ, ξ)β(σ )ω(τ, σ )2Kcc(ω(τ, σ )2ξ,ω(τ, σ )2η)

× κ(σ )5/2ρ(ω(τ, σ )2η)−1/2

× ∂σ [κ(σ )−5/2ρ(ω(τ, σ )2η)1/2x(σ,ω(τ, σ )2η)]dη dσ. (3.37)

Lemma 3.18. Let α > 1 + 3
4 (1 + 1

ν
). Then the operator 1 + 2HcβKccD̂c has a

bounded inverse on X α .

Proof. Performing an integration by parts with respect to σ in equation (3.37) and
noting that

∂σ

[
ξ−1/2 sin

(
ξ1/2κ(τ)

∫ σ

τ

κ−1(u) du

)]

= ω(τ,σ ) cos

(
ξ1/2κ(τ)

∫ σ

τ

κ−1(u) du

)
,

we obtain the decomposition HcβKccD̂c = A1 +A2 where

A1x(τ, ξ) = −
∫ ∞

τ

ω(τ, σ )Ĥc(τ, σ, ξ)β(σ )Kccx(σ,ω(τ, σ )2ξ) dσ

and

A2x(τ, ξ) =
∫ ∞

τ

Hc(τ, σ, ξ)O(σ−2)K̃ccx(σ,ω(τ, σ )2ξ) dσ.

The kernel of the operator K̃cc consists of a linear combination of σ -derivatives of
Kcc(ω(τ, σ )2ξ,ω(τ, σ )2η) and is therefore of the same type as the kernel of the
commutator [Ac,Kcc] (cf. the proof of Proposition 3.8). In particular, K̃cc maps
the space X to Y (Proposition 3.8), and Lemma 3.4 immediately yields

‖A2x‖X α � ν2δτ−1+2δ
0 ‖x‖X α .

Consequently, smallness can be achieved by choosing τ0 sufficiently large (de-
pending on ν). The operator A1, on the other hand, is of the same type as
D̂cHcβKcc but this time viewed as a map from X α to X α . However, this does
not make any difference since the crucial Lemmas 3.3, 3.9 and 3.11 are valid
for the space X α (respectively X) as well. Note carefully that the stronger re-
quirement α > 1 + 11

4 (1 + 1
ν
) − γ in Lemma 3.3 is exactly compensated by the

additional factor ω(τ,σ ) in A1. Hence, the operator A1 can be treated in the ex-
act same fashion as D̂cHcβKcc, and, in particular, Lemmas 3.12 and 3.15 hold
accordingly for A1 on X α . �

As in the case of Lemma 3.17, Lemma 3.18 implies the invertibility of the matrix
operator 1 + 2HβKD̂.



498 R. Donninger, M. Huang, J . Krieger, & W. Schlag

Lemma 3.19. Let αc > 3
4 (1 + 1

ν
) and αc ≤ αd < αc + 1. Then the operator 1 +

2HβKD̂ has a bounded inverse on X αd ,αc .

Proof. The proof is completely analogous to the proof of Lemma 3.17 and there-
fore omitted. �

3.10. Solution of the Main Equation

Now we are ready to solve the main equation (3.5). By setting N := ∑5
j=1 Nj

and K̂ := K2 + [A,K] +K + (β ′/β2)K we rewrite equation (3.5) as

[D̂2 + βD̂ + ξ ]x = e +N (x) − 2βKD̂x − β2K̂x, (3.38)

where e(τ, ξ) = κ(τ)−2F[| · |χ̃ (τ, ·)e2(τ, ·)](ξ). By applying H we find that equa-
tion (3.5) is equivalent to

x = �(x) := (1 + 2HβKD̂)−1H[e +N (x) − β2K̂x]. (3.39)

We claim that equation (3.39) has a solution (x, D̂x) ∈ X 4/3−2δ,4/3−2δ ×Y4/3,4/3

with δ from Definition 3.1. In order to prove this, we have to recall some mapping
properties from [1].

Proposition 3.20. We have the estimate

‖N (x) −N (y)‖Y4/3+5/4,4/3+5/4 � ‖x − y‖X 4/3−2δ,4/3−2δ

for all x, y in the unit ball in X 4/3−2δ,4/3−2δ .

Proof. This follows by inspection of the proofs of the corresponding results in
[1], in particular, Lemmas 4.4–4.10. Note also that the loss of τ 1/4 discussed in
Remark 4.8 in [1] does not occur in our case since κ(τ)−2 is bounded for all
τ ≥ τ0 (unlike the corresponding λ̃(τ )−2 in [1]). In fact, as in [1], we prove that
the nonlinearity maps the space X to Y , and for the time decay, we gain at least
τ−(4/3−2δ) (from the quadratic part N2, all other contributions are even better; the
linear part N1 yields a gain of τ−2; cf. Lemma 4.5 in [1]). Since δ > 0 is assumed
to be small, the stated bound follows. �

Another result from [1] we require concerns the mapping properties of K and K̂.

Proposition 3.21. The operators K and K̂ satisfy the bounds

‖K(a, f )‖C×Y � ‖(a, f )‖C×Y ,

‖K(a, f )‖C×X � ‖(a, f )‖C×X,

‖K̂(a, f )‖C×Y � ‖(a, f )‖C×X.

Proof. This follows from Corollaries 5.7 and 5.10 in [1]. �

Now we can prove the existence of a solution to equation (3.39).



Exotic Blowup Solutions 499

Theorem 3.22. The function � as defined in equation (3.39) maps the closed unit
ball of X 4/3−2δ,4/3−2δ to itself and is contractive. As a consequence, there exists
a unique solution x of equation (3.39) in the closed unit ball of X 4/3−2δ,4/3−2δ .

Proof. From Lemma 3.4 and Proposition 3.20 we infer

‖HN (x) −HN (y)‖X 4/3−2δ,4/3−2δ � τ−ε
0 ‖x − y‖X 4/3−2δ,4/3−2δ

for all x, y in the unit ball in X 4/3−2δ,4/3−2δ and some ε > 0. Thus, in view of
Lemma 3.19 and the contraction mapping principle, it suffices to prove small-
ness of the remaining terms in the appropriate spaces. In the discussion following
Lemma 3.6, we have already noted that

‖He‖X 4/3−2δ,4/3−2δ � ν2δτ−ε
0

for some ε > 0. Furthermore, we have

‖Hβ2K̂x‖X 4/3−2δ,4/3−2δ � ν2δτ−1+2δ
0 ‖x‖X 4/3−2δ,4/3−2δ

by Lemma 3.4 and Proposition 3.21. �

Finally, we consider the derivative D̂x.

Corollary 3.23. Let x be the solution from Theorem 3.22. Then D̂x belongs to
the closed unit ball of Y4/3,4/3.

Proof. The claim follows by noting that equation (3.38) implies

D̂x = (1 + 2D̂HβK)−1D̂H[e +N (x) − β2K̂x],
and by Propositions 3.20 and 3.21 and Lemmas 3.6, 3.4, and 3.17 we see that D̂x

belongs to the unit ball of Y4/3,4/3. �

In light of Lemma 4.3 in [1], we infer that

ε(τ,R) := R−1
[
xd(τ )φd(R) +

∫ ∞

0
x(τ, ξ)φ(R, ξ)ρ(ξ) dξ

]

satisfies (ε(τ, ·), ετ (τ, ·)) ∈ H 5/4 × H 1/4, with norm vanishing as τ → +∞. We
have thus proved the following result.

Theorem 3.24. Let λ(t) be as in (1.5). Then equation (2.1) admits a solution
u(t, r) of the form

u(t, r) = λ1/2(t)W(λ(t)r) + ε(t, r), t ∈ (0, t0),

with (ε(t, ·), εt (t, ·)) ∈ H 5/4 × H 1/4. Given δ > 0, we may arrange

‖(ε, εt )‖(Ḣ 1×L2)(r≥t) < δ.

Proof. This follows from Theorem 3.22 as in [11] by exploiting energy conserva-
tion and smallness of energy outside the light cone. �
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