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A STANDARD FORM FOR LUKASIEWICZ MANY-VALUED LOGICS

ROBERT E. CLAY

The purpose of this paper is to establish a relationship between a
simple set of arithmetic functions and the functions in the Lukasiewicz
many-valued logics. We first define the set of arithmetic functions to be
used and derive a standard form for them. Then by an obvious restriction
on the variables and a natural restriction on the function values these func-
tions prove to be those generated in the above mentioned logics.

Dl Jίis the set of functions defined on the integers and generated by
substitution from the constant functions o and n, and the binary op-
erations +, —, max and min.

, m
Tl *Q= \a

o

n + 2 akPk I a

o

 a n d the #£ are integers and the pk are var-

iables V

is the totality of functions generated by +, -, o, and n.

Proof: Algebraically obvious.

D2 If f ej£, then f is called a linear form. 2

PI (a) max(β.) + max(&) = max(<2 + &•)•
i j 7 i,j '

(b) m i n ( β ) + m i n ( 6 ) = min(<z + b.)
i ί J i,j 7

Proof of a.

ai < max(fl ), b. < max(6.) for all z, /. So
i ] j

ai + ̂  < max(β z ) + max(^ ) for all z, /'. Therefore

1. 7z, —, and max would suffice.
2. When convenient we shall identify / with f{p{ > » Pγl)
3. The index sets hereafter will be sections of the natural numbers. We adopt the

convention, max(<z) = a = min(α)
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max(fl. + b.) < m a x ( ^ ) + max(b^).

There exist iQ and j Q so that

a^ = m a x ( β ) , b. = m a x ( & ) . Therefore

max(α.) + max (6.) = a. + b. < m a x ( # . + &.)• QE£
i j ' o 'o i,j '

P2 (a) -max(fl ) = min(~αz)

(b) -min(^z.) = max(-fl.)

Proof of a.

^. <̂  max(^.) for all i.

-max(fl ) < - ai for all i. Therefore

—max(αp <̂  min(— a^).

There exists an i so that a^ — max(αz )

o i
-max(fl z ) = — a^ > min (— # p Q^ί)

z o i

P3 (a) Λ + max(ίϋz ) = max(α + a^ [P la\
i i

(b) a + min(βz) = min(<2 + aj) [P lb]
i i

P4 (a) a - max(ap = min(β - a{) [P2a, P3b\

(b) β - min(βz ) = max(α - a{) [P2b, P3a\

P5 (a) min(<2.) + max(^) = max (min (<*. + b.))
ί j 1 j i '

(b) m i n ( β ) + max(^ ) = min (max (a- + b ))
i j ' i j '

Proof of a . 4

min {a) + max ( 6 ) = [P3a] max (min (β.) + bλ = [P3b] max (min (α + bλ)
i j 1 j i J j i Ί

Thus max and min can always be moved exterior to + by PI, P5, and
to - by PI, P2, P5. This together with Tl proves

T2 If f(pir . . . ,pk) eΛί,then either / is a linear form or f(piy . . . ,pk) =
F( , L^ip^, ' ,?^), # * *)> where F is composed only of max's
and min's and the Lχ are linear forms. If / e j£, F may be considered
as vacuous.

4. We shall insert reasons into a proof by means of [lj.
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03 If f(ρi9 , ρ k ) eMand f(p., ,pk) = F ( . ,L.(p., , p k ) ,
• •) then F( , ^ z (£ z , * * ' P^), * ") *s called a standard form.

T3 Every function in^M can be represented by a standard form and vice-

versa.

Proof. [T2, Dl, D3]

Note, as P5 shows, that this representation is not unique.

P6 (a) max(max(β.), ^.) = max(β , &.)
7 i Ί i>i J

(b) min(min(0.), b) = max(β , b)
j i ' i>j '

To bring the functions ofM, into the realm of n + 1 - valued logic, we

first restrict the domains of all the variables to {0, 1, 2, * " ,w},5

and then truncate their function values by means of the definition

given below. We shall then prove that the functions inΛέ thus modi-

fied are precisely the functions in Lukasiewicz {C,N}—logics.

D4 For any integer a, the truncation of a, denoted by T {a) is defined by

i n, a> n

a, 0 <a<n

0, a<0

PI 0<Ί(a)<n [D4]6

P8 a<b-*T(a)<T(b)

PF 1) b>n. T(6) = w>T(a) [P7]

2) a<o. Ί(a) = o<Ί(b) [P7]

3) α> o andK/2. o < a <_ b < n -» T (a) = a and T (b) = b.

P9 T(T(a)) = J(a) [P7]

P10 (a) a> o -> J (a) = min(w, α)

(b) α < w -» T (a) = max(o, a)

Pll a> o and b> o -* Ί (a + b) = T (Ί (a) + T(^))

Proof:

(1) a> n. (Similarly for b > n)

a+b>n^>Ί(a+b) = n

Ί(a) = n-> [P7] J(a) + Ί(b) >n^ T ( T ( α ) + Ί(b)) = n.

5. Note that this is different from restricting the arguments of the various opera-
tions to this set.

6. In subsequent proofs we shall not refer explicitly to D4.



62 ROBERT E. CLAY

(2) o < <z <n and o <_b <n.

Ύ(a) = a and T(fc) = b -> T(a + b) = Ί(J(a) + T(*)).

P22 o < <z< Λ and o <b -* Ί(a - 6) = T ( a - T(6))

Proof:

(1) 6<rc. T(fc) = ^ - > T ( α - 6) = T ( β - T W )

(2) b>_n.

a - b <o -* Ί(a - b) = o.

J(b) =n^ a- Ί(b) < o -» l(a - Ί(b)) = o

P13 (a) T(max(β, b)) = max(T(α), Ύ(b))

(b) T(min(β, 6)) = min(T(α), T(^)).

Proof of a

(1) a> n. (Similarly for b > n)

max(α, b) > w -> T(max(β, 6)) = 72.

T(α) = n and [P7] T(^) < n -» max(T(fl), T(^)) = Λ.

(2) o < β, b < n.

o <_ max (a, b) <_n -* T(max (a, b)) — max (a, b)

l(a) = a and J(b) = b -> max(T(β), T(έ>)) = max(β, fe)

(3) a < o and ?̂ < o.

T(Λ) = o = T(έ>) -> max(T(β), lib)) = o

raaxffl, 6) < o -> T(max(β, 6)) = o

(4) <z <_o and o <_b <_n. (Similarly for b < o and o <^a <^ή)

J(a) = o<b = Ί(b) -> max(T(α), T(fc)) = T(^)

a <^b ̂  max(α, b) = b -* T(max(β, ^)) = T(&)

P14 Ί(Ί(b) - T(α)) = min (T(b), J(b - a), J(n - α))

Proof:

(1) ^ < o .

T(^) = o -• [P7] min (T(^), T(fe - a), Ί(n - a)) = o.

T (W = o -̂  [P7] T(^) - T(Λ) < o -* Ύ(Ύ(b) - T(a)) = o

(2) α < o .

T(Λ) = o - T(T(fe) - T(*)) = T(T(fc)) = [P9] T(fc)

^ < ^ - β - > [ P 8 ] T(fc)<T(^-Λ)

r 2 - α > n - » T ( r 2 - α ) = r2> T(6)

.'. min(T(b), Ί(b - a), Ί(n - α)) = Ί(b).

(3) β > o and b > n.
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Ί(b) = n -> Ί(Ί(b) - Ί(a)) = Ί(n - T(α)) = [P12] Ί(n - a).

Ί(b) = n> T(n-a)

n- a<b- a-* [P8] Ί(n - a) < T ( 6 - a)

. '. min(T(6), T(6-tf), T(n-a)) = T(n-a)

(4) β > o and o <b <^n.

J(b) = b -> l{Ί{b) - T(α)) = Ύ(b - T(β)) = [P22] Ί(b - β)

h - a<b^ [P8] Ί(b - β) < T(^).

b-a<n-a-> [P8] l{b - a) < J(n - a)

.-. min(T(^), T(^ - a\ Λ(n - a)) = Ύ(b - a).

We now enter the n + 2-valued logic based on C and N and using the values

{o, 2, . . . ,n}. We shall use p, #, possibly with subscripts, for the varia-

bles. To recall

Cpq = max(o, q —-p); Np = n - p.

Oί2pq = min(τ2, p + q) is also in this logic [ l ] .

P25 Cpq = T(q-p)

PF q < 72 and p > o -* q - p <_n ^> T(q - p) = max(o, # — p) = C/?̂

T4 The truncation of any linear form, i.e. Ί(aQn + ~ <2z pz ) zs generated

Σ ^?)

Proof. By induction on Σ |^ . | .

l. Σ κi = o.

then α. = o for all o <_i < k, and 2 a.p — o = Cpp.
1 i=o ι ι

2. Suppose the theorem is valid for all linear forms

k k

2 a.pi for which Σ |# z | < /.

k

Consider an arbitrary linear form Σ a p for which

k i = o '
Σ | β | = Λ

l—O

2.1. a^ <o for all o < z < ^.

then Σ a>p-<o^T Σ #.p. = o = Q>£.
z=o i—o
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2.2. There i s a / , o < / < ^ s o that a. > o.

Then \a - 1\ < \a \; and s ince \a\ = \-a\,

k k

\-(a. -1)\ + Σ | - * . | = \a.~ 1\ + Σ | * . | < Z. Therefore
7 i=o J J i-o

by the induction hypothesis, and since the negative of a linear
form is a linear form,

k
for A = (a- - 1) p- + Σ a{p{9 Ί(A) and Ί(-A) are generated.

' ' i=o

Consider

α T ( - 4 α2(py, T(A))) = max(o, min(W) py + T(Λ)) - T(-A))

For values of the variables for which A > o

max(o, min(w, p. + T(Λ)) - T(-A)) = [-A < o] max(o, min(ra, p. + T(A)) =
Vpj > o, Ύ(A) > o] min(n, p}. + Ύ(A)) = [PW] T(p. + Ύ(A)) = (p. = T(?y)]

T(T(f •) + T(Λ)) = [PΠ] T(p, + A) = T(p, + (β, - 1) P, + Σ aiPi) =

T(Σ βίp,.). ^

For values of the variables for which A <_o.

max(o, min(n, p. + T(A)) - T(-A)) = max(o, min(n,ρ.) - T(—A)) = max(o,
fy - T(-A)) = [PίO] T(p;. - T(-A)) = [Pί2, -A > o] tfty - (-A)) = Ί(pf +

A) = T ( Σ β .pf).
i—o
iM

Thus the induction step is proved and the proof is complete.

T5 If f ejl, T(/) is generated by C and N.

Proof:

Let F( , L f, •) be a standard form representing /.

Then T(/) = T(F( , L ., •) = [T2, PI3] F( , T(L •),' •)•

By T4, the T(L2) are generated. Now

max(£, )̂ = Ot2pCpq; min(p, q) = CCpqq.

Therefore by P6, max and min for any finite number of arguments are
generated by C and N.

Therefore, F( " , T(Lf), •) = T(/) is generated.
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T6 Every function generated by C and N is the truncation of a function
injί.

Proof:

Cpq = [PI5] T(q-p) and Np = T(n-p). Therefore, Cpq and Np are trun-
cations of standard forms. Since Np = Cpn, it remains to prove that
the truncations of standard forms are closed under the application of
C.

Take any two standard forms F( ' L ? , •) and G( , M., •)>

then by P13

T(F( , L , •)) = F( - , T(L .), •) = F, and

T(G( - , My, •)) = G( - , T(My), •) = G,.

There are four possible forms that G t - F^ may take,

I. min(«,)-max(β 7 )
k k I L

II. max(βA) - minφj)

III. max(α,) - max(β7)

IV. min(Qf,)-min(j87)

From P2, P2, and P5 we know

1) min(ίZτ) — max(^) = min(β, — b7)
k k I L k,l

2) max(β,) - min(^7) = max(s, - bΊ)
k k I L k,l k L

3) m a x ί f l j — m a x ( ^ 7 ) = m a x ( m i n ( β ί — bΊ))
k k I L k I k L

4) min(iz,) - min(& 7) = m i n ( m a x ( β , - bΊ))
k k I L k I k L

We note that minus sign gives r ise to only minus signs in all four c a s e s .
Therefore, by repeated application of 1), 2), 3) and 4) we deduce that
G t — Ft- f/( , T(M ) - T(L z ) , •) for some values of i and /, and where
H i s composed only of max's and min's .

Therefore

C(T(F), T(G)) = [P15] T(T(G) - T(F)) = Ύ(Gt - Ft) = Ί(H) = //(•••,
T(T(M ) - T(L.)), •) = [P14] H(- -,min(T(Λ1.), T(M. - L ), T(/2 -
L.)), •) = [P13] T(H( >min(My, M. - L , r2 - L ), •••)) = T(tf*
( ,M y, M y - L , rc-Lz., -))

where H* i s again composed only of max's and min*s. Since L, M,
and r2 are l inear forms, clearly so are M — L^ and n — L •. Thus
#*(• # * ? Λ̂ y, Λ1. - L z , 72 - L z , •) i s a standard form.

7. A trivial but notationally cumbersome induction.
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So

C(T(F), T(G)) = T(#*), the truncation of a standard form. Therefore
the truncations of standard forms are closed under the application of
C.

T7 The functions generated by C and N are precisely the truncations of
the functions of\M.

Proof by T3, T5, T6.

If desired, any standard form F( ,LZ , •) may be transformed to
have the following alternating property:

T8 If Ai is the main functor of F and Λi+1 is the main functor of any ar-
gument of Aj, then any sequence Aίt A2, . . . , A^ that can he formed
in F is an alternation of max's and min's.

Proof. If Ai and Af.+1 are both max's, then P6a reduces them to a sin-
gle max. Similarly for min.

It is of interest to note that although C and N are formed from n and the
truncation of subtraction, that the truncations of the functions in jQ, i.e.
those generated by n and —, are not sufficient to yield the \C,N\—logics.
To be assured of this insufficiency,we shall prove that

T9 max(similarly min) is not the truncation of a linear form unless the
logic is two-valued, i.e. n = 1.

Proof. If n = 2, max(p,q) = T(p + q) = <*%{p,q)

Let n > 2, suppose that max(p,g) is the truncation of a linear form,
i.e.

max(p, q) = J(an + bp + cq)
1 = max( 1,0) = J(an + b) -» an + b - 1
1 = max(2,1) = Ί(an +b+c)-*an+b+c= 1

. ' .By subtraction, c = 0. Similarly b = 0

Therefore max(p, q) = T(an). By this makes max a constant function.
Contradiction.
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