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A FORMAL NUMBER-TERMED NUMBER SYSTEM 
BASED ON RECURSION 

TREVOR J. MCMINN 

ABSTRACT. This is a formal number-termed axiomatization 
of number theory based on recursion without presupposing or 
developing general functional concepts or any part of set 
theory, together with an initial development to indicate its 
adequacy. The formal inferential system in which it is framed 
is that of A. P. Morse. The axioms, phrased in the primitive 
terms '0' and I I xy u xy m n and the defined term 'scsr ri, 
are essentially 

(1) II xy u' xy m 0 = m, 
(2) II xy u'xy m scsr n = u'n II xy u'xy mny 

(3) induction. 

Introduction. For full-blown (natural) number theory we require the 
capability of making recursive definitions. We need to define ex­
ponentiation and more generally arbitrary finite summation and 
multiplication, to introduce the Euler <p function, to state and prove 
the unique prime power factorization theorem, to justify general com-
mutativity and associativity, to deal with permutations, combinations, 
partitions, etc. 

In order to explore number theory it is usual to presuppose enough 
set theory to construct ordered pairs, relations and functions and then 
develop the apparatus needed to make recursive definitions. A 
modest set theory will suffice, even one whose sets are constrained to 
be finite [3; Ch. 1, Sec. 6 ] . However, there are several ways [5, pp. 
81-85; 3, Ch. 1, Sec. 6; 7; 2; 8] in which number theory can be axiom-
atized without presupposing a set-theoretic setting. In each of these 
the early development, culminating in a point where recursive defini­
tions may be made, is somewhat tortuous. In the system presented 
here we formally axiomatize recursion directly so that an immediate 
assault on recursive problems is possible. This is done without either 
general functional concepts or any part of set theory, in such a way 
that all terms denote only numbers or meaninglessness. Although we 
do not have the full facility of the set-theoretic approach with its 
capacity for term denotation of finite sets and sequences as well as 
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numbers, we have initially more than in the more narrowly based 
number theories alluded to which have the same restriction of denota­
tion to numbers. We shall carry a development of the theory far 
enough to give an idea of the extent of its flexibility within these con­
fines. 

Because our system is couched in a formalism allowing for the incor­
poration of new definitions as needed, it approximates a working 
mathematical discipline. Moreover, being formal, it is one which 
might perhaps lend itself to a program of automatic proof checking 
and theorem proving in number theory. It might do so, we feel, more 
readily than more narrowly based non-set-theoretic systems and with 
less involvement with extraneous questions than a set-theoretically 
based system. 

0. The Formal System. We adopt the formal and inferential system 
of A. P. Morse as described in A Theory of Sets [6] and develop our 
number theory within this framework. We adopt neither the logic nor 
the set theory espoused there. Instead, we accept a slightly different 
set of axioms for logic, one which nevertheless leads to very nearly the 
same logical system and is quite standard. We of course abandon set 
theory altogether. 

Without referring to [6], most of our theory should be intuitively 
decipherable to one moderately familiar with the idea of a formal 
system. A little later we shall interject some explanatory remarks de­
signed to ease the reader's path over some of the technical features of 
this formal inferential system. 

We assume that we have made appropriate orienting definitions in 
the spirit of [6] so that, upon introducing some additional terminology, 
our constants and non variable forms are categorized as follows: 

CONSTANTS. 

PRIMITIVE. 

SCHEMATIC. V , 'u", • • -, V, V", • • • , • • • . 
DEFINITIONAL. ' = ' . 

ORIENTING. 

PARENTHETICAL. '(7)'• 
LOGICAL. ' ~~ \ '—•', ' A\ 

EQUALITY-THEORETICAL. ' = ' , 'the'. 
NUMBER-THEORETICAL. '0', 'IV. 

DEFINED. Each symbol appearing in a definiendum (left side of a 
definition) and not in the corresponding definiens (right side) is a 
constant. 
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FORMS. 

PRIMITIVE. 

SCHEMATIC. W , V X X " , • • VyxVv'xx'V • • , • • • . 
DEFINITIONAL. \X = t/)\ 

ORIENTING. 

LOGICAL. '~p\ \p -» q)\' A x u*\ 

EQUALITY-THEORETICAL. \X = y)\ 'the x ux\ 

NUMBER-THEORETICAL. '0', I I xyu'xym ri. 
DEFINED. Each definiendum is a form. 
STATEMENTAL. The primitive statemental form is \x = y)\ The 
orienting statemental forms are precisely the orienting logical 
forms and the orienting equality-theoretical form \x = y)\ A 
definiendum arising from a definition in which the definiens is 
statemental is statemental. 
NOMINAL. The orienting nominal forms are precisely the orienting 
equality-theoretical form ' theaux ' and the orienting number-
theoretical forms. A definiendum arising from a definition in 
which the definiens is nominal is nominal. 

The replacing formulas for the free variables of the orienting logical 
forms and for the schematic expressions of the third orienting logical 
form and the second orienting equality-theoretical form are normally 
statemental. 

The replacing formulas for the free variables of the schematic, 
orienting equality-theoretical and orienting number-theoretical forms 
and for the schematic expression of the second orienting number-
theoretical form are normally nominal. (Nominal formulas are tra­
ditionally called terms.) 

Less technically the orienting constants and terms may here be 
thought of as being primitive. 

Of course, all formulas are constructed iteratively from the forms by 
free variable and schematic replacement in accordance with rules set 
forth in [6]. Appropriate modifications could be introduced into the 
formalism to mechanically force a distinction between statemental and 
nominal formulas, that is, to make precise the notion of normal replace­
ment and allow only normal replacements for constructing formulas. 
This capability is not inherent in the formalism as it now stands. We 
shall not go to this extreme; instead we tolerate (but never actually 
use) such uninterpretable mixed formulas as 

'scsr (x = y)\ '(scsr x —> pcsr y)\ 

Given our initial clues and judiciously chosen definitions, it should be 
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intuitively clear in any given instance of a formula hereinafter actually 
exhibited which is neither a variable nor a schematic expression 
whether it is to be thought of as statemental or nominal and which 
variables and schematic expressions appearing in it are normally to be 
replaced by statemental formulas and which by nominal formulas. 

Many features of [6] adhere to the present development. We com­
ment on some of these in the next seven paragraphs. 

A strictly linear formal notation is maintained throughout. 
In our definitions and axioms we shall be parenthetically complete 

and use no other notational shortenings, although we shall adopt a 
more relaxed notation elsewhere, but one in keeping with many con­
ventional constructions. For instance, outside of definitions and 
axioms we would feel free to write 

\(x < 1 A l < t / ) - » x < t / - > 2 - x < t / + 1)', 

instead of the parenthetically complete longer 

•((((x < 1) A ( 1 < j,)) -> (x < y)) A (((* < 1) A ( 1 < </)) 

-> ((2 -x)<(y+ !))))', 

in accordance with the convention that 

(P -> 9 -* r) 

means 

((p -> q) A (p -* r)). 

We have already taken care, and in future definitions we shall con­
tinue to take care, to have no form a proper initial segment of another 
form. Thus in reading formulas from left to right, when we have read 
a complete formula, we will be sure that we have read far enough and 
no other reading is possible. With this convention, many punctuation 
marks and parentheses can be avoided. 

We allow formulas in which variables appear neither free nor bound 
as in 

\x = the x ux)\ 

and interpret them by locally (in a subformula) changing bound vari­
ables. Thus 

\(x = the x ux) -> (x = the t ut))' 
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is a theorem and in the formula immediately to the right of '—>' we 
check that Y is free and Y is bound. 

The rules of inference are: initiation (accepting as a theorem a defini­
tion or an axiom); detachment (modus ponens); free variable substitu­
tion (substituting for a free variable in a theorem a formula each of 
whose variables is free in the theorem); schematic substitution (sub­
stituting for a schematic expression in a theorem a formula each of 
whose variables is free in the theorem or occurs explicitly in the 
schematic expression); local change of bound variable; and universali-
zation (logical closure). 

We mention that in order to perform schematic substitution in a 
formula we require that all occurrences of schematic expressions 
initiated by the same schematic constant be identical. The actual 
mechanics of schematic substitution are thus simple, but certain cir­
cumlocutions must be gone through in some instances to attain 
schematic uniformity preparatory to performing schematic substitution. 
We shall make each definition involving a schematic expression 
schematically uniform, and thus immediately amenable to schematic 
substitution, by introducing a circumlocution if necessary. For in­
stance, see Definition 3.0.8. Operations with these circumlocutions 
will be illustrated presently after adoption of axioms for equality. 

In our term 

'llxyu'xy m ri 

the variables with double occurrences, namely Y, 'y\ are bound and 
the variables with single occurrences, namely *rri> 'ri are free. This 
term is analogous to the term 

'Svita*) u'xyd(x,yy 

in calculus (D(ra, ri) is the unit disk in E2 centered at (m, ri)). In either 
one we may substitute Y for 'y with impunity to make an inferential 
step, but it is hazardous to substitute Y for 'y\ One can actually get 
away with substituting 'rri for ly in either term but we shall herein 
avoid this kind of substitution. Also in either term we may safely re­
place the schematic expression by any formula each of whose free 
variables is among Y, 'y\ or is free in the inferential formula under­
going substitution. 

For the moment, of course, we are not concerned with the meanings 
of our formulas, only that they be capable of conveying meaning. 
Their meanings will be determined by the axioms presently to be 
adopted. 
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We shall indicate with an asterisk after its number each definition 
which enters either directly or indirectly into any subsequent axiom. 

1. Logic. 
1.0 DEFINITIONS. 

•0* ( ( P A q)=~(p-+~q)) 

.1 ((p V 9 ) = ~ ( ~ p A ~<Jf)) 

.2* ((p+»q)=((p->q) A(q -+p))) 

.3* (V I U Ï = ~ A x ~ ux) 

1.1 AXIOMS OF DEFINITION FOR LOGIC. 

•0 ( ( x - y ) - > ( * - * y ) ) 
.1 ((X=y)^(y^X)) 

1.2 AXIOMS FOR LOGIC. 
.0 ((p - • q) -+ ((q -» r) -> (p -> r))) 
•1 (P " • (~P -* 9)) 
<2 ( ( ~ p ->p) ^>p) 
.3 ( A x ux —> ux) 
.4 (t/ - • A xy) 
.5 (A x(ux —>yx) —> (A xux -» A xvx)) 

With regard to Axioms 1.2.3 and 1.2.5, we may replace 'use' by any 
formula whatsoever to obtain a theorem. However, if in Axiom 1.2.4 
we were to replace 'y by a formula, then we would not be guaranteed 
that we had got a theorem unless each variable in the 't/'-replacing 
formula was different from Y. 

Parts of subsequent derivations resting on elementary logic will 
often be omitted. The reader is referred to [6, Ch. 1] and to the 
treatment of [ 1], whose syntax and perspective readily adapt to the 
present system, for an adequate logical supplement. 

2. Equality. 
2.0 DEFINITIONS. 

•0* i(x^y)=~(x=y)) 
. 1* ( V ! x ux = V y A x(ux <-» (x = y))) 
.2* (oo = t h e x ( x f x)) 
.3 (8abp = thez((p A (Z = a)) v ( ~ p A (Z = b))) 

2.1 AXIOM OF DEFINITION FOR EQUALITY. 

((* - y) -> (* = î/)) 
2.2 AXIOMS FOR EQUALITY. 

.0 (x = x) 
•1 ((* = ! / ) - » ( ! / = *)) 
•2 (((x = y) A (t/ = *)) -> (x = *)) 
•3 ((x = y) -* (ux -+ ut/)) 
.4 (V! xux - * u the xux) 
.5 (~ V ! x ux -> (the x ux = oo )) 
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We observe that 

V ! x ux if and only if there is precisely one x such that ux, 
the x wc is the unique x such that ux. 

We think of oo as not a number but as a mathematical object, mean-
inglessness, a catch-all for meaningless designations, capable of being 
written about and denoted by a variable or schematic expression. 
Thus it turns out, not unexpectedly, that 

( t h e X ( X = 0 A X / 0 ) = 00 A 

the x(0 < x A x < 3) = oo A 

predecessor 0 = oo A 
(x j£ oo —» successor x ^ oo ) A 
successor 00 = 00). 

To use descriptive definitions (those whose definiens is initiated by 
'the') is a great convenience. But, when used only when meaningful, 
they are logically dispensible [5, pp. 405-420]. Once descriptive 
definitions are admitted, the expression 'the x(x ^ x)' becomes a term. 
We may use it if we like at no additional cost in formality. We have 
here chosen to do so and feel that it provides a small increment of 
freedom. It seems to us, when confronted with the question of decid­
ing what predecessor zero should be, that it is less entangling to have 
it be a non-number than a number. A little later we shall comment on 
the extent to which adopting Axiom 2.2.5 and incorporating 'oo' into 
the number dieoretic Axioms, as we shall presently do, actually 
strengthens the system. 

We have a kronecker <d> which assigns the value of a to S a b p if p 
and the value b to 8 a b p if—p. 

Since schematic substitution is crucial in our system, we shall try 
to give the flavor of it by listing a few elementary theorems on 
equality. 

2.3 THEOREMS. 

•0 (* = y -» (a* ** uy)) 
.1 (Ut/ * * V X(UX A X = J/)) 

PROOF. We use 2.2.0,2.2.3 and 2.2.1. 
(uy<+uy A t /= y 

*+ V x(uy A y = x) 
«•* V x(ux A y = x) 
<-» V x(ux A x = y)) 
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.2 (u'yy' ** V x V x ' (u 'xx ' A x = t/ A x' = y')) 

.3 (x = y ->(yx«*yy)) 

PROOF. We use 2.3.0, 2.3.1, schematic substitution, local change of 
bound variable, a succession of free-variable substitutions, 2.2.1 and 
2.2.2. 

(x = y —> (ux <-» uy <-» V x(ux A x = t/))) 
(x = y —» (yx «* V x(yx A x = j/))) 
( x = y - > ( v x « * V t(W A *=t / ) ) ) 
(t/ = x -> (yy «* V t(vt A t = x))) 
(x = y -» (yt/ «-> V £(y£ A £ = x))) 
(x = y -> ( V *(y* A £ = x) <-> V £(y£ A * = y))) 
(x=y ->(yx«*yt/)) 

.4 (yt/ «* V x(yx A x = t/)) 
PROOF. Model a proof after that of 2.3.1 using 2.3.3 instead of 2.2.3. 

.5 (the x(x = a) = a) 

.6 (V! xyx —>y thexyx) 

PROOF. We use 2.2.4, local change of bound variable, 2.3.1, 
schematic substitution and 2.3.4. 

( V ! x ux —• u the x ux 
—> u the t ut 
—> V x(ux A x = the t ut) 
—> V x(ux A x = the x ux)) 

( V ! x yx —> V x(yx A x = the x yx) 
—» V x(yx A x = the t vi) 
-* y the tvt 
—»y thexyx) 

.7 ((ux —> yx) -» the z uz = the zyz) 

.8 (ut/ = the z V x(z = ux A x = t/)) 

.9 (u'yy' = thez V x V x'(z = u 'xx ' A X = y A X' = t/')) 

.10 (x = y -»yx = yt/) 

.11 ((p -*8abp = a) A (~p^>8abp = &)) 

We note that through 2.3.1 and 2.3.9, Axioms 2.2.3 and 2.2.4 above 
and 3.1.3 and 3.1.4 below become amenable to schematic substitution. 
We shall henceforth accept all such consequences of equality and in 
proofs omit the uniformizing circumlocutions preparatory to substitut­
ing schematically and the simplifications after, going straight to the 
end result of the schematic substitution. 

3. Number Theory. 

3.0 DEFINITIONS. 

.0* (pcsr n = II xy x o° n) 
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. 1 * (scsr n = the x(pcsr x = n)) 

.2 (1 = scsr 0) 

.3 (I y uy m n = II xy uy m n) 

.4 ((a + b) = 11/ scsr y a b) 

.5 ( X x < n ux = II xj/(t/ + ux) 0 n) 

.6 ((a • fc) = £ x < a fc) 

.7 ( ( a < fc)s ( ( ( f l ^ o o ) A ( t / o o ) ) A V C ( ( C ^ 0 ) A 

((a + c=b)))) 
.8 (least x p = the t( V x(ux A (x = £)) A A x((x < £) —» ~ ux))) 
.9 (rm c a = least r V b(c = ((fo • a) +r))) 
.10 (2 = scsr 1) 
.11 ((a ^ b) = ((a < fe) v (a = b))) 
.12 ( X x = n ux = 2 x < scsr n ux) 
.13 (greatest xux = the £(V x(ux A (x = £)) A 

A x((x < £) -» ~ ux)) 
.14 (Il x < n ux = II xy(y - ux) 1 n) 
.15 (Il x ^§ n ux = Il x < scsr n ux) 
.16 (exp ab=Ux<ba) 
.17 ((a | fe) = (((a / O O ) A ( Ì / X ) ) A V c((a • c) = b))) 

.18 ( ( a / b ) ^ ~ ( f l | b ) ) 

.19 (prime is p = (((p / 1) A (p ^ oo )) A A a((a | p)-> 

.20 (P n = I y least f((y < f) A (prime is t)) 2 n) 

.21 ( M û = greatest £(exp T?t\a)) 

.22 ( N a n = greatest £(exp P n t \ a)) 

.23 (Oyuymn = pcsr pcsr N II xy(y • exp P scsr x 8 scsr scsr ut/ 
1 (u?/ ^ °° )) e x P 2 ô scsr scsr m l(m ^ oo )n n) 

3.1 AXIOMS FOR NUMBER THEORY. 

.0 V m(m ^ oo ) 

.1 (II xj/ u'xt/raO = m) 

.2 (ILn/u'xt/ra oo = oo ) 

.3 ((n ^ oo ) _» (II xj/ u 'xt/ m scsr n = u 'n i l xt/ u 'xt/ m n)) 

.4 ((uO A A x(((x 7̂  o°) A ux) —»u scsrx))—» 
A x((x 7^ 0° ) - ^ UX)) 

Axiom 3.1.0 is our axiom of existence. There is a meaningful 
number. 

Although 

TI xy u'xyrn 

is not a formula in our system and hence does not denote anything 
among our field of mathematical objects, we, so to speak, think of 
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II xy u 'xy m 

as a function / determined by m and the function expressed by 

'u'xy 

whose value at n is 

llxyu'xymn, 

at 0 is m and at oo is oo . 
If we are at n > 0 and have previously defined / at 0 to be ra and 

for each t with 0 < t ^ n by means of the expression 'u'xy' (perhaps 
sometimes even defining it to be oo ), then we advance one step and 
define / at scsr n to be 

u'nf(n). 

We can schematically diagram our would-be function as follows: 

m = f(°)f(l) y u'xy f(n) /(scsrn) = u 'n / (n) 

/ t 

0 1 x scsrx n scsrn 

Here we think of y and u 'xy as being respectively equal to f(x) and 
/(scsrjc). This recursive process using the inductor I F is our 
principle of definition by recursion and is expressed by Axioms 3.1.1, 
3.1.2 and 3.1.3. 

The inductor T is weaker than I F being incapable of defining / 
at scsr x if the definition depends upon the input of information in 
addition to the value off at x. 

If our definition of / at scsr x is to depend upon, in addition to 
possibly new inputs of information, the information contained in the 
finite sequence of all previously defined values of / instead of just 
the one value of / at x then we can take advantage of Godei num­
bers to accumulate this suitably packaged information and accom­
plish the definition by means of the inductor * 0 \ Once we have got 
sufficiently far under way by means of I F , * 0 ' is just as effective as 
TF and expresses removal of a built-in redundancy in TF seemingly 
needed to get things started. It seems unlikely that one could succeed 
by starting with only '0' and a recursion form with only one bound 
variable and a one-place schematic expression no matter what axioms 
phrased in these terms are adopted. 

Recursion theorems for T analogous to 3.1.1, .2, .3 for TF are obvious. 
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Analogues for ' 0 ' are postponed to 3.25. 
Axiom 3.1.4 is ordinary induction. 

3.2 THEOREMS. 

.0 (Ax A y(x ^ oo —» u 'xy = wxy) -+II xy u'xy m n = 
llxyv'xymn) 

.1 (A y(uy = vy) —» 11/ ut/ m n = lyvymn) 

.2 (A y(uy = vt/) —> 0 yuymn= Oyvymn) 

PROOF OF .0. Clearly by Axioms 3.1.1 and 3.1.2 

(n = 0 v n = «J —» n xy u 'xt/ m n = llxyv'xym n). 

Suppose 

(n ^ oo A II xy u 'xy m n = II xy v 'xt/ m n). 

Then by Axiom 3.1.3 

(II xy u 'xt/ m scsr n = u 'n II xy u 'xj/ m n 
— v' nil xy v' xy m n 
= Ixyv 'xy m scsr n). 

So by Axiom 3.1.4, we are done. 

3.3 THEOREMS. 

.0 (0 fi oo ) 

.1 (pcsrO = oo ) 

.2 (pcsr oo = oo ) 

.3 (scsr oo = oo ) 
PROOFS. For .0 we use equality and the following consequence of 

Axioms 3.10, .1, .2. 

V ra(II xyu 'xymO=mj£™ = 11 xyu 'xy m oo ). 

By Axioms 3.1.1, .2 we get immediately .1 and .2. As 

(V ! x(pcsr x = oo ) v ~ V ! x(pcsr x = <» )), 

.3 follows from .2 since, by Axioms 2.2.4, .5, in either event 

(scsr oo = the x(pcsr x = oo ) = oo ). 

3.4 THEOREM, (b ^ 0 <-» V a(b = scsr a)) 

PROOF OF —>\ The conclusion follows from 3.3.0 and the following 
consequence of Axiom 3.1.4 

(b jL oo - ^ ( f c / 0 ^ V f l ( f c = scsr a))). 
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PROOF OF V—\ Suppose contrary to the conclusion that 

V a(0 = scsr a). 

Then by 3.3.1, 3.3.0, Axioms 2.2.5, .4 and 3.3.3 we get, contrary to 
3.3.0, 

V a(0 = scsr a = the x(pcsr x = a) A oo 
= pesr 0 = a A 0 = scsr oo = oo ). 

3.5 THEOREM, (pesr scsr a = a) 

PROOF. We use Axiom 3.1.3. 

(a = oo -» a = pesr oo = pCsr scsr oo = pesr scsr a) 
(a j4 0° —> pesr scsr a = II xt/ x oo scsr a = a) 

3.6 THEOREM, (scsr a = oo _» # = oo ) 

PROOF, (scsr a = oo —» oo = pesr oo = pesr scsr a = a) 

3.7THEOREM, (pesra = » ^ f l = 0 V a = oo). 

PROOF. We use the '-»' part of 3.4. 

(pesra = » A f l ^ O A a / » ^ 
V c(oo j£ c = pesr scsr c = pesr a = oo ) 

3.8 THEOREM, (a ^ 0—> scsr pesr a = a) 

PROOF. V c(a = scsr c = scsr pesr scsr c = scsr pesr a) 

3.9 THEOREMS. 

.0 (a + 0 = a) 

.1 (a + oo = oo ) 

.2 (0 + a = a) 

.3 (oo + a = oo ) 

.4 ( a + l = scsr a) 

.5 ((a + fe) + 1 = a + (6 + 1)) 

3.10 THEOREMS. 

.0 (0 • a = 0) 

.1 (oo • a = oo ) 

.2 (a 7̂  oo -» a • 0 = 0) 

. 3 ( a / 0 - > a - o o = oo) 

.4 (1 • a = a) 

.5 (a • 1 = a) 

.6 (a + 1) • b = (a • &) + fc) 
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The proofs of 3.9.2, .3 and 3.10.2, .3, .5 are by induction on a. The 
others are immediate from definitions and recursion axioms. We give 
three proofs. 

PROOF OF 3.9.2. By 3.9.0 we have 

(0 + 0) = 0. 

Now suppose 

(a f » A 0 + fl = u), 

Then by Axiom 3.1.3 

(0 + scsr a = ly scsr y 0 scsr a 
= scsr I y scsr y 0 a 
= scsr (0 + a) 
= scsr a). 

By induction and 3.9.1 we arrive at the desired result. 

PROOF OF 3.9.4. Since the result is immediate from 3.3.3 and 3.9.3 if 
(a = oo ), suppose otherwise. 

(a + 1 = ly scsr y al 
— ly scsr y a scsr 0 
= scsr I y scsr y a 0 
= scsr a) 

PROOF OF 3.10.6. If (a = oo ), then by 3.9.3 and 3.10.1 the statement 
is true. Suppose (a ^ oo ). 

((fl+ 1) • & = Xx< (a+ 1)6 
= 2 x < scsr a b 
= II xy (y + b) 0 scsr a 
= II xy (y + b) 0 a + b 
= Xx< ab + b 
= (a • b) + b) 

Let us digress for the moment to consider two alternate number 
systems together with a somewhat curtailed version of our present 
system based on the definitions we have used so far, except for 3.0.23 
in 3.2.2, namely, 3.0.0-3.0.6, and on the next three definitions, 3.0.7, 
3.0.8 and 3.0.9. 
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The first alternate system uses the same formal-inferential, logical 
and equality-theoretic foundation as our present system but adopts 
as orienting number-theoretic forms 

'0', pcsr x\ \x + y)\ \x • t/)'; 

adopts as number-theoretic definitions 3.0.1, .2, .7, .8, .9, the formula 
obtained from the expression 

'(II xy u'xy m n = the z\l d\l c(0 < d /\ dj^ *> A 0 < C A C / » 

A 8 scsr raO (m ^ oo ) = rm c(l + d) A z = 8 
pcsr rm c(l + ((1 + n) • d ) )» )n ^ oo) A A 
x(x < n—>• ÔscsrU'JCpcsrrmc(l + ((1 + x) • d)) 
0 (u'x pcsr rm c(l + ((1 + x) • d)) ^ oo ) 
= imc( l + ((l + x))-d))))) ' 

by appropriately inserting parentheses and establishing schematic 
uniformity, 3.0.3 and 3.0.5; and finally adopts as number-theoretic 
axioms 3.3-3.10 and 3.1.4. As indicated in [5, pp. 238-241; 3, Ch. 1, 
Sec. 7] one can eventually prove (using the Chinese Remainder 
Theorem) entirely within this first alternate system that I I xy u 'xy m ri 
possesses the properties listed in 3.1.1, .2, .3. Whence it is easy to 
derive by induction as first alternate theorems the formulas obtained 
from 3.0.0, .4, .6 by replacing ' = ' by '='. It now follows that the nor­
mal theorems devoid of ' = ' in the curtailed system and in the first 
alternate system are exactly the same. Thus, simply axiomatized, 
recursive *+' and ' • ' are enough to establish general recursion. 

The second alternate system (arithmetic) uses the same formal-
inferential and logical foundation as our present system but adopts as 
an orienting equality-theoretic form \x = y)'; equality-theoretic axioms 
2.2.0, .1,.2, .3; orienting number-theoretic forms 

V,T,'(x + y)','(x • y)'; 

and number-theoretic axioms 3.9.0, .5,3.10.4, .6, 

•(((x + 1) = (y + l ))-> (x = y))\ '~((x + 1) = OX, 
'((u0 AAX(UX-»U(X + 1)))-* A xux)'. 

Clearly each formula in arithmetic is a formula in the present system. 
Furthermore, it is not hard to see that each statement which is a 
theorem in arithmetic transforms, when all quantifications are re­
stricted to (non-oo ) numbers, into a theorem in the present system. 
Concerning the question raised earlier as to the extent to which in­
corporating 'oo' into our system as we have done strengthens it, we 
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can make this more precise by asking whether a statement of arith­
metic which transforms, upon restricting quantifications to numbers, 
into a theorem of our present system is also a theorem of arithmetic. 
This seems indeed to be the case. The referee has indicated to the 
author that the usual model of arithmetic within finite set theory may 
be extended to a model of oo -extended arithmetic (a modification of 
the first alternate system adopting T and 'oo' as orienting forms in­
stead of 'pcsr x and abandoning descriptive definitions) by associating 
with 'oo' a specific effective finite set (say {{0}}) which is not a 
finite ordinal, and hence to a model within arithmetic, in such a way 
that it follows that each arithmetical statement whose quantification-
restricted transform is provable in the present system is provable 
arithmetically. Thus the incorporation of 'oo ' strengthens the system 
only peripherally in the sense that any additional theorems relate to 
oo. In other words the present system is a conservative extension of 
arithmetic. 

Continuing now with a development of our present system, we shall 
pass over the derivation of further elementary results, referring the 
reader to [4], and call attention here to only two of these, the well-
ordering 

3.11 THEOREMS. 

.0 (x ^ oo A UX-» least £u£=^ oo) 

.1 (x ^ oo A ux A V y A t(y < t -> ~-u£)-» greatest tut ^ oo ) 
Useful recursive properties of '^\ 'X' and TT, easily proved by in­

duction, are 

3.12 THEOREMS. 

.0 (a = b A A x(a = x —> u 'xc = c) —> 
(II xy u 'xy m a = c —» II xy u 'xy m b = c)) 

.1 ( 2 < < ( a + fe)m = t i < ani + Xi<bu(a + i)) 

.2 (b ^ oo -> n i < (a + b) uf = Il i < ani. II i < b u(a 4- i)) 
The early development of the usual laws of exponents is similar to 

that for addition and multiplication given in 3.9 and 3.10. We shall 
skip this, mentioning only the exponential properties of oo. 

3.13 THEOREMS. 

.0 (exp a oo = oo ) 

.1 (exp oo 0 = 1) 

.2 (a ^ 0 -* exp oo ö = oo ) 
Induction on a is used to prove .2. 

Although the infinitude of primes can be stated by saying that for 
each number there is a next greater prime and easily proved after 
Euclid, we are able with T* to say a trifle more, namely, that 'P' con-
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secutively enumerates infinitely many and all primes. We formally 
state this, omitting the easy proof based upon the infinitude of primes. 
We additionally give a useful immediate corollary based on the ele­
mentary fact that each number greater than 1 has a greatest prime 
divisor. 

3.14 THEOREMS. 

.0 ( n ^ °° —» prime i s P n A n < P n < P scsr n = 
least t(F n < t A prime is t)) 

.1 (prime is q —> V ! n(P n = q)) 

.2 ( K û ^ M a ^ o o A P M a | a A /\j(Ma<j-*PjJ(a)) 
The three following lemmas are based on the elementary fact that a 

prime dividing the product of two numbers divides one of them and on 
the elementary cancellation law of mulitplication and are fairly easy 
to prove by induction on n. 

3.15 THEOREMS. 

.0 (0 < k A prime is p A prime is q -» 
(exp pk | exp g n —» p = q A fc = n)) 

.1 (n / » A A i Aj(i = s c s r n A j ^ scsrn A i ^ j —> prime 
is ui A ui j£ uj A 0 < vi) —» A j A f ( | = n A v | ' < r - > 
exp u/yj | n i = n exp ui vi A exp u/r r ^ II i = n exp ui vi) 
exp u scsr n y scsr n yf II i = n exp ui y i) 

.2 (prime is p A exp p n | a A c | a A p / c ^ ( c exp p n) \ a) 
Ordered retrieval of information stored in the Godei number of a 

finite sequence of numbers and in the Godei number of a finite se­
quence of numbers and oo 's is given by the next three theorems. With 
regard to the third, one might say that each yi which is not oo is stored 
at the i-th numbered address in the Godei number packaged as 
scsr scsr y i and each vi which is oo is stored at the i-th numbered 
address in the Godei number packaged as 1. The stored information 
is retrieved by means of 'pcsr' and 'N' and the end is signaled by *M'. 

3.16 THEOREMS 

•0 (J ^ n T^ oo A A i(i ^ n -» ui ^ oo ) —» 
Nil i ^ exp P i ui j = uj) 

.1 (n ^ oo A A i(i = n -» ui 7̂  oo ) A un 7̂  0 -^ 
M i l i e n exp P i ui = n) 

.2 (j ^ n ^ oo _» 
pcsr pcsr N II i = n exp P i ò scsr scsr ui l(ui ^ oo ) j = uj 

A M II i = n exp P i ô scsr scsr ui l(ui ^ oo ) = n) 

The proofs are immediate from 3.15.1 and 3.14. 
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The utility, if not necessity, of Godei number representation of finite 
sequences is demonstrated by the proof of the 

3.17 THEOREM. (Pigeon Hole Principle). 

(h < k A A i(i g k -> ui ^ h) -> V i V j(i ^ k A j' ^ k A 

A t ^ J A U f = U/)) 

PROOF. Suppose contrarily that 

( h < k A A i ( i g ^ u i â f c ) A Ai Aj(i g k A j^kA 

Let 

(a = Il i â k exp P i scsr ui A 
n = least* V b V s(Mfo = M 5 < f A A i ( i ^ f - » pcsrNfoi ^ s)A 

AiAj(i^tAJ=tAt 7^7-» pcsr N fri / pcsrN&j))). 

By 3.16.0, .1 

(M a = k A h < k A Ai(i ^ k—• pcsr N a i = ui ^ h) A 
A i Ajii — kAJ—kAi^j-* pcsr N a i = ui 7̂  u/ = pcsr N aj)), 

so 

( n / o o A n / 0 ) . 

Let fo and s be such that 

(M b = n A « < n A A i(i ê n —> pcsr N fc i ^ 5) A 
A i A ̂ '(i == n AJ= n A i ^ j—* pcsr N b i y^ pcsr N foj)). 

Clearly, since (1 ^ n), 

(s = 0 —» pcsr N fo 0 = 0 = pcsr N b 1 ^ pcsr N fo 0). 

So 
(s^O). 

Now let 

(A i (v" fosi = 8 pcsr N fo i pcsr N b n(pcrs N bi ^ s)) A 

v 'fos = Il i = pcsr n exp P i scsr v"fosi) 

and check, contrary to the minimal nature of n, that 
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(My 'bs = pcsr n A pcsr s < pcsr n A 

Ai(i ^ pcsr n -» pcsr N y 'bsi = v"bsi 
= 8 pcsr N b i pcsr N b n(pcsr N b i ^ s) 
;§ pcsr 5) A 

A i A j(i ^ pcsr n A j ^ pcsr n A i ^ j —* 
pcsr N y 'bsi = y "bsi = 8 pcsr N b i pcsr N b n(pcsr N b i 7̂  s) 

^ 8 pscr N b j pcsr N b n(pcsr N b j ^ s) 
= y"bs/ = pcsr Ny'bs/)). 

We next state and prove in some detail the 

3.18 THEOREM. (Unique Prime Power Factorization). 
( a / O A o / l A a / 0 0 -> 
.0 (Existence) a = II i ^ M a exp P i N a i A 
.1 (Uniqueness) (a= Hi^Ma exp P i ui —» 

A i(i ^ M a —» ui = N a i))) 

PROOF OF .0. Let 

(q = least t(t | a A £ ^ 1) A 
d = the t (P £ = 9) A 

k = greatest £(II i ^ £ exp P i N a i | a A N a ^ 0)). 

Check that 

(prime isqAq\aAFd=qA A f ( K d ^ P tj( a ->N a t = 0)) 

and hence by way of 3.12.0 and 3.12.2 that 

(Il i = d exp P i N a i = exp F dN ad \aANad^0ANaa=0A 

(0) kj£ *> AÏli^kexipFiNai\a ANakj* 0A 

(1) hj(k<j - > ( n i ^ j e x p P i N a i | a - > N a j = 0))). 

If 

(Il i ^ fc exp P i N a i 7̂  a), 

then there is b such that 

(2) (n i ^ fc exp P i N a i • b = a A b / 1). 

Let 

(yb = least t(t\b A t / 1) A wb = the £ (P t = vfe)) 
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Then 

(prime is vb A vb | b A P wb = vb A N a wb / O A 
(3) A * ( * < w b - > P t / f b ) ) . 

Check from 3.15.1, (3) and (2) that 

(wb â k —> (exp PwfeNö wb) | II i â k exp P i N ai A P wb | b A 

LI i = fc exp P i N ai • b = a 
—> (exp P wb N a wb • P wb) | a 
—* exp P wb (N a wb 4- 1) | a 
- + N a w b + 1 < N a w b ) . 

Thus 

(k < wb). 

Since by (0), 3.15.1 and (3) 

(Il i = fc exp P f N a i | a A P wb / O i = fc exp P i N a i A 

exp P wb N a wb J(ïli^k exp P i N a i A P wb | a), 

we infer from 3.15.2, (3) and 3.15.5 that 

((Il i ê fc exp P f N a i • P wb) | a A A t(k < t < wb-> 
P * / f a - * N a £ = 0 - > e x p P * N a £ = 1)) 

and hence by 3.12.0, 3.12.2, the definition of N a wb and again 3.15.2 
that 

(Il i ^ wb exp P i N ai = ( I l i ^ f c exp P i N a i 

• exp P wb N a wb) | a). 

We are led by way of (1) and (3) to the contradiction 

( N a w b = 0 A N a w b / 0 ) . 

So 

(Il i = k exp P i N a i = a). 

Finally, by (0) and 3.16.1, we conclude that (k = M a). 

PROOF OF .1 Check by way of 3.12.2,3.13.0 and 3.10.0-.3 that 

A i ( i ^ M a - ^ u i ^ » ) 

and then use 3.16.0. 
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To state general commutativity for addition is easy. 

3.19 THEOREM. (A x(x = n —> V! y(y = n A yy = x)) —> 

2 ^ = n u x = 2 x ^i n u vac) 

To state general associativity for addition is somewhat harder. It 
can be done using the inductors T and TF and Godei numbers of 
finite sequences of numbers which determine the binary tree structures 
of acceptable distributions of parentheses and Godei numbers of finite 
sequences of summands. As somewhat of a tour de force we give a 
formal version of general associativity for addition. 

3.20 DEFINITIONS. 

.0 (Kan = 
lylij <My 
expFjôNyj 

8 pcsr NyjNy scsr j(j = least t(N y t = N y scsr t)) 
(j < least t(N y t = N y scsr t))a n) 

.1 (S i ^ nam = 
N II xy Uj<My 
expP jSNt / j 

8 (N yj + N y scsr j) N y scsr j 
(j = least t(N Kaxt= N K ax scsr t) 
(j < least t(N Kaxt= NKax scsr t)) 
n i ^ n exp P i ui n 0) 

3.21 THEOREM. ( K Û M O = 1 —> J i ^ M a m = S i â M a a u i ) . 

The proofs of 3.19 and 3.21 are perhaps best handled simultaneously 
by induction on n with M a = n. 

For example one can check that if 

a = 22 • 3 3 • 5 5 • 75 • l l 4 • 131, 

then 

( M o = 5 A K Ü M Ö = 1 A S i ^ M a a u i 

= (feO + (ul + ((u2 + u3) + u4))) + u5)). 

The mechanism for reiterating an infinite sequence is built into the 
system. Thus the m-th order iterate of the sequence expressed by 
'uy' evaluated at n could be defined by 

(Reit yuymn= lyuyn m). 

Arbitrary rereiteration, though more difficult, can be done by repre­
senting a sufficiently large initial segment of an infinite sequence by 
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the Godei number of this segment. 

3.22 DEFINITIONS. 

.0 (reit" flfilc = I I i â f c exp P i 
8 scsr I y pcsr Nay ni0(1 y pcsr Naynij^ oo )) 

.1 (rereit" xuxkaj = II xy reit" yuxk aj) 

.2 ( re re i t ' xuxk vxj = rereit7' xuxkHx^ k exp P x ô scsr yx0 
_ ( v x / o o ) j ) 

.3 (Rereit x ux yx jm = pcsr N rereit ' x ux least t 
(pcsr N rereit ' x ux £ vxj m ^ oo )vxj m) 

3.23 THEOREM. (/ ^ °° A m / ° ° A A x(ux ^ oo A yx ^ oo ) -* 
Rereit x uxyx 0 ra = vm A 

Rereit x ux yx scsr j m = I y Rereit x ux vxjy ujm^ oo ) 

The proof is by induction onj. 

For example one can check that if 

( r a ^ o o A n / » A ux = ô n ô 0 1 (x == 1) (x = 0) Ayx = scsr x), 

so that 

( m / o o A u0 = n / » A u l = 0 A u 2 = l A u 3 = l A y x = scsr x), 

then 

(Rereit x ux yx 0 m = scsr m A 
Rereit x u x y x l r a = n + raA 
Rereitx ux yx 2 m = n • m A 
Rereit x ux yx 3 m = exp n m) 

and 

n 
Rereit x ux yx 4 m = n (ra occurrences of V understood). 

In 3.25 below are stated the recursion properties for ' 0 ' correspond­
ing to 3.1.1-.3 for l i ' . In preparation we give 

3.24 THEOREMS. ( 0 < m A n / o o A A t/(l < t/ -» Ovy) -» 
.0 II xy(y • exp P scsr x vy) exp 2 ran = 

I l i â n exp P i N II xy(y • exp P scsr x yt/) exp 2 ra i i = 
n i S n exp P i N n xy(t/ • exp P scsr xvy) exp 2 ra n i A 
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.1 N II xy(y • exp P scsr x vt/) exp 2 M scsr n scsr n = 

v II xy(y • exp P scsr x vt/) exp 2m n A 
.2 II xy(y • exp P scsr x vt/) exp 2 m n = 

I l i ^ n exp P i 6 y II xy(y • exp P scsr x y t/) exp 2 m pcsr i m 
( i / 0 ) A 

.3 A i(i ^ n —> P i | II xt/(t/ • exp P scsr oc vy) exp 2 m n)) 

The proofs of .0 and .1 are done simultaneously by induction on n 
using 3.16.0. From these .2 immediately follows. Then .3 follows 
from .2 by induction on n. 

3.25 THEOREMS. (Recursion for ' 0 '). 
.0 ( (j y ut/ m 0 = m) 
•1 id t/ut/moo = oo ) 
.2 (n 7̂  oo _» 

0 yuym scsr n 
= u II xt/(t/ • exp P scsr x 8 scsr scsr ut/1 (ut/ ^ °° )) exp 2 S 

scsr scsr m l ( m / oo ) n 

= u II i = n exp P i N II xt/(t/ • exp P scsr x 
8 scsr sers ut/ l(ut/ / °° )) exp 2 8 scsr scsr m l ( m / oo )« 

= u II i ^ n exp Pi Ôscsr scsr 0 y ut/ mi 1 ( t/ut/ mi ^ oo )) 
The proofs of .0 and .1 are trivial and .2 follows from 3.24 and 3.16.0. 

We are ready to show the redundance in I F previously alluded to, 
that is, that recursive definition with the inductor 'IF can be effected 
with the inductor * 0 \ In an earlier manner of speaking, the number of 
items, counting multiplicities, stored in z, the Godei number of the 
finite sequence of previously defined values, is M z, the address of the 
previously stored item is M z and the latest stored item is pcsr pcsr 
N z M z packaged i n z a s N z M z . 

3.26 THEOREM. (II xy u 'xy m n = 0 zu' M z pcsr pcsr N z M zmn) 

The proof is by induction on n aided by 3.16.2 and 3.25. 
Finally we give an example of a sequence defined recursively using 

the inductor * ö \ It is rendered informally as 

Ao = 2, 

/oo ? if n is not prime, 

the least prime t such that P n * ^ ^t < *> 
»<n 

Ai is prime 

\+i = \ if n is prime and n + 2 is not prime, | , for n ^ 0. 
the number of primes less than n each 

^ of which is a member of a prime pair, 
if n is the least prime of a prime pair 
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Formally this becomes 

3.27 DEFINITION. 

( A n = OzÔô 
2 i < M z810((prime is i A prime is (i + 2))v 

(prime is pcsr pscr i A prime is i)) 

least aprirne is tA 
((PM z • 2 i < M z8 pcsr pcsr Nzi 0 prime is pcsr pcsr N zi) < t)) 

prime is (M z + 2) 

oo prime is M z 2 n) 

Since we insist that A n be undefined (that is, oo ) for n a positive non-
prime, and since the statement that there are infinitely many prime 
pairs implies that A n takes on all numbered values, it could confuse 
the record if we were to use a number instead of oo to indicate the un­
defined state. As things stand, if A n is a number we are convinced that 
n is 0 or is prime. 

By taking enough pains one could, using the inductor ' 0 \ con­
structively enumerate, after a fashion, the finite sequences of numbers 
as well as count the permutations and combinations of any collection 
of n numbers taken r at a time. Similarly, one could enumerate and 
total the partitions of a number. To achieve these ends one would 
represent finite sequences of numbers by Godei numbers as we have 
done and represent finite sequences of finite sequences by Godei 
numbers of finite sequences of Godei numbers of finite sequences. 
And so on. We shall stop here, feeling that our development has 
been carried far enough to provide a basis for a fair appraisal of this 
approach to number theory. 

REMARK. The author wishes to express his appreciation for several 
suggestions of the referee which have been incorporated herein. 
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