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#### Abstract

Starting from the 1-dimensional complex-valued Ornstein-Uhlenbeck process, we present two natural ways to obtain the associated eigenfunctions of the 2dimensional normal Ornstein-Uhlenbeck operator in the complex Hilbert space $L_{\mathbb{C}}^{2}(\mu)$. We call the eigenfunctions Hermite-Laguerre-Itô polynomials. In addition, the Mehler summation formula for the complex process is shown.


## 1. Introduction

There is abundant literature in stochastic analysis concerning the Hermite polynomials and the 1-dimensional real-valued Ornstein-Uhlenbeck process (see [11], [15], [20], and references therein),

$$
\mathrm{d} X_{t}=-b X_{t} \mathrm{~d} t+\sqrt{2 \sigma^{2}} \mathrm{~d} B_{t} .
$$

If the processes $X_{t}, B_{t}$, and the coefficient $b$ are all complex valued, what new findings can we get? Or, say, what is the meaning of the 1-dimensional complexvalued Ornstein-Uhlenbeck process

$$
\begin{equation*}
\mathrm{d} Z_{t}=-\alpha Z_{t} \mathrm{~d} t+\sqrt{2 \sigma^{2}} \mathrm{~d} \zeta_{t}, \tag{1.1}
\end{equation*}
$$

where $Z_{t}=X_{1}(t)+\mathrm{i} X_{2}(t), \alpha=a e^{\mathrm{i} \theta}=r+\mathrm{i} \Omega$, and $\zeta_{t}=B_{1}(t)+\mathrm{i} B_{2}(t)$ is a complex Brownian motion?

First, it is clear that this complex-valued process can be represented by the 2-dimensional nonsymmetric Ornstein-Uhlenbeck process

$$
\begin{align*}
{\left[\begin{array}{l}
\mathrm{d} X_{1}(t) \\
\mathrm{d} X_{2}(t)
\end{array}\right] } & =\left[\begin{array}{cc}
-a \cos \theta & a \sin \theta \\
-a \sin \theta & -a \cos \theta
\end{array}\right]\left[\begin{array}{l}
X_{1}(t) \\
X_{2}(t)
\end{array}\right] \mathrm{d} t+\sqrt{2 \sigma^{2}}\left[\begin{array}{l}
\mathrm{d} B_{1}(t) \\
\mathrm{d} B_{2}(t)
\end{array}\right] \\
& =\left[\begin{array}{cc}
-r & \Omega \\
-\Omega & -r
\end{array}\right]\left[\begin{array}{l}
X_{1}(t) \\
X_{2}(t)
\end{array}\right] \mathrm{d} t+\sqrt{2 \sigma^{2}}\left[\begin{array}{l}
\mathrm{d} B_{1}(t) \\
\mathrm{d} B_{2}(t)
\end{array}\right] . \tag{1.2}
\end{align*}
$$

From the perspective of physics, (1.2) describes the motion of a charged test particle in the presence of a constant magnetic field and is also called the $A$-Langevin
equation in [1, pp. 181-186]. For the process (1.2), its generator is

$$
\begin{equation*}
A=(-r x+\Omega y) \frac{\partial}{\partial x}+(-\Omega x-r y) \frac{\partial}{\partial y}+\sigma^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \tag{1.3}
\end{equation*}
$$

and its stationary distribution is

$$
\begin{equation*}
\mathrm{d} \mu=\frac{r}{2 \pi \sigma^{2}} \exp \left\{-\frac{r\left(x^{2}+y^{2}\right)}{2 \sigma^{2}}\right\} \mathrm{d} x \mathrm{~d} y . \tag{1.4}
\end{equation*}
$$

In the Hilbert space $L^{2}(\mu)$, the adjoint of the operator $A$ is

$$
\begin{equation*}
A^{*}=(-r x-\Omega y) \frac{\partial}{\partial x}-(-\Omega x+r y) \frac{\partial}{\partial y}+\sigma^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) . \tag{1.5}
\end{equation*}
$$

Thus, $A$ is a nonsymmetric operator, and it satisfies $A^{*} A=A A^{*}$ formally (e.g., it is valid for any polynomial), and in fact, one can show that $A$ is a normal operator (see [4]).

Now we address the first question, what are the spectrum and the associated eigenfunctions of the operator $A$ ?

The spectrum and the associated eigenfunctions of the symmetric OrnsteinUhlenbeck operator (i.e., Hermite polynomials) are well known (see [11]). Without the restriction of symmetry, the spectrum of any finite-dimensional OrnsteinUhlenbeck operator in $L^{p}(\mu)$ for $1<p<\infty$ is shown explicitly in [16]. In detail, let $\mathcal{L}=\sum_{i, j=1}^{N} q_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i, j=1}^{N} b_{i j} x_{j} \frac{\partial}{\partial x_{i}}$ be a possibly degenerate OrnsteinUhlenbeck operator, and assume that the associated Markov semigroup has an invariant measure $\mu$; then the spectrum of $\mathcal{L}$ is

$$
\begin{equation*}
\sigma(\mathcal{L})=\left\{\gamma=\sum_{j=1}^{r} n_{j} \lambda_{j}: n_{j} \in \mathbb{N}\right\}, \tag{1.6}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{r}$ are the distinct eigenvalues of the matrix $\left(b_{i j}\right)$ (see [16, Theorem 3.1]). This conclusion has been extended to the infinite-dimensional case in some papers such as [3], [10], [17], and [23]. The spectrum of a hyperbounded Markovian semigroup whose generator is a normal operator on $L^{2}$-space is discussed in [12]. However, for the nonsymmetric Ornstein-Uhlenbeck operator, the associated eigenfunctions are still unknown up until now.

It follows from (1.6) that the spectrum set of the operator $A$ in (1.3) in Hilbert space $L^{2}(\mu)$ is

$$
\begin{equation*}
\sigma(A)=\{-(m+n) r+\mathrm{i}(m-n) \Omega, m, n=0,1,2, \ldots\} . \tag{1.7}
\end{equation*}
$$

In the present paper, we will show that eigenfunctions of the operator $A$ are expressed by the Hermite-Laguerre-Itô polynomials (see Definition 2.4 and Theorem 2.2), which are called the Hermite polynomials of complex variables by Itô [8]. Itô used these polynomials to characterize the complex multiple Itô-Wiener integral; that is, his aim was to show a relation similar to the well-known one between the real multiple Itô-Wiener integral and the Hermite polynomials (see [7], [11]). His basic idea was that the Hermite polynomials of complex variables are the coefficients in the expansion of the generating function $\exp (-t \bar{t}+t \bar{z}+\bar{t} z)$ (see [8]).

This is the complex-valued version of Hermite polynomials as the coefficients in the expansion of the generating function $\exp \left(-t^{2}+2 x t\right)$.

The main purposes of this paper are presenting two different ways to obtain the Hermite-Laguerre-Itô polynomials as eigenfunctions of the operator $A$. One way is that we use the direct and elementary computation by means of the normality of $A$ in $L^{2}(\mu)$. The other way is that by defining the complex variable creation operator and annihilation operator in the complex Hilbert space $L_{\mathbb{C}}^{2}(\mu)$, we verify that Hermite-Laguerre-Itô polynomials can be generated iteratively by the complex creation operator acting on the constant 1 (see Definition 2.4). Those approaches give us some deeper and richer understanding of the 1-dimensional complex-valued Ornstein-Uhlenbeck processes, the Wick product of the symmetric complex Gaussian variable (see Remark 1), and the nonsymmetric stochastic analysis (see [2], [12], [22]). The concrete calculations are given in Section 2.

In Section 3, as applications of the above computations, we obtain the Mehler transform formula and the Mehler summation formula for the complex process (1.1) (or the process (1.2)). In Section 4, by means of a decomposition to the summation of series of up to the 2-dimensional Ornstein-Uhlenbeck operator, we show how to calculate the eigenfunctions of a type of high-dimensional nonsymmetric Ornstein-Uhlenbeck operator. Finally, some tedious computations are listed in the Appendix.

## 2. The Hermite-Laguerre-Itô polynomials on $\mathbb{C}$ (or, say, $\mathbb{R}^{2}$ )

In this section, we present two ways to imply the Hermite-Laguerre-Itô polynomials on $\mathbb{C}$. One is by means of the normality of the operator, and the other is by means of the creation operator and annihilation operator (see [15]).

### 2.1. From the perspective of the normal operator

Let $\rho=\frac{2 \sigma^{2}}{r}$ and $\mathrm{i}=\sqrt{-1}$. Denote by $H_{n}(x, \rho)$ the Hermite polynomials. Let

$$
\begin{equation*}
\mathcal{A}_{s}:=\frac{1}{2}\left(A+A^{*}\right), \quad \mathcal{J}:=\frac{1}{2 \mathrm{i}}\left(A-A^{*}\right) . \tag{2.1}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathcal{A}_{s}=\left(\sigma^{2} \frac{\partial^{2}}{\partial x^{2}}-r x \frac{\partial}{\partial x}\right)+\left(\sigma^{2} \frac{\partial^{2}}{\partial y^{2}}-r y \frac{\partial}{\partial y}\right), \quad \mathcal{J}=-\mathrm{i} \Omega\left(y \frac{\partial}{\partial x}-x \frac{\partial}{\partial y}\right) . \tag{2.2}
\end{equation*}
$$

It is well known that $\left\{H_{k}\left(x, \frac{\rho}{2}\right) H_{m+n-k}\left(y, \frac{\rho}{2}\right), 0 \leq k \leq m+n\right\}$ is an orthogonal basis of $S_{m+n}$, the characteristic subspace associated with the eigenvalue $-(m+n) r$ of $\mathcal{A}_{s}$. Note that $A A^{*}=A^{*} A$ is valid for any polynomial. Thus $\mathcal{A}_{s} \mathcal{J}=\mathcal{J} \mathcal{A}_{s}$. By restriction of $\mathcal{A}_{s}$ and $\mathcal{J}$ to the finite-dimensional space $S_{m+n}$, the self-adjoint operators $\mathcal{A}_{s}$ and $\mathcal{J}$ have common eigenfunctions which make up an orthogonal basis of $S_{m+n}$. It follows that each common eigenfunction is a linear combination of $H_{k}\left(x, \frac{\rho}{2}\right) H_{m+n-k}\left(y, \frac{\rho}{2}\right), 0 \leq k \leq m+n$. Then we have the following.

PROPOSITION 2.1
Let $l=m+n$ with $m, n \in \mathbb{N}$ and $\vec{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{l}\right)^{\prime}$, where $\beta_{k} \in \mathbb{C}$. If the function $J_{m, n}(x, y)=\sum_{k=0}^{l} \beta_{k} H_{k}\left(x, \frac{\rho}{2}\right) H_{l-k}\left(y, \frac{\rho}{2}\right)$ satisfies

$$
\begin{equation*}
\mathcal{J} J_{m, n}(x, y)=-\mathrm{i} \lambda \Omega J_{m, n}(x, y), \tag{2.3}
\end{equation*}
$$

then the linear equation

$$
\begin{equation*}
\mathrm{M}(\lambda) \vec{\beta}=0 \tag{2.4}
\end{equation*}
$$

holds, where $\mathrm{M}(\lambda)$ is an $((l+1) \times(l+1))$ tridiagonal matrix

$$
M(\lambda)=\left[\begin{array}{cccccccc}
-\lambda & 1 & 0 & 0 & \ldots & 0 & 0 & 0  \tag{2.5}\\
-l & -\lambda & 2 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1-l & -\lambda & 3 & \ldots & 0 & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots \ldots \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & \ldots & -2 & -\lambda & l \\
0 & 0 & 0 & 0 & \ldots & 0 & -1 & -\lambda
\end{array}\right] .
$$

When $\lambda=-(m-n) \mathrm{i},(2.4)$ has a nonzero solution, and the solution $\vec{\beta}$ satisfies

$$
\begin{equation*}
\sum_{k=0}^{l} \beta_{k} \cos ^{k} \theta \sin ^{l-k} \theta=e^{\mathrm{i}(m-n) \theta} c \tag{2.6}
\end{equation*}
$$

where $c$ is a constant.

## THEOREM 2.2

The eigenfunction associated with the eigenvalue $-r(m+n)-\mathrm{i}(m-n) \Omega$ of the OU operator $A$ is

$$
J_{m, n}(x, y)= \begin{cases}(-1)^{n} n!(x+\mathrm{i} y)^{m-n} L_{n}^{m-n}\left(x^{2}+y^{2}, \rho\right), & m \geq n \\ (-1)^{m} m!(x-\mathrm{i} y)^{n-m} L_{m}^{n-m}\left(x^{2}+y^{2}, \rho\right), & m<n\end{cases}
$$

where $L_{n}^{\alpha}(x, \rho)$ is the Laguerre polynomial (see Definition A.4 or [5], [11], [13], [24]).

Proofs of Proposition 2.1 and Theorem 2.2 are presented in Section A.2.

### 2.2. From the perspective of the creation operator and annihilation operator

An elegant method to deduce the Hermite polynomials is given by means of the creation operator and annihilation operator (see [15]). Let $x \in \mathbb{R}$ and $\mathrm{d} \gamma=$ $\frac{1}{\sqrt{2 \pi \sigma}} e^{-x^{2} / 2 \sigma} \mathrm{~d} x$. The operator $\partial$ is the operator of differentiation (or, say, the annihilation operator):

$$
\partial \varphi(x)=\varphi^{\prime}(x), \quad \varphi(x) \in C^{1}(\mathbb{R}) .
$$

Its adjoint operator in the Hilbert space $L^{2}(\gamma)$ is

$$
\partial^{*} \varphi(x)=-\varphi^{\prime}(x)+\frac{x}{\sigma} \varphi(x) .
$$

Then the Hermite polynomials are defined as the sequence ${ }^{\dagger}$

$$
\begin{aligned}
& H_{0}(x)=1 \\
& H_{n}(x)=\sigma \partial^{*} H_{n-1}(x)=\sigma^{n}\left(\partial^{*}\right)^{n} 1
\end{aligned}
$$

Let $z=x+\mathrm{i} y$ and $\mathrm{d} \mu=\frac{1}{\pi \rho} e^{-\frac{x^{2}+y^{2}}{\rho}} \mathrm{~d} x \mathrm{~d} y$. We consider the complex Hilbert space $L_{\mathbb{C}}^{2}(\mu)$ associated to the inner product

$$
\langle f, g\rangle=\int_{\mathbb{R}^{2}} f \bar{g} \mu(\mathrm{~d} x \mathrm{~d} y) .
$$

Set $C_{0}^{1}\left(\mathbb{R}^{2}\right)$ as the collection of $C^{1}$-functions with compact support. We denote by $\partial, \bar{\partial}$ the operators of differentiation (or, say, the complex annihilation operator)

$$
\begin{aligned}
& (\partial \phi)(z)=\frac{\partial}{\partial z} \phi(z)=\frac{1}{2}\left(\frac{\partial}{\partial x}-\mathrm{i} \frac{\partial}{\partial y}\right) \phi(x, y) \\
& (\bar{\partial} \phi)(z)=\frac{\partial}{\partial \bar{z}} \phi(z)=\frac{1}{2}\left(\frac{\partial}{\partial x}+\mathrm{i} \frac{\partial}{\partial y}\right) \phi(x, y) .
\end{aligned}
$$

By [15, Lemma 2.1], the direct calculation yields the adjoint of the operators $\partial, \bar{\partial}$ as follows.

## LEMMA 2.3 (COMPLEX CREATION OPERATOR)

Denote by $\partial^{*}, \bar{\partial}^{*}$ the operator defined, for $\phi \in C_{0}^{1}\left(\mathbb{R}^{2}\right)$, by

$$
\left(\partial^{*} \phi\right)(z)=-\frac{\partial}{\partial \bar{z}} \phi(z)+\frac{z}{\rho} \phi(z), \quad\left(\bar{\partial}^{*} \phi\right)(z)=-\frac{\partial}{\partial z} \phi(z)+\frac{\bar{z}}{\rho} \phi(z) .
$$

Then if $\partial \phi, \partial^{*} \psi, \bar{\partial} \phi$, and $\bar{\partial}^{*} \psi \in L_{\mathbb{C}}^{2}(\mu)$ we have

$$
\begin{equation*}
\langle\partial \phi, \psi\rangle=\left\langle\phi, \partial^{*} \psi\right\rangle, \quad\langle\bar{\partial} \phi, \psi\rangle=\left\langle\phi, \bar{\partial}^{*} \psi\right\rangle . \tag{2.7}
\end{equation*}
$$

Clearly, $\partial$ commutes with $\bar{\partial}$ and $\partial^{*}$ with $\bar{\partial}^{*}$.

## DEFINITION 2.4 (DEFINITION OF THE HERMITE-LAGUERRE-ITÔ POLYNOMIALS)

Let $m, n \in \mathbb{N}$. We define the sequence on $\mathbb{C}$ (or, say, $\mathbb{R}^{2}$ ):

$$
\begin{align*}
J_{0,0}(z, \rho) & =1 \\
J_{m, n}(z, \rho) & =\rho^{m+n}\left(\partial^{*}\right)^{m}\left(\bar{\partial}^{*}\right)^{n} 1 \tag{2.8}
\end{align*}
$$

We call it the Hermite-Laguerre-Itô polynomials in the present paper.
By induction on $m, n$, we see that $J_{m, n}$ is a polynomial of degree $m+n$ and its term of highest degree is $z^{m} \bar{z}^{n}$. The first few Hermite-Laguerre-Itô polynomials are

$$
\begin{aligned}
J_{m, 0} & =z^{m}, \quad J_{0, n}=\bar{z}^{n}, \\
J_{1,1} & =|z|^{2}-\rho, \quad J_{2,1}=z\left(|z|^{2}-2 \rho\right), \quad J_{3,1}=z^{2}\left(|z|^{2}-3 \rho\right), \quad \ldots
\end{aligned}
$$

[^0]\[

$$
\begin{aligned}
& J_{1,2}=\bar{z}\left(|z|^{2}-2 \rho\right), \quad J_{2,2}=|z|^{4}-4 \rho|z|^{2}+2 \rho^{2}, \\
& J_{3,2}=z\left(|z|^{4}-6 \rho|z|^{2}+6 \rho^{2}\right), \quad \ldots
\end{aligned}
$$
\]

In general, the following holds.

THEOREM 2.5
The Hermite-Laguerre-Itô polynomials satisfy

$$
\begin{equation*}
J_{m, n}(z, \rho)=\sum_{r=0}^{m \wedge n}(-1)^{r} r!\binom{m}{r}\binom{n}{r} z^{m-r} \bar{z}^{n-r} \rho^{r} . \tag{2.9}
\end{equation*}
$$

The proof of Theorem 2.5 is presented in Section A.3.

## REMARK 1

If $\rho=1$, then $J_{m, n}(z, 1)$ is called the Hermite polynomial of complex variables by Itô, who has shown that a close relation exists between the polynomials and the complex multiple Itô-Wiener integral (see [8]); the reader can also refer to Section A.4. If $\zeta$ is a symmetric complex Gaussian variable, by calculating Feynman diagrams (see [9, p. 131]), the Wick product is represented by

$$
: \zeta^{m} \bar{\zeta}^{n}:=J_{m, n}\left(\zeta, \mathbb{E}|\zeta|^{2}\right)
$$

From the above power series expression, we get that

$$
\begin{align*}
J_{m, n}(z, \rho) & = \begin{cases}z^{m-n} \sum_{r=0}^{n}(-1)^{r} r!\binom{m}{r}\binom{n}{r}|z|^{2(n-r)} \rho^{r}, & m \geq n, \\
\bar{z}^{n-m} \sum_{r=0}^{m}(-1)^{r} r!\binom{m}{r}\binom{n}{r}|z|^{2(m-r)} \rho^{r}, & m<n,\end{cases} \\
& = \begin{cases}z^{m-n}(-1)^{n} n!L_{n}^{m-n}\left(|z|^{2}, \rho\right), & m \geq n, \\
\bar{z}^{n-m}(-1)^{m} m!L_{m}^{n-m}\left(|z|^{2}, \rho\right), & m<n .\end{cases} \tag{2.10}
\end{align*}
$$

Thus, we name $J_{m, n}(z, \rho)$ as the Hermite-Laguerre-Itô polynomial in the present paper.

## THEOREM 2.6

The Hermite-Laguerre-Itô polynomials satisfy the following.
(1) Orthonormal basis: $\left\{\left(m!n!\rho^{m+n}\right)^{-\frac{1}{2}} J_{m, n}(z, \rho): m, n \in \mathbb{N}\right\}$ is an orthonormal basis of $L_{\mathbb{C}}^{2}(\mu)$.
(2) Eigenfunctions: Let $c \in \mathbb{R}$; then

$$
\begin{align*}
& {\left[(1+\mathrm{i} c) z \frac{\partial}{\partial z}+(1-\mathrm{i} c) \bar{z} \frac{\partial}{\partial \bar{z}}-2 \rho \frac{\partial^{2}}{\partial z \partial \bar{z}}\right] J_{m, n}(z, \rho)}  \tag{2.11}\\
& \quad=[m+n+\mathrm{i}(m-n) c] J_{m, n}(z, \rho) .
\end{align*}
$$

(3) Generating function: Let $\lambda \in \mathbb{C}$; then

$$
\begin{equation*}
\exp \left\{\lambda \bar{z}+\bar{\lambda} z-\rho|\lambda|^{2}\right\}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{\bar{\lambda}^{m} \lambda^{n}}{m!n!} J_{m, n}(z, \rho) \tag{2.12}
\end{equation*}
$$

The proof of Theorem 2.6 is presented in Section A.3.
Let $\rho=\frac{2 \sigma^{2}}{r}, c=\frac{\Omega}{r}$. It is well known that $\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\mathrm{i} \frac{\partial}{\partial y}\right), \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+\right.$ $\left.\mathrm{i} \frac{\partial}{\partial y}\right), 4 \frac{\partial^{2}}{\partial z \partial \bar{z}}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$; thus

$$
\begin{align*}
A & =(-r x+\Omega y) \frac{\partial}{\partial x}+(-\Omega x-r y) \frac{\partial}{\partial y}+\sigma^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \\
& =-r\left[(1+\mathrm{i} c) z \frac{\partial}{\partial z}+(1-\mathrm{i} c) \bar{z} \frac{\partial}{\partial \bar{z}}-2 \rho \frac{\partial^{2}}{\partial z \partial \bar{z}}\right] . \tag{2.13}
\end{align*}
$$

Then it follows from Theorem 2.6 that we have the following theorem.

## THEOREM 2.7

Let $\rho=\frac{2 \sigma^{2}}{r}$. The Hermite-Laguerre-Itô polynomials $J_{m, n}(z, \rho)$ are the eigenfunctions of 2-dimensional normal Ornstein-Uhlenbeck operators $A$ on $L_{\mathbb{C}}^{2}(\mu)$ with respect to the eigenvalue $-(m+n) r-\mathrm{i}(m-n) \Omega, m, n \geq 0$. And the operator $A$ on the Hilbert space $L_{\mathbb{C}}^{2}(\mu)$ has a pure point spectrum. ${ }^{\dagger}$

These eigenfunctions $J_{m, n}(z, \rho)$ can be employed for, say, orthogonal decomposition like the Hermite polynomials.

COROLLARY 2.8
Every function $f$ in $L_{\mathbb{C}}^{2}(\mu)$ has a unique series expression

$$
f(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n} \frac{J_{m, n}(z, \rho)}{m!n!\rho^{m+n}}
$$

where the coefficients $a_{m, n}$ are given by $a_{m, n}=\left\langle f, J_{m, n}\right\rangle$. Moreover, we have

$$
\|f\|^{2}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{\left|a_{m, n}\right|^{2}}{m!n!\rho^{m+n}}
$$

The following are two examples:

$$
\begin{align*}
z^{m} \bar{z}^{n} & =\sum_{k=0}^{m \wedge n}\binom{m}{k}\binom{n}{k} k!\rho^{k} J_{m-k, n-k}(z, \rho),  \tag{2.14}\\
H_{k}\left(x, \frac{\rho}{2}\right) H_{l-k}\left(y, \frac{\rho}{2}\right) & =\frac{\mathrm{i}^{l-k}}{2^{l}} \sum_{m=0}^{l} \sum_{u+v=m}\binom{k}{u}\binom{l-k}{v}(-1)^{v} J_{m, l-m}(z, \rho) .
\end{align*}
$$

[^1]Clearly, the last equation displayed is equivalent to

$$
J_{m, l-m}(z, \rho)=\sum_{k=0}^{l} \mathrm{i}^{l-k} \sum_{u+v=k}\binom{m}{u}\binom{l-m}{v}(-1)^{l-m-v} H_{k}\left(x, \frac{\rho}{2}\right) H_{l-k}\left(y, \frac{\rho}{2}\right),
$$

which is exactly the expression of $J_{m, n}$ given in Proposition 2.1.

## 3. The normal Ornstein-Uhlenbeck semigroup and its Mehler summation formula

As an application to Section 2, we will show the Mehler summation formula for the 2 -dimensional normal Ornstein-Uhlenbeck semigroup in this section. This is an analogue of the Mehler summation formula for the real 1-dimensional Ornstein-Uhlenbeck process (see [9, p. 51]); that is, if $\gamma(\mathrm{d} y)=\frac{1}{\sqrt{2 \pi \rho}} e^{-\frac{y^{2}}{2 \rho}} \mathrm{~d} y$, we have

$$
\begin{aligned}
\mathcal{M}_{u} \varphi(x) & =\int_{\mathbb{R}} \varphi(y) \frac{1}{\sqrt{1-u^{2}}} \exp \left\{-\frac{u^{2} y^{2}+u^{2} x^{2}-2 u x y}{2 \rho\left(1-u^{2}\right)}\right\} \gamma(\mathrm{d} y), \\
\sum_{n=0}^{\infty} \frac{u^{n}}{n!\rho^{n}} H_{n}(x, \rho) H_{n}(y, \rho) & =\frac{1}{\sqrt{1-u^{2}}} \exp \left\{-\frac{u^{2} y^{2}+u^{2} x^{2}-2 u x y}{2 \rho\left(1-u^{2}\right)}\right\}
\end{aligned}
$$

where the sum converges pointwise and in $L^{2}(\gamma) \otimes L^{2}(\gamma)$, and $\mathcal{M}_{u}$ is known as the Mehler transform.

Now let $x, y, z \in \mathbb{R}^{2} . A$ is the same as in (2.2). The operator $P_{t}=e^{t A}, t \geq 0$, forms an operator semigroup known as the Ornstein-Uhlenbeck semigroup. It is well known that the semigroup $P_{t}$ has the following explicit representation (see [16]), due to Kolmogorov:

$$
\begin{equation*}
P_{t} \varphi(x)=\frac{1}{\pi \rho\left(1-e^{-2 r t}\right)} \int_{\mathbb{R}^{2}} e^{-\frac{1}{\rho\left(1-e^{-2 r t)}\right.}|y|^{2}} \varphi\left(e^{t B} x-y\right) \mathrm{d} y \tag{3.1}
\end{equation*}
$$

where $B=\left[\begin{array}{cc}-r & \Omega \\ -\Omega & -r\end{array}\right]$. Clearly, $e^{t B}=e^{-r t}\left[\begin{array}{cc}\cos \Omega t & \sin \Omega t \\ -\sin \Omega t & \cos \Omega t\end{array}\right]:=e^{-r t} B_{0}(t)$. Thus, a change of variable yields that the normal Mehler formula is

$$
\begin{aligned}
P_{t} \varphi(x) & =\int_{\mathbb{R}^{2}} \varphi\left(e^{-r t} B_{0}(t) x+\sqrt{1-e^{-2 r t}} z\right) \mu(\mathrm{d} z) \\
& =\int_{\mathbb{R}^{2}} \varphi\left(B_{0}(t) x \cos \theta+z \sin \theta\right) \mu(\mathrm{d} z)=P_{t}^{s} \varphi\left(B_{0}(t) x\right),
\end{aligned}
$$

where $\mu$ is as in (1.4), $\cos \theta=e^{-r t}$ with $\theta \in\left(0, \frac{\pi}{2}\right)$, and $P_{t}^{s}$ is the 2-dimensional symmetric Ornstein-Uhlenbeck semigroup associated with the generator $\mathcal{A}_{s}$. The above equation presents a relation between the symmetric and nonsymmetric (normal) Ornstein-Uhlenbeck semigroups.

Denote $u=e^{-r t}, \tilde{B}_{0}(u)=B_{0}\left(-\frac{1}{r} \log u\right)$. A change of variables in (3.1) yields

$$
\begin{align*}
\mathcal{M}_{u} \varphi(x) & =P_{t} \varphi(x) \\
& =\int_{\mathbb{R}^{2}} \varphi(y) \frac{1}{1-u^{2}} \exp \left\{-\frac{u^{2}|y|^{2}+u^{2}|x|^{2}-2 u\left(\tilde{B}_{0}(u) x, y\right)}{\rho\left(1-u^{2}\right)}\right\} \mu(\mathrm{d} y), \tag{3.2}
\end{align*}
$$

where $(x, y)=x^{\prime} y$.

Equations (2.11) and (2.13) imply that the Mehler transform is characterized by

$$
\mathcal{M}_{u} J_{m, n}=u^{m+n+\mathrm{i}(m-n) c} J_{m, n}
$$

Since the collection $\left\{J_{m, n}\right\}$ is an orthogonal basis in $L_{\mathbb{C}}^{2}(\mu)$ with $\left\|J_{m, n}\right\|^{2}=$ $m!n!\rho^{m+n}$, this means that we also have

$$
\begin{align*}
& \mathcal{M}_{u} \varphi(x)=\int_{\mathbb{R}^{2}} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{u^{m+n+\mathrm{i}(m-n) c}}{m!n!\rho^{m+n}} J_{m, n}(x) J_{n, m}(y) \varphi(y) \mu(\mathrm{d} y),  \tag{3.3}\\
& \varphi \in L_{\mathbb{C}}^{2}(\mu)
\end{align*}
$$

with the sum $\sum \sum \frac{u^{m+n+\mathrm{i}(m-n) c}}{m!n!\rho^{m+n}} J_{m, n}(x) J_{n, m}(y)$ converging in $L_{\mathbb{C}}^{2}(\mu) \otimes L_{\mathbb{C}}^{2}(\mu)$ by the Riesz-Fischer theorem. Since the kernels in (3.2) and (3.3) have to coincide, we have the following.

## THEOREM 3.1 (MEHLER SUMMATION FORMULA)

We have

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{u^{m+n+\mathrm{i}(m-n) c}}{m!n!\rho^{m+n}} J_{m, n}(x) J_{n, m}(y) \\
& \quad=\frac{1}{1-u^{2}} \exp \left\{-\frac{u^{2}|y|^{2}+u^{2}|x|^{2}-2 u\left(\tilde{B}_{0}(u) x, y\right)}{\rho\left(1-u^{2}\right)}\right\}
\end{aligned}
$$

where the sum converges pointwise and in $L_{\mathbb{C}}^{2}(\mu) \otimes L_{\mathbb{C}}^{2}(\mu)$.
The pointwise convergence can be showed by the same argument as in the proof of (2.12).

## 4. The processes are decomposed into some 1-dimensional complex-valued processes

In this section, suppose that C is a normal $n$-by- $n$ matrix and the OrnsteinUhlenbeck processes satisfy

$$
\mathrm{d} \vec{X}(t)=\mathrm{C} \vec{X}(t) \mathrm{d} t+\sqrt{2 \sigma^{2}} \mathrm{~d} \vec{B}(t)
$$

Its generator is

$$
\begin{equation*}
\mathcal{A}=\sigma^{2} \Delta_{\vec{x}}+(\mathrm{C} \vec{x}) \cdot \nabla_{\vec{x}} \tag{4.1}
\end{equation*}
$$

Clearly, it is an $n$-dimensional normal Ornstein-Uhlenbeck operator.
As in [14] and [16], we do a linear transform according to the canonical form of the normal matrix C. Since C is normal, there is a real orthogonal matrix $Q$ such that

$$
\mathrm{Q}^{\prime} \mathrm{CQ}=\operatorname{diag}\left\{A_{1}, A_{2}, \ldots, A_{l}\right\}
$$

where each $A_{j}$ is either a real 1-by-1 matrix or a real 2-by-2 matrix of the form

$$
A_{j}=\left[\begin{array}{cc}
\alpha_{j} & \beta_{j} \\
-\beta_{j} & \alpha_{j}
\end{array}\right],
$$

where $\alpha_{j} \pm \mathrm{i} \beta_{j}, \beta_{j} \neq 0$, is a pair of conjugate complex eigenvalues of C (see $[6$, p. 105]). That is to say, its canonical form is a block diagonal matrix. If C is not symmetric, then there is at least one $A_{j}$ which is a 2 -by- 2 matrix. Let $\vec{Y}(t)=$ $\mathrm{Q}^{\prime} \vec{X}_{t}, \vec{y}=\mathrm{Q}^{\prime} \vec{x}$; then $\vec{Y}(t)$ satisfies

$$
\mathrm{d} \vec{Y}(t)=\operatorname{diag}\left\{A_{1}, A_{2}, \ldots, A_{l}\right\} \vec{Y}(t) \mathrm{d} t+\sqrt{2 \sigma^{2}} \mathrm{~d} \vec{B}(t)
$$

Its generator is

$$
\tilde{\mathcal{A}}=\sigma^{2} \Delta_{\vec{y}}+\left(\operatorname{diag}\left\{A_{1}, A_{2}, \ldots, A_{l}\right\} \vec{y}\right) \cdot \nabla_{\vec{y}} .
$$

The eigenfunctions of the 2 -dimensional normal operator (1.3) yield the eigenfunctions of the operator $\tilde{\mathcal{A}}$ (see [19, p. 51]). Note that the eigenfunctions of the operators $\mathcal{A}$ and $\tilde{\mathcal{A}}$ are the same up to an orthogonal transform (i.e., $\mathcal{A} f(\vec{x})=\tilde{\mathcal{A}} g(\vec{y})$ when $\left.f(\vec{x})=g\left(\mathrm{Q}^{\prime} \vec{x}\right)\right)$; thus we can get the eigenfunctions of the operator $\mathcal{A}$. That is to say, we have found a way to calculate all the eigenfunctions of the normal Ornstein-Uhlenbeck operator (4.1). The following is a concrete example.

## EXAMPLE 1

The following equation describes the coupling diffusion on the lattice of the circle:

$$
\mathrm{d} \vec{X}(t)=\mathrm{C} \vec{X}(t) \mathrm{d} t-r \vec{X}(t) \mathrm{d} t+\sqrt{2 \sigma^{2}} \mathrm{~d} \vec{B}(t),
$$

where $C$ is an $n$-by- $n(n \geq 3)$ tridiagonal matrix

$$
\mathrm{C}=\left[\begin{array}{ccccc}
-(a+b) & a & 0 & \cdots & b \\
b & -(a+b) & a & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & -(a+b) & a \\
a & 0 & \cdots & b & -(a+b)
\end{array}\right] .
$$

Denote by $\omega_{j}=\exp \left(\mathrm{i} \frac{2 j \pi}{n}\right)$ the $j$ th unit root of 1 , and $\omega_{j}^{*}$ is the complex conjugate of $\omega_{j}$. Clearly, the eigenvectors of $C$ are

$$
\vec{\varphi}_{j}=\frac{1}{\sqrt{n}}\left(1, \omega_{j}, \omega_{j}^{2}, \ldots, \omega_{j}^{n-1}\right)^{\prime}, \quad j=0,1,2, \ldots, n-1,
$$

and C is a normal matrix. Let $L_{k}=\operatorname{span}\left\{\operatorname{Re}\left(\vec{\varphi}_{k}\right), \operatorname{Im}\left(\vec{\varphi}_{k}\right)\right\}, k=0,1,2, \ldots,\left[\frac{n}{2}\right]$, and denote by $P_{L_{k}}$ the project operator. Then there is a resolution of the identity $\mathrm{Id}=\sum_{k=0}^{\left[\frac{n}{2}\right]} P_{L_{k}}$. Thus

$$
\vec{X}(t)=\sum_{k=0}^{\left[\frac{n}{2}\right]} P_{L_{k}} \vec{X}(t)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left(Y_{k}(t) \operatorname{Re}\left(\vec{\varphi}_{k}\right)+Z_{k}(t) \operatorname{Im}\left(\vec{\varphi}_{k}\right)\right)
$$

where $\left(Y_{k}(t), Z_{k}(t)\right)$ satisfies the equation

$$
\left[\begin{array}{l}
\mathrm{d} Y_{k}(t) \\
\mathrm{d} Z_{k}(t)
\end{array}\right]=A_{k}\left[\begin{array}{l}
Y_{k}(t) \\
Z_{k}(t)
\end{array}\right] \mathrm{d} t+\sqrt{2 \sigma^{2}}\left[\begin{array}{l}
\mathrm{d} B_{1}(t) \\
\mathrm{d} B_{2}(t)
\end{array}\right]
$$

with

$$
A_{k}=\left[\begin{array}{cc}
-r+(a+b)\left(\cos \frac{2 k \pi}{n}-1\right) & (a-b) \sin \frac{2 k \pi}{n} \\
(b-a) \sin \frac{2 k \pi}{n} & -r+(a+b)\left(\cos \frac{2 k \pi}{n}-1\right)
\end{array}\right] .
$$

## Appendix

## A. 1 Hermite polynomials and Laguerre polynomials

To be self-contained, we list the well-known results of the Hermite polynomials and the Laguerre polynomials, for which the reader can refer to the references (see [5], [11], [13], [21], [24]).

## DEFINITION A. 1

The Hermite polynomials are defined by the formula

$$
H_{n}(x, \rho)=(-\rho)^{n} e^{x^{2} / 2 \rho} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} e^{-x^{2} / 2 \rho}, \quad n=1,2, \ldots
$$

Clearly, it has power series expression,

$$
H_{n}(x, \rho)=\sum_{k=0}^{[n / 2]}\binom{n}{2 k}(2 k-1)!!x^{n-k}(-\rho)^{k} .
$$

## PROPOSITION A. 2

The Hermite polynomials $H_{n}(x, \rho)$ satisfy
(1) partial derivatives: $\frac{\mathrm{d}}{\mathrm{d} x} H_{n}(x, \rho)=n H_{n-1}(x, \rho)$,
(2) recursion formula: $H_{n+1}(x, \rho)=x H_{n}(x, \rho)-n \rho H_{n-1}(x, \rho)$,
(3) orthogonality: $\frac{1}{\sqrt{2 \pi \rho}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2 \rho}} H_{n}(x, \rho) H_{m}(x, \rho) \mathrm{d} x=n!\rho^{n} \delta_{n m}$,
(4) integral representation:

$$
\begin{equation*}
H_{n}(x, \rho)=\frac{(-\mathrm{i})^{n}}{\sqrt{2 \pi \rho}} \int_{-\infty}^{\infty} t^{n} e^{-\frac{1}{2 \rho}(t-\mathrm{i} x)^{2}} \mathrm{~d} t, \quad n=0,1,2, \ldots \tag{A.2}
\end{equation*}
$$

## DEFINITION A. 3 (BESSEL'S INTEGRALS)

The definition of the Bessel function of the first kind, for integer values of $n$, is possible using an integral representation

$$
\mathrm{J}_{n}(x)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\mathrm{i}(n \tau-x \sin \tau)} \mathrm{d} \tau
$$

By the periodicity of the triangle function, we have that $\forall \alpha \in \mathbb{R}$,

$$
\begin{equation*}
\mathrm{J}_{n}(x)=\frac{e^{-\mathrm{i} n \alpha}}{2 \pi} \int_{-\pi}^{\pi} e^{\mathrm{i}[x \sin (\alpha-\theta)+n \theta]} \mathrm{d} \theta \tag{A.3}
\end{equation*}
$$

DEFINITION A. 4
The Laguerre polynomials $L_{n}^{\alpha}(x, \rho)$ are defined by the formula (see [13, p. 76])

$$
\begin{equation*}
L_{n}^{\alpha}(x, \rho)=\frac{\rho^{n}}{n!} x^{-\alpha} e^{\frac{x}{\rho}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(e^{-\frac{x}{\rho}} x^{n+\alpha}\right), \quad n=1,2, \ldots \tag{A.4}
\end{equation*}
$$

for arbitrary real $\alpha>-1$. Clearly, it has power series expression

$$
\begin{equation*}
L_{n}^{\alpha}(x, \rho)=\frac{(-1)^{n}}{n!} \sum_{r=0}^{n}(-1)^{r} r!\binom{n+\alpha}{r}\binom{n}{r} x^{n-r} \rho^{r} . \tag{A.5}
\end{equation*}
$$

## PROPOSITION A. 5

The Laguerre polynomials $L_{n}^{\alpha}(x, \rho)$ satisfy
(1) partial derivatives: $\frac{\partial}{\partial x} L_{n}^{\alpha}(x, \rho)=-L_{n-1}^{\alpha+1}(x, \rho)$;
(2) recursion formula:

$$
\begin{equation*}
L_{n}^{\alpha}(x, \rho)=L_{n}^{\alpha+1}(x, \rho)-\rho L_{n-1}^{\alpha+1}(x, \rho), \tag{A.6}
\end{equation*}
$$

$$
\begin{equation*}
x \frac{\partial}{\partial x} L_{n}^{\alpha}(x, \rho)=n L_{n}^{\alpha}(x, \rho)-(n+\alpha) \rho L_{n-1}^{\alpha}(x, \rho) ; \tag{A.7}
\end{equation*}
$$

(3) orthogonality: $\int_{0}^{+\infty} x^{\alpha} e^{-\frac{x}{\rho}} L_{m}^{\alpha}(x, \rho) L_{n}^{\alpha}(x, \rho) \mathrm{d} x=\rho^{m+n+\alpha+1} \frac{\Gamma(\alpha+n+1)}{n!} \times$ $\delta_{n m}$;
(4) integral representation:

$$
\begin{align*}
& L_{n}^{\alpha}(x, \rho)=\frac{e^{\frac{x}{\rho}} x^{-\alpha / 2}}{n!\rho} \int_{0}^{\infty} t^{n+\frac{1}{2} \alpha} \mathrm{~J}_{\alpha}\left(\frac{2}{\rho} \sqrt{x t}\right) e^{-\frac{t}{\rho}} \mathrm{~d} t \\
& \quad \alpha>-1, n=0,1,2, \ldots \tag{A.8}
\end{align*}
$$

where $\mathrm{J}_{v}(x)$ is the Bessel function of order $v$.

## A. 2 Proof of Theorem 2.2

For simplicity, we denote $H_{n}\left(x, \frac{\rho}{2}\right)$ by $H_{n}(x)$ in this subsection.
Proof of Proposition 2.1
It follows from the recursion relation of Hermite polynomials (see Proposition A.2) that

$$
\begin{aligned}
\frac{\mathrm{i}}{\Omega} & \mathcal{J}\left[H_{k}(x) H_{l-k}(y)\right] \\
& =y H_{l-k}(y) \frac{\mathrm{d}}{\mathrm{~d} x} H_{k}(x)-x H_{k}(x) \frac{\mathrm{d}}{\mathrm{~d} y} H_{l-k}(y) \\
& =y H_{l-k}(y) k H_{k-1}(x)-x H_{k}(x)(l-k) H_{l-k-1}(y) \\
& =k H_{k-1}(x) H_{l-k+1}(y)-(l-k) H_{k+1}(x) H_{l-k-1}(y) .
\end{aligned}
$$

Since $\frac{\mathrm{i}}{\Omega} \mathcal{J} J_{m, n}(x, y)=\lambda J_{m, n}(x, y)$ and $J_{m, n}(x, y)=\sum_{k=0}^{l} \beta_{k} H_{k}(x) H_{l-k}(y)$, we obtain

$$
\begin{aligned}
& \frac{\mathrm{i}}{\Omega} \mathcal{J}\left[\sum_{k=0}^{l} \beta_{k} H_{k}(x) H_{l-k}(y)\right] \\
& \quad=\sum_{k=0}^{l} \beta_{k}\left[k H_{k-1}(x) H_{l-k+1}(y)-(l-k) H_{k+1}(x) H_{l-k-1}(y)\right] \\
& \quad=\lambda \sum_{k=0}^{l} \beta_{k} H_{k}(x) H_{l-k}(y)
\end{aligned}
$$

Let $\beta_{-1}=\beta_{l+1}=0$. Since $H_{k}(x) H_{l-k}(y)$ are orthogonal, we have

$$
\begin{equation*}
-(l-(k-1)) \beta_{k-1}-\lambda \beta_{k}+(k+1) \beta_{k+1}=0 . \tag{A.9}
\end{equation*}
$$

It is exactly the linear equation (2.4).
It follows from [18, Problems 373, 399] that

$$
\begin{aligned}
\operatorname{det}\{\mathrm{M}(\lambda)\} & =\left|\begin{array}{cccccccc}
-\lambda & \mathrm{i} & 0 & 0 & \ldots & 0 & 0 & 0 \\
l \mathrm{i} & -\lambda & 2 \mathrm{i} & 0 & \ldots & 0 & 0 & 0 \\
0 & (l-1) \mathrm{i} & -\lambda & 3 \mathrm{i} & \ldots & 0 & 0 & 0 \\
\ldots \ldots & \ldots \ldots \ldots & \ldots \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & \ldots & 2 \mathrm{i} & -\lambda & l \mathrm{i} \\
0 & 0 & 0 & 0 & \ldots & 0 & \mathrm{i} & -\lambda
\end{array}\right| \\
& =\mathrm{i}^{l+1}\left|\begin{array}{cccccccc}
\lambda \mathrm{i} & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
l & \lambda \mathrm{i} & 2 & 0 & \ldots & 0 & 0 & 0 \\
0 & l-1 & \lambda \mathrm{i} & 3 & \ldots & 0 & 0 & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \ldots \ldots \ldots . \\
0 & 0 & 0 & 0 & \ldots & 2 & \lambda \mathrm{i} & l \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 & \lambda \mathrm{i}
\end{array}\right|=\mathrm{i}^{l+1} \prod_{m=0}^{l}(\lambda \mathrm{i}+l-2 m) \\
& =(-1)^{l+1} \prod_{m=0}^{l}(\lambda+(2 m-l) \mathrm{i})=(-1)^{l+1} \prod_{m=0}^{l}(\lambda+(m-n) \mathrm{i}) .
\end{aligned}
$$

Thus when $\lambda=-(m-n) \mathrm{i},(2.4)$ has a nonzero solution. ${ }^{\dagger}$
Set $I(\theta)=\sum_{k=0}^{l} \beta_{k} \cos ^{k} \theta \sin ^{l-k} \theta$. Differentiating $I(\theta)$ yields

$$
\begin{aligned}
I^{\prime}(\theta) & =\sum_{k=0}^{l} \beta_{k}\left[-k \cos ^{k-1} \theta \sin ^{l-k+1} \theta+(l-k) \cos ^{k+1} \theta \sin ^{l-k-1} \theta\right] \\
& =-\sum_{k=0}^{l}\left[(k+1) \beta_{k+1}-(l-(k-1)) \beta_{k-1}\right] \cos ^{k} \theta \sin ^{l-k} \theta \\
& =-\lambda \sum_{k=0}^{l} \beta_{k} \cos ^{k} \theta \sin ^{l-k} \theta \quad(\text { by }(\mathrm{A} .9)) \\
& =(m-n) \mathrm{i} I(\theta) .
\end{aligned}
$$

[^2]Then we have that

$$
\begin{equation*}
\sum_{k=0}^{l} \beta_{k} \cos ^{k} \theta \sin ^{l-k} \theta=e^{\mathrm{i}(m-n) \theta} c \tag{A.10}
\end{equation*}
$$

where $c$ is a constant.

Proof of Theorem 2.2
Without loss of generality, we choose $c=1$ in (A.10). We need only to show the case $m \geq n$ :

$$
\begin{aligned}
& J_{m, n}(x, y) \\
& =\sum_{k=0}^{l} \beta_{k} H_{k}\left(x, \frac{\rho}{2}\right) H_{l-k}\left(y, \frac{\rho}{2}\right) \\
& =\sum_{k=0}^{l} \beta_{k}\left[\frac{(-\mathrm{i})^{l}}{\pi \rho} \iint_{\mathbb{R}^{2}} t^{k} s^{l-k} e^{-\frac{1}{\rho}(t-\mathrm{i} x)^{2}} e^{-\frac{1}{\rho}(s-\mathrm{i} y)^{2}} \mathrm{~d} t \mathrm{~d} s\right] \quad(\text { by }(\mathrm{A} .2)) \\
& =\frac{(-\mathrm{i})^{l}}{\pi \rho} e^{\frac{1}{\rho}\left(x^{2}+y^{2}\right)} \\
& \quad \times \int_{0}^{\infty} e^{-\frac{1}{\rho} r^{2}} r^{l+1} \mathrm{~d} r \int_{-\pi}^{\pi}\left[\sum_{k=0}^{l} \beta_{k} \cos ^{k} \theta \sin ^{l-k} \theta\right] e^{\frac{2 \mathrm{i} r}{\rho}(x \cos \theta+y \sin \theta)} \mathrm{d} \theta
\end{aligned}
$$

(by polar coordinate transformation of $t, s$ )

$$
\begin{aligned}
= & \frac{(-\mathrm{i})^{l}}{\pi \rho} e^{\frac{1}{\rho}\left(x^{2}+y^{2}\right)} \\
& \times \int_{0}^{\infty} e^{-\frac{1}{\rho} r^{2}} r^{l+1} \mathrm{~d} r \int_{-\pi}^{\pi} e^{\frac{2 \mathrm{i} r}{\rho}(x \cos \theta+y \sin \theta)+\mathrm{i}(m-n) \theta} \mathrm{d} \theta \quad(\text { by } \quad \text { (A.10) }) \\
= & \frac{(-\mathrm{i})^{l}}{\pi \rho} e^{\frac{1}{\rho}\left(x^{2}+y^{2}\right)} \int_{0}^{\infty} e^{-\frac{1}{\rho} r^{2}} r^{l+1} \mathrm{~d} r \int_{-\pi}^{\pi} e^{\mathrm{i}\left[\frac{2 r}{\rho} \sqrt{x^{2}+y^{2}} \sin (\alpha-\theta)+(m-n) \theta\right]} \mathrm{d} \theta
\end{aligned}
$$

(by polar coordinate transformation of $-y, x$, i.e., $-y+\mathrm{i} x=\sqrt{x^{2}+y^{2}} e^{\mathrm{i} \alpha}$ )

$$
\begin{aligned}
= & \frac{(-\mathrm{i})^{l}}{\rho} e^{\mathrm{i}(m-n) \alpha+\frac{1}{\rho}\left(x^{2}+y^{2}\right)} \\
& \times \int_{0}^{\infty} r^{l} \mathrm{~J}_{m-n}\left(\frac{2 r}{\rho} \sqrt{\left(x^{2}+y^{2}\right)}\right) e^{-\frac{1}{\rho} r^{2}} 2 r \mathrm{~d} r \quad(\text { by }(\mathrm{A} .3)) \\
= & \frac{(-\mathrm{i})^{l}}{\rho} e^{\mathrm{i}(m-n) \alpha+\frac{1}{\rho}\left(x^{2}+y^{2}\right)} \\
& \times \int_{0}^{\infty} \gamma^{n+\frac{m-n}{2}} \mathrm{~J}_{m-n}\left(\frac{2}{\rho} \sqrt{\left(x^{2}+y^{2}\right) \gamma}\right) e^{-\frac{\gamma}{\rho}} \mathrm{d} \gamma \quad\left(\text { let } \gamma=r^{2}\right) \\
= & (-\mathrm{i})^{l} e^{\mathrm{i}(m-n) \alpha} n!\left(x^{2}+y^{2}\right)^{\frac{m-n}{2}} L_{n}^{m-n}\left(x^{2}+y^{2}, \rho\right) \quad(\text { by }(\text { A. } 8))
\end{aligned}
$$

$$
=(-1)^{n} n!(x+\mathrm{i} y)^{m-n} L_{n}^{m-n}\left(x^{2}+y^{2}, \rho\right)
$$

(by polar coordinate transformation).

## A. 3 Proof of Theorem 2.6

## PROPOSITION A. 6

We have

$$
\begin{equation*}
\partial J_{m, n}=m J_{m-1, n}, \quad \bar{\partial} J_{m, n}=n J_{m, n-1} . \tag{A.11}
\end{equation*}
$$

Proof
Since $\overline{\partial \phi}=\bar{\partial} \bar{\phi}$, we have $J_{m, n}(z, \rho)=\overline{J_{n, m}(z, \rho)}$. Thus we need only to prove that

$$
\begin{equation*}
\partial J_{m, n}=m J_{m-1, n} . \tag{A.12}
\end{equation*}
$$

When $m=0$, both sides of (A.12) equal 0 . We proceed by induction on $m$. Assume that (A.12) is true for $m<k$. Then it follows from the commutation relation $\partial \partial^{*}-\partial^{*} \partial=\frac{1}{\rho}$ that

$$
\begin{aligned}
\partial J_{k, n} & =\partial\left(\rho \partial^{*} J_{k-1, n}\right)=\rho\left[\partial^{*} \partial J_{k-1, n}+\frac{1}{\rho} J_{k-1, n}\right] \\
& =\rho \partial^{*}(k-1) J_{k-2, n}+J_{k-1, n} \\
& =(k-1) J_{k-1, n}+J_{k-1, n} \\
& =k J_{k-1, n} .
\end{aligned}
$$

Proof of Theorem 2.5
We need only prove that

$$
\begin{equation*}
J_{m, n}(z, \rho)=z^{m-n}(-1)^{n} n!L_{n}^{m-n}\left(|z|^{2}, \rho\right), \quad m \geq n . \tag{A.13}
\end{equation*}
$$

The case $0=n \leq m$ is obvious. We proceed by induction on $m, n$. Assume that (A.13) is true for $n \leq l, m \leq k$.

Since $\partial^{*}$ commutes with $\bar{\partial}^{*}$, by the definition (2.8), we have

$$
\begin{aligned}
J_{m, l+1}(z, \rho) & =\rho \bar{\partial}^{*} J_{m, l}(z, \rho)=\bar{z} J_{m, l}(z, \rho)-\rho \partial J_{m, l}(z, \rho) \\
& =\bar{z} J_{m, l}(z, \rho)-m \rho J_{m-1, l}(z, \rho) \quad(\text { by }(\mathrm{A} .11)) \\
& =(-1)^{l} l!z^{m-l-1}\left(|z|^{2} L_{l}^{m-l}\left(|z|^{2}, \rho\right)-m \rho L_{l}^{m-l-1}\left(|z|^{2}, \rho\right)\right) \\
& =(-1)^{l+1}(l+1)!z^{m-l-1} L_{l+1}^{m-l-1}\left(|z|^{2}, \rho\right) \quad(\text { by }(\mathrm{A} .7)), \\
J_{k+1, n}(z, \rho) & =\rho \partial^{*} J_{k, n}(z, \rho)=z J_{k, n}(z, \rho)-\rho \bar{\partial} J_{k, n}(z, \rho) \\
& =z J_{k, n}(z, \rho)-n \rho J_{k, n-1}(z, \rho) \quad(\text { by }(\mathrm{A} .11)) \\
& =(-1)^{n} n!z^{k+1-n}\left(L_{n}^{k-n}\left(|z|^{2}, \rho\right)-\rho L_{n-1}^{k-n+1}\left(|z|^{2}, \rho\right)\right) \\
& =(-1)^{n} n!z^{k+1-n} L_{n}^{k+1-n}\left(|z|^{2}, \rho\right) \quad(\text { by }(\mathrm{A} .6)) .
\end{aligned}
$$

Proof of Theorem 2.6
Denote by $\langle f, g\rangle$ the inner product in the complex Hilbert space $L_{\mathbb{C}}^{2}(\mu)$.
(1) If $m-n \geq k-l \geq 0$, then

$$
\begin{aligned}
& \left\langle J_{m, n}, J_{k, l}\right\rangle \\
& \quad=(-1)^{n+l} \frac{n!l!}{\pi \rho} \iint_{\mathbb{R}^{2}} z^{m-n} \bar{z}^{k-l} L_{n}^{m-n}\left(|z|^{2}, \rho\right) L_{l}^{k-l}\left(|z|^{2}, \rho\right) e^{-\frac{x^{2}+y^{2}}{\rho}} \mathrm{~d} x \mathrm{~d} y \\
& \quad\left(\text { let } x=r \cos \theta, y=r \sin \theta \text { and } s=r^{2}=x^{2}+y^{2}\right) \\
& =(-1)^{n+l} \frac{n!l!}{2 \pi \rho} \int_{0}^{2 \pi} e^{\mathrm{i}[m-n-k+l] \theta} \mathrm{d} \theta \int_{0}^{\infty} s^{\frac{m-n+k-l}{2}} e^{-\frac{s}{\rho}} L_{n}^{m-n}(s, \rho) L_{l}^{k-l}(s, \rho) \mathrm{d} s \\
& =(-1)^{n+l} \frac{n!l!}{\rho} \delta_{m-n, k-l} \int_{0}^{\infty} s^{m-n} e^{-\frac{s}{\rho}} L_{n}^{m-n}(s, \rho) L_{l}^{m-n}(s, \rho) \mathrm{d} s \\
& =m!n!\rho^{m+n} \delta_{n l} \delta_{m-n, k-l} \quad(\text { by Proposition A.5(3)). }
\end{aligned}
$$

The other cases are similar.
This proves that the collection $\left\{\left(m!n!\rho^{m+n}\right)^{-\frac{1}{2}} J_{m, n}(z, \rho)\right\}$ is an orthonomal system. Therefore $\left\{J_{m, n}\right\}$ are linearly independent. It follows from (2.14) that they generate by linear combination the complex vector space of polynomials in terms of $z, \bar{z}$ (equal to in terms of $x, y \in \mathbb{R}$ ). It follows from [15, Lemma 2.4, p. 6] that the polynomials in the coordinate functions are dense in $L_{\mathbb{C}}^{2}(\mu)$. (Note that the lemma is still valid for the complex polynomials and the complex Hilbert space.) This proves that the orthonomal system is complete.
(2) Let $\alpha=m-n, u=|z|^{2}$. It follows from (A.11) that

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z \partial \bar{z}} J_{m, n}(z, \rho)=m n J_{m-1, n-1} \tag{A.14}
\end{equation*}
$$

and if $m>n$, then

$$
\begin{align*}
& {\left[(1+\mathrm{i} c) z \frac{\partial}{\partial z}+(1-\mathrm{i} c) \bar{z} \frac{\partial}{\partial \bar{z}}-2 \rho \frac{\partial^{2}}{\partial z \partial \bar{z}}\right] J_{m, n}(z, \rho)} \\
& =(-1)^{n} n!z^{m-n}\left[(1+\mathrm{i} c) m L_{n}^{\alpha-1}-(1-\mathrm{i} c) u L_{n-1}^{\alpha+1}+2 \rho m L_{n-1}^{\alpha}\right]  \tag{A.15}\\
& = \\
& \quad(-1)^{n} n!z^{m-n} \\
& \quad \times\left[\left(2 m \rho L_{n-1}^{\alpha}+m L_{n}^{\alpha-1}+u \frac{\partial}{\partial u} L_{n}^{\alpha}\right)+\mathrm{i}\left(m L_{n}^{\alpha-1}-u \frac{\partial}{\partial u} L_{n}^{\alpha}\right) c\right] .
\end{align*}
$$

Note that

$$
\begin{aligned}
m L_{n}^{\alpha-1}-u \frac{\partial}{\partial u} L_{n}^{\alpha} & =m L_{n}^{\alpha-1}-n L_{n}^{\alpha}+m \rho L_{n-1}^{\alpha} \\
& =m\left(L_{n}^{\alpha-1}+\rho L_{n-1}^{\alpha}\right)-n L_{n}^{\alpha}=(m-n) L_{n}^{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
2 m \rho L_{n-1}^{\alpha}+m L_{n}^{\alpha-1}+u \frac{\partial}{\partial u} L_{n}^{\alpha} & =2 m \rho L_{n-1}^{\alpha}+m L_{n}^{\alpha-1}+n L_{n}^{\alpha}-m \rho L_{n-1}^{\alpha} \\
& =m\left(\rho L_{n-1}^{\alpha}+L_{n}^{\alpha-1}\right)+n L_{n}^{\alpha}=(m+n) L_{n}^{\alpha} .
\end{aligned}
$$

Substituting the above two equations into (A.15) yields (2.11). ${ }^{\dagger}$
(3) For the fixed $\lambda \in \mathbb{C}$, obviously the function $w(z)=\exp \left\{\lambda \bar{z}+\bar{\lambda} z-\rho|\lambda|^{2}\right\} \in$ $L_{\mathbb{C}}^{2}(\mu)$. Thus $w(z)$ has a unique series expression

$$
\begin{equation*}
w(z)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n} \frac{J_{m, n}(z, \rho)}{m!n!\rho^{m+n}}, \tag{A.16}
\end{equation*}
$$

where the coefficients $a_{m, n}$ are given by

$$
\begin{aligned}
a_{m, n} & =\left\langle w, J_{m, n}\right\rangle=\rho^{m+n}\left\langle w,\left(\partial^{*}\right)^{m}\left(\bar{\partial}^{*}\right)^{n} 1\right\rangle \\
& =\rho^{m+n}\left\langle\partial^{m} \bar{\partial}^{n} w, 1\right\rangle=\bar{\lambda}^{m} \lambda^{n} \rho^{m+n}\langle w, 1\rangle \\
& =\bar{\lambda}^{m} \lambda^{n} \rho^{m+n} .
\end{aligned}
$$

Substituting it into (A.16) yields (2.12). In addition, by the well-known classical global uniform estimates given by Szegö [21], $\left|L_{n}^{\alpha}(x)\right| \leq \frac{(\alpha+1)_{n}}{n!} e^{\frac{x}{2}}, \alpha, x \geq 0$, one can show that the convergence is absolute and uniform on compact sets in $(\lambda, z)$. Thus the convergence is also pointwise, and the equality holds everywhere. ${ }^{\dagger \dagger}$

## A. 4 Itô's complex multiple Wiener integral

For the reader's convenience, we summarize Itô's work on the complex multiple Wiener integral (see [8]). By analogy with the relation between the real multiple Itô-Wiener integral and Hermite polynomials (see [7], [11])

$$
\begin{equation*}
H_{n}\left(\xi_{t}\right)=\int_{0}^{t} \int_{0}^{t} \cdots \int_{0}^{t} \mathrm{~d} \xi_{t_{1}} \cdots \mathrm{~d} \xi_{t_{n}} \tag{A.17}
\end{equation*}
$$

where $H_{n}$ denotes the $n$th Hermite polynomial with leading coefficient 1. K. Itô obtained the relation between Hermite-Laguerre-Itô polynomials and the complex multiple Itô-Wiener integral.

If ( $B_{1}, B_{2}$ ) denotes 2-dimensional Brownian motion, we put $\zeta_{t}:=B_{1}(t)+$ $\mathrm{i} B_{2}(t)$ with $\mathrm{i}=\sqrt{-1} ; \zeta_{t}$ is called complex Brownian motion. Let $\bar{\zeta}_{t}$ be the complex conjugate of $\zeta_{t}$.

## Notation 1

For $m, n \in \mathbb{N}$, denote $F_{m, n}\left(\zeta_{t}\right)=\frac{(-1)}{m!n!} J_{m, n}\left(\zeta_{t}, \mathbb{E}\left|\zeta_{t}\right|^{2}\right)$.
By the formula for integration by parts (stochastic product rule) and Itô's formula, we have the following.

PROPOSITION A. 7
$F_{m, n}\left(\zeta_{t}\right), m, n \in \mathbb{N}$ satisfy

$$
\begin{equation*}
\mathrm{d} F_{m, n}\left(\zeta_{t}\right)=F_{m-1, n}\left(\zeta_{t}\right) \mathrm{d} \zeta_{t}+F_{m, n-1}\left(\zeta_{t}\right) \mathrm{d} \bar{\zeta}_{t} \tag{A.18}
\end{equation*}
$$

[^3]By iteration, we have the following.

COROLLARY A. 8
$F_{m, n}\left(\zeta_{t}\right)$ can be decomposed into the iterated Itô integrals of complex Brownian motion as

$$
\begin{equation*}
F_{m, n}\left(\zeta_{t}\right)=\sum \int_{0}^{t} \int_{0}^{t_{m+n}} \cdots \int_{0}^{t_{2}} \mathrm{~d} C_{t_{1}} \mathrm{~d} C_{t_{2}} \cdots \mathrm{~d} C_{t_{m+n}} \tag{A.19}
\end{equation*}
$$

where $0<t_{1}<t_{2}<\cdots<t_{m+n}<t, C_{t}=\zeta_{t}$ or $C_{t}=\bar{\zeta}_{t}$, and the sum is over all the $n$-combinations of $\{1,2, \ldots, m+n\}$ such that $C_{t}=\bar{\zeta}_{t}$.

Using the approximation by off-diagonal step functions (i.e., the analogue of the multiple Itô-Wiener integral [11, Definition 9.6.5]),

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{t} \cdots \int_{0}^{t} \mathrm{~d} \zeta_{t_{1}} \cdots \mathrm{~d} \zeta_{t_{m}} \mathrm{~d} \bar{\zeta}_{t_{m+1}} \cdots \mathrm{~d} \bar{\zeta}_{t_{m+n}} \\
& \quad=m!n!\sum \int_{0}^{t} \int_{0}^{t_{m+n}} \cdots \int_{0}^{t_{2}} \mathrm{~d} C_{t_{1}} \mathrm{~d} C_{t_{2}} \cdots \mathrm{~d} C_{t_{m+n}}
\end{aligned}
$$

which can be seen as a generalization of [11, Theorem 9.6.7] to complex Brownian motion. Thus, we have the following.

## COROLLARY A. 9

$J_{m, n}\left(\zeta_{t}, \mathbb{E}\left|\zeta_{t}\right|^{2}\right)$ is related to the complex multiple Itô-Wiener integral,

$$
J_{m, n}\left(\zeta_{t}, \mathbb{E}\left|\zeta_{t}\right|^{2}\right)=\int_{0}^{t} \int_{0}^{t} \cdots \int_{0}^{t} \mathrm{~d} \zeta_{t_{1}} \cdots \mathrm{~d} \zeta_{t_{m}} \mathrm{~d} \bar{\zeta}_{t_{m+1}} \cdots \mathrm{~d} \bar{\zeta}_{t_{m+n}}
$$
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[^0]:    $\dagger$ In [15], the variance is $\sigma=1$.

[^1]:    $\dagger$ The conclusion of pure point spectrum has been shown in [16] in a different way.

[^2]:    $\dagger$ In fact, we present an alternative way to get (1.7), that is, the spectrum of the operator $A$.

[^3]:    ${ }^{\dagger}$ There is a direct way to prove (2.11) by using [8, Theorem $\left.12(\mathrm{E})\right]$. To be self-contained, here we use the equalities of Laguerre polynomials.
    ${ }^{\dagger \dagger}$ K. Itô showed (2.12) by means of power series expansion (see [8]).

