Banach J. Math. Anal. 10 (2016), no. 2, 223-234
http://dx.doi.org/10.1215/17358787-3492545
ISSN: 1735-8787 (electronic)
http://projecteuclid.org/bjma

# ON JORDAN CENTRALIZERS OF TRIANGULAR ALGEBRAS 

LEI LIU

Communicated by D. Yang


#### Abstract

Let $\mathcal{A}$ be a unital algebra over a number field $\mathbb{F}$. A linear mapping $\phi$ from $\mathcal{A}$ into itself is called a Jordan-centralized mapping at a given point $G \in \mathcal{A}$ if $\phi(A B+B A)=\phi(A) B+\phi(B) A=A \phi(B)+B \phi(A)$ for all $A, B \in \mathcal{A}$ with $A B=G$. In this paper, it is proved that each Jordan-centralized mapping at a given point of triangular algebras is a centralizer. These results are then applied to some non-self-adjoint operator algebras.


## 1. Introduction and preliminaries

Let $\mathcal{A}$ be an associative algebra over a field $\mathbb{F}$, and let $\Phi: \mathcal{A} \rightarrow \mathcal{A}$ be a linear mapping. Recall that $\Phi$ is a left (right) centralizer or multiplier if $\Phi(A B)=$ $\Phi(A) B(\Phi(A B)=A \Phi(B))$ holds for all $A$ and $B$ in $\mathcal{A}$. $\Phi$ is called a centralizer if it is both a left and right centralizer. More generally, $\Phi$ is a left (right) Jordan centralizer if $\Phi\left(A^{2}\right)=\Phi(A) A\left(\Phi\left(A^{2}\right)=A \Phi(A)\right)$ is fulfilled for all $A$ in $\mathcal{A}$; equivalently, $\Phi(A B+B A)=\Phi(A) B+\Phi(B) A(\Phi(A B+B A)=A \Phi(B)+B \Phi(A))$ is fulfilled for all $A$ and $B$ in $\mathcal{A}$. $\Phi$ is called a Jordan centralizer if it is both a left and right Jordan centralizer. It is well known that centralizers and Jordan centralizers are very important both in theory and applications, and so they have been studied intensively. For example, the theory of centralizers for $C^{*}$-algebras and some non-self-adjoint operator algebras have been relatively well studied in the literature (see [1], [2], [10], [11] and references therein). Centralizers and Jordan centralizers have also been studied in the general framework of prime rings

[^0]closed linear span) and $\wedge$ (the set-theoretic intersection), and contains the zero operator 0 and the identity operator $I$. A totally ordered subspace lattice is called a nest. A subspace lattice $\mathcal{L}$ is called a commutative subspace lattice, or a CSL, if each pair of projections in $\mathcal{L}$ commute. For $E \in \mathcal{L}$, we define
$$
E_{-}=\vee\{F \in \mathcal{L}: F \nsupseteq E\}, \quad E \neq 0
$$
and
$$
E_{+}=\wedge\{F \in \mathcal{L}: F \not \leq E\}, \quad E \neq I .
$$

A subspace lattice $\mathcal{L}$ is said to be completely distributive if $E=\vee\{F \in \mathcal{L}$ : $\left.F_{-} \nsupseteq E\right\}$ for every $E \in \mathcal{L}$ with $E \neq 0$, which is also equivalent to $E=\wedge\left\{F_{-}\right.$: $F \in \mathcal{L}, F \not \leq E\}$ for every $E \in \mathcal{L}$ with $E \neq I$.

For a subspace lattice $\mathcal{L}$ on $H$, the associated subspace lattice algebra alg $\mathcal{L}$ is the set of operators in $B(H)$ that leave invariant every projection in $\mathcal{L}$; that is,

$$
\operatorname{alg} \mathcal{L}=\{T \in B(H): T E=E T E, \forall E \in \mathcal{L}\}
$$

Obviously, $\operatorname{alg} \mathcal{L}$ is a unital weakly closed subalgebra of $B(H)$. We call a subspace lattice algebra $\operatorname{alg} \mathcal{L}$ a $C S L$ algebra if $\mathcal{L}$ is a CSL, and a $C D C$ algebra if $\mathcal{L}$ is a completely distributive CSL. Recall that a CDC algebra is irreducible if and only if its commutant is $\mathbb{C} I$. In particular, nest algebras are irreducible CDC algebras. In Section 3, we show that every Jordan-centralized mapping at a given point on irreducible CDC algebras is a centralizer. We also study Jordan centralizers on Banach space nest algebras.

## 2. Main Results

In this section, we consider the question of characterizing the linear mappings on the triangular algebras which are Jordan-centralized at a given point. The result is based on the structure of the left (right) Jordan-centralized mappings at a given point.

Theorem 2.1. Let $\mathcal{A}$ and $\mathcal{C}$ be two algebras over a number field $\mathbb{F}$ with unit $I_{1}$ and $I_{2}$, respectively, and let $\mathcal{M}$ be a faithful left $\mathcal{A}$-module. The triangular algebra $\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{C})$ is written for $\mathcal{T}$. Suppose that we have the following:
(i) For every $X \in \mathcal{A}$, there is some integer $n$ such that $n I_{1}-X$ is invertible.
(ii) For every $Z \in \mathcal{C}$, there is some integer $n$ such that $n I_{2}-Z$ is invertible.

If $\phi: \mathcal{T} \rightarrow \mathcal{T}$ is a left Jordan-centralized mapping at a given point $G=\left[\begin{array}{cc}A & B \\ 0 & C\end{array}\right] \in$ $\mathcal{T}$, then there exists an element $D \in \mathcal{A}$, two linear mappings $h_{12}: \mathcal{C} \rightarrow \mathcal{M}$ satisfying $h_{12}(Z W+W Z)=h_{12}(Z) W+h_{12}(W) Z$, and $h_{22}: \mathcal{C} \rightarrow \mathcal{C}$ satisfying $h_{22}(Z W+W Z)=h_{22}(Z) W+h_{22}(W) Z$ for all $Z, W \in \mathcal{C}$ with $Z W=C$ such that

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
D X & D Y+h_{12}(Z) \\
0 & h_{22}(Z)
\end{array}\right] \quad \text { for all }\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right] \in \mathcal{T} .
$$

We need the following basic fact, whose proof is easy and will be skipped.
Proposition 2.2. Let $V$ be a vector space over a number field $\mathbb{F}$. For any fixed $a_{i} \in V, i=0, \pm 1, \pm 2, \ldots, \pm n$, if $\sum_{i=-n}^{n} a_{i} x^{i}=0, x \in \mathbb{F}$, has at least $2 n+1$ distinct nonzero solutions in $\mathbb{F}$, then $a_{i}=0, i=0, \pm 1, \pm 2, \ldots, \pm n$.

Proof of Theorem 2.1. Since $\phi$ is linear, for any $S=\left[\begin{array}{cc}X & Y \\ 0 & Z\end{array}\right] \in \mathcal{T}$, we can write

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cl}
f_{11}(X)+g_{11}(Y)+h_{11}(Z) & f_{12}(X)+g_{12}(Y)+h_{12}(Z) \\
0 & f_{22}(X)+g_{22}(Y)+h_{22}(Z)
\end{array}\right]
$$

where $f_{11}: \mathcal{A} \rightarrow \mathcal{A}, f_{12}: \mathcal{A} \rightarrow \mathcal{M}, f_{22}: \mathcal{A} \rightarrow \mathcal{C}, g_{11}: \mathcal{M} \rightarrow \mathcal{A}, g_{12}: \mathcal{M} \rightarrow \mathcal{M}$, $g_{22}: \mathcal{M} \rightarrow \mathcal{C}, h_{11}: \mathcal{C} \rightarrow \mathcal{A}, h_{12}: \mathcal{C} \rightarrow \mathcal{M}$, and $h_{22}: \mathcal{C} \rightarrow \mathcal{C}$ are linear mappings.

We shall prove the theorem by checking several claims.
Claim 1. $g_{11}(V)=h_{11}(W)=0$ for all $V \in \mathcal{M}$ and $W \in \mathcal{C}$.
For any invertible element $W \in \mathcal{C}$ and any real number $\lambda>0$, we set

$$
S=\left[\begin{array}{cc}
I_{1} & 0 \\
0 & \lambda C W^{-1}
\end{array}\right], \quad T=\left[\begin{array}{cc}
A & B \\
0 & \lambda^{-1} W
\end{array}\right] .
$$

Then $S T=G$, and we have

$$
\begin{aligned}
& {\left[\begin{array}{cc}
f_{11}(2 A)+g_{11}\left(B+\lambda B C W^{-1}\right)+h_{11}\left(C+W C W^{-1}\right) & * \\
0 & *
\end{array}\right]} \\
& =\phi(G+T S) \\
& =\phi(S) T+\phi(T) S \\
& =\left[\begin{array}{cc}
f_{11}\left(I_{1}\right)+\lambda h_{11}\left(C W^{-1}\right) & * \\
0 & *
\end{array}\right]\left[\begin{array}{cc}
A & B \\
0 & \lambda^{-1} W
\end{array}\right] \\
& +\left[\begin{array}{cc}
f_{11}(A)+g_{11}(B)+\lambda^{-1} h_{11}(W) & * \\
0 & *
\end{array}\right]\left[\begin{array}{cc}
I_{1} & 0 \\
0 & \lambda C W^{-1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left(f_{11}\left(I_{1}\right)+\lambda h_{11}\left(C W^{-1}\right)\right) A+f_{11}(A)+g_{11}(B)+\lambda^{-1} h_{11}(W) & * \\
0 & *
\end{array}\right] .
\end{aligned}
$$

It follows from the matrix equation that

$$
\begin{aligned}
& 2 f_{11}(A)+g_{11}\left(B+\lambda B C W^{-1}\right)+h_{11}\left(C+W C W^{-1}\right) \\
& \quad=f_{11}\left(I_{1}\right) A+\lambda h_{11}\left(C W^{-1}\right) A+f_{11}(A)+g_{11}(B)+\lambda^{-1} h_{11}(W) .
\end{aligned}
$$

By Proposition 2.2, the above equation implies that $h_{11}(W)=0$ for all invertible elements $W \in \mathcal{C}$. For any $W$ in $\mathcal{C}$, by hypothesis (ii) of Theorem 2.1, there exists some integer $n$ such that $n I_{2}-W$ is invertible in $\mathcal{C}$. It follows from the preceding case that $h_{11}\left(n I_{2}-W\right)=0$. Therefore, we have

$$
h_{11}(W)=0
$$

for all $W \in \mathcal{C}$.
Moreover, for any $V \in \mathcal{M}$ and any real number $\lambda>0$, taking

$$
S=\left[\begin{array}{cc}
\lambda^{-1} I_{1} & B-V \\
0 & C
\end{array}\right], \quad T=\left[\begin{array}{cc}
\lambda A & \lambda V \\
0 & I_{2}
\end{array}\right]
$$

we have $S T=G$. It follows from the fact $h_{11}(W)=0$ that

$$
\begin{aligned}
& {\left[\begin{array}{cc}
f_{11}(2 A)+g_{11}(B+\lambda A(B-V)+\lambda V C) & * \\
0 & *
\end{array}\right]} \\
& \quad=\phi(G+T S)
\end{aligned}
$$

$$
\begin{aligned}
= & \phi(S) T+\phi(T) S \\
= & {\left[\begin{array}{cc}
\lambda^{-1} f_{11}\left(I_{1}\right)+g_{11}(B-V) & * \\
0 & *
\end{array}\right]\left[\begin{array}{cc}
\lambda A & \lambda V \\
0 & I_{2}
\end{array}\right] } \\
& +\left[\begin{array}{cc}
\lambda f_{11}(A)+\lambda g_{11}(V) & * \\
0 & *
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} I_{1} & B-V \\
0 & C
\end{array}\right] \\
= & {\left[\begin{array}{cc}
\left(f_{11}\left(I_{1}\right)+\lambda g_{11}(B-V)\right) A+f_{11}(A)+g_{11}(V) & * \\
0 & *
\end{array}\right] . }
\end{aligned}
$$

The above matrix equation implies

$$
\begin{aligned}
& f_{11}(2 A)+g_{11}(B+\lambda A(B-V)+\lambda V C) \\
& \quad=\left(f_{11}\left(I_{1}\right)+\lambda g_{11}(B-V)\right) A+f_{11}(A)+g_{11}(V)
\end{aligned}
$$

This leads to

$$
f_{11}(A)+g_{11}(B)-f_{11}\left(I_{1}\right) A=g_{11}(V)
$$

Taking $V=0$, we get $f_{11}(A)+g_{11}(B)-f_{11}\left(I_{1}\right) A=0$. Hence $g_{11}(V)=0$ for all $V \in \mathcal{M}$.

Claim 2. $f_{22}(X)=g_{22}(Y)=0$ for all $X \in \mathcal{A}$ and $Y \in \mathcal{M}$.
Letting $S=\left[\begin{array}{cc}\lambda X & B \\ 0 & C\end{array}\right]$ and $T=\left[\begin{array}{ccc}\lambda^{-1} X^{-1} A & 0 \\ 0 & I_{2}\end{array}\right]$, where $X$ is any invertible element in $\mathcal{A}$ and $\lambda>0$ is any real number, we have $S T=G$. Since $\phi$ is left Jordancentralized at $G$, we have

$$
\left.\left.\begin{array}{rl}
\stackrel{*}{*} & * \\
0 & f_{22}\left(A+X^{-1} A X\right)+g_{22}\left(B+\lambda^{-1} X^{-1} A B\right)+h_{22}(2 C)
\end{array}\right]\right) \text { (G+TS)} \begin{aligned}
= & \phi(G(S) T+\phi(T) S \\
= & {\left[\begin{array}{cc}
* & * \\
0 & \lambda f_{22}(X)+g_{22}(B)+h_{22}(C)
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} X^{-1} A & 0 \\
0 & I_{2}
\end{array}\right] } \\
& +\left[\begin{array}{cc}
* & * \\
0 & \lambda^{-1} f_{22}\left(X^{-1} A\right)+h_{22}\left(I_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
\lambda X & B \\
0 & C
\end{array}\right] \\
= & {\left[\begin{array}{cc}
* & * \\
0 & \lambda f_{22}(X)+g_{22}(B)+h_{22}(C)+\left(\lambda^{-1} f_{22}\left(X^{-1} A\right)+h_{22}\left(I_{2}\right)\right) C
\end{array}\right] . }
\end{aligned}
$$

By Proposition 2.2, this matrix equation implies $f_{22}(X)=0$ for all invertible elements $X \in \mathcal{A}$. For any $X$ in $\mathcal{A}$, by hypothesis (i) of Theorem 2.1, there exists some integer $n$ such that $n I_{1}-A$ is invertible in $\mathcal{A}$. It follows from the preceding case that $f_{22}\left(n I_{1}-X\right)=0$. Therefore

$$
f_{22}(X)=0
$$

for all $X \in \mathcal{A}$ can be obtained.
Moreover, for an arbitrary element $Y \in \mathcal{M}$ and any real number $\lambda>0$, if we put $S=\left[\begin{array}{cc}\lambda I_{1}-Y \\ 0 & \lambda^{-1} C\end{array}\right], T=\left[\begin{array}{cc}\lambda^{-1} A Y+\lambda^{-1} B \\ 0 & \lambda I_{2}\end{array}\right]$, then $S T=G$. Since we have proved
$f_{22}(X)=0$ for all $X \in \mathcal{A}$,

$$
\begin{aligned}
& {\left[\begin{array}{cc}
* & * \\
0 & g_{22}\left(B-\lambda^{-1} A Y+\lambda^{-1} Y C+\lambda^{-2} B C\right)+h_{22}(2 C)
\end{array}\right] } \\
&= \phi(G+T S) \\
&= \phi(S) T+\phi(T) S \\
&= {\left[\begin{array}{cc}
* & * \\
0 & -g_{22}(Y)+\lambda^{-1} h_{22}(C)
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} A & Y+\lambda^{-1} B \\
0 & \lambda I_{2}
\end{array}\right] } \\
&+\left[\begin{array}{cc}
* & * \\
0 & g_{22}\left(Y+\lambda^{-1} B\right)+\lambda h_{22}\left(I_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
\lambda I_{1} & -Y \\
0 & \lambda^{-1} C
\end{array}\right] \\
&= {\left[\begin{array}{cc}
* & * \\
0 & -\lambda g_{22}(Y)+h_{22}(C)+\lambda^{-1} g_{22}\left(Y+\lambda^{-1} B\right) C+h_{22}\left(I_{2}\right) C
\end{array}\right] . }
\end{aligned}
$$

The above matrix equation implies

$$
\begin{aligned}
& g_{22}(B)-\lambda^{-1} g_{22}(A Y)+\lambda^{-1} g_{22}(Y C)+\lambda^{-2} g_{22}(B C)+2 h_{22}(C) \\
& \quad=-\lambda g_{22}(Y)+h_{22}(C)+\lambda^{-1} g_{22}(Y) C+\lambda^{-2} g_{22}(B) C+h_{22}\left(I_{2}\right) C .
\end{aligned}
$$

Thus $g_{22}(Y)=0$ for all $Y \in \mathcal{M}$.
Claim 3. $f_{12}(X)=0$ for all $X \in \mathcal{A}$.
For any invertible element $X \in \mathcal{A}$ and any real number $\lambda>0$, putting

$$
S=\left[\begin{array}{cc}
X & \lambda B \\
0 & \lambda C
\end{array}\right], \quad T=\left[\begin{array}{cc}
X^{-1} A & 0 \\
0 & \lambda^{-1} I_{2}
\end{array}\right]
$$

we get $S T=G$. By Claims 1-2, it follows that

$$
\begin{aligned}
& {\left[\begin{array}{cc}
* & f_{12}\left(A+X^{-1} A X\right)+g_{12}\left(B+\lambda X^{-1} A B\right)+h_{12}(2 C) \\
0 & *
\end{array}\right] } \\
&=\phi(G+T S) \\
&= \phi(S) T+\phi(T) S \\
&= {\left[\begin{array}{cc}
f_{11}(X) & f_{12}(X)+\lambda g_{12}(B)+\lambda h_{12}(C) \\
0 & \lambda h_{22}(C)
\end{array}\right]\left[\begin{array}{cc}
X^{-1} A & 0 \\
0 & \lambda^{-1} I_{2}
\end{array}\right] } \\
&+\left[\begin{array}{cc}
f_{11}\left(X^{-1} A\right) & f_{12}\left(X^{-1} A\right)+\lambda^{-1} h_{12}\left(I_{2}\right) \\
0 & \lambda^{-1} h_{22}\left(I_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
X & \lambda B \\
0 & \lambda C
\end{array}\right] \\
&= {\left[\begin{array}{ll}
* & \Delta \\
0 & *
\end{array}\right], }
\end{aligned}
$$

where $\Delta=\lambda^{-1} f_{12}(X)+g_{12}(B)+h_{12}(C)+\lambda f_{11}\left(X^{-1} A\right) B+\lambda f_{12}\left(X^{-1} A\right) C+$ $h_{12}\left(I_{2}\right) C$. The above matrix equation leads to

$$
\begin{aligned}
& f_{12}(A)+f_{12}\left(X^{-1} A X\right)+g_{12}(B)+\lambda g_{12}\left(X^{-1} A B\right)+2 h_{12}(C) \\
& \quad=\lambda^{-1} f_{12}(X)+g_{12}(B)+h_{12}(C)+\lambda f_{11}\left(X^{-1} A\right) B+\lambda f_{12}\left(X^{-1} A\right) C+h_{12}\left(I_{2}\right) C
\end{aligned}
$$

By Proposition 2.2, we obtain $f_{12}(X)=0$ for all invertible elements $X \in \mathcal{A}$. For any $X$ in $\mathcal{A}$, by hypothesis (i) of Theorem 2.1, there exists some integer
$n$ such that $n I_{1}-A$ is invertible in $\mathcal{A}$. It follows from the preceding case that $f_{12}\left(n I_{1}-X\right)=0$. Therefore

$$
f_{12}(X)=0
$$

for all $X \in \mathcal{A}$ can be obtained.
Claim 4. $f_{11}(X)=f_{11}\left(I_{1}\right) X, g_{12}(V)=f_{11}\left(I_{1}\right) V$ for all $X \in \mathcal{A}$ and $V \in \mathcal{M}$.
For any arbitrary $V \in \mathcal{M}$ and invertible element $X \in \mathcal{A}$, taking

$$
S=\left[\begin{array}{cc}
\lambda X & B-\lambda X V \\
0 & C
\end{array}\right], \quad T=\left[\begin{array}{cc}
\lambda^{-1} X^{-1} A & V \\
0 & I_{2}
\end{array}\right],
$$

we have $S T=G$. So we obtain

$$
\begin{aligned}
& {\left[\begin{array}{cc}
* & g_{12}\left(B+\lambda^{-1} X^{-1} A(B-\lambda X V)+V C\right)+h_{12}(2 C) \\
0 & *
\end{array}\right] } \\
&=\phi(G+T S) \\
&= \phi(S) T+\phi(T) S \\
&= {\left[\begin{array}{cc}
\lambda f_{11}(X) & g_{12}(B-\lambda X V)+h_{12}(C) \\
0 & h_{22}(C)
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} X^{-1} A & V \\
0 & I_{2}
\end{array}\right] } \\
&+\left[\begin{array}{cc}
\lambda^{-1} f_{11}\left(X^{-1} A\right) & g_{12}(V)+h_{12}\left(I_{2}\right) \\
0 & h_{22}\left(I_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
\lambda X & B-\lambda X V \\
0 & C
\end{array}\right] \\
&= {\left[\begin{array}{ll}
* & \triangle \\
0 & *
\end{array}\right], }
\end{aligned}
$$

where

$$
\begin{aligned}
\triangle= & \lambda f_{11}(X) V+g_{12}(B-\lambda X V)+h_{12}(C) \\
& +\lambda^{-1} f_{11}\left(X^{-1} A\right)(B-\lambda X V)+\left(g_{12}(V)+h_{12}\left(I_{2}\right)\right) C .
\end{aligned}
$$

By Proposition 2.2, the above matrix equation implies that $g_{12}(X V)=f_{11}(X) V$ for all $V \in \mathcal{M}$ and all invertible elements $X \in \mathcal{A}$. For any $X \in \mathcal{A}$, by hypothesis (i) of Theorem 2.1, there exists some integer $n$ such that $n I_{1}-A$ is invertible in $\mathcal{A}$. It follows from the preceding case that $g_{12}\left(\left(n I_{1}-X\right) V\right)=f_{11}\left(n I_{1}-X\right) V$. Therefore, we have

$$
\begin{equation*}
g_{12}(X V)=f_{11}(X) V \tag{2.1}
\end{equation*}
$$

for all $X \in \mathcal{A}$ and $V \in \mathcal{M}$. For any $X, U \in \mathcal{A}$, by (2.1), we get

$$
g_{12}(X U V)=f_{11}(X U) V
$$

On the other hand,

$$
g_{12}(X U V)=f_{11}(X) U V
$$

Comparing these two equalities, we have $f_{11}(X U) V=f_{11}(X) U V$ for all $V \in \mathcal{M}$. Since $\mathcal{M}$ is a faithful left $\mathcal{A}$-module, we obtain

$$
f_{11}(X U)=f_{11}(X) U
$$

which is equivalent to $f_{11}(X)=f_{11}\left(I_{1}\right) X$ for all $X \in \mathcal{A}$.
At the same time, equation (2.1) gives $g_{12}(V)=f_{11}\left(I_{1}\right) V$ for all $V \in \mathcal{M}$.

Claim 5. For any $Z, W \in \mathcal{C}$ with $Z W=C$, the following statements hold:
(i) $h_{12}(Z W+W Z)=h_{12}(Z) W+h_{12}(W) Z$,
(ii) $h_{22}(Z W+W Z)=h_{22}(Z) W+h_{22}(W) Z$.

For arbitrary $Z, W \in \mathcal{C}$ with $Z W=C$, taking

$$
S=\left[\begin{array}{cc}
\lambda^{-1} I_{1} & 0 \\
0 & \lambda Z
\end{array}\right], \quad T=\left[\begin{array}{cc}
\lambda A & \lambda B \\
0 & \lambda^{-1} W
\end{array}\right],
$$

we have $S T=G$. We have

$$
\begin{aligned}
& {\left[\begin{array}{cc}
f_{11}(2 A) & g_{12}\left(B+\lambda^{2} B Z\right)+h_{12}(C+W Z) \\
0 & h_{22}(C+W Z)
\end{array}\right]} \\
& \quad=\varphi(G+T S) \\
& \quad=\phi(S) T+\phi(T) S \\
& \quad=\left[\begin{array}{cc}
f_{11}\left(\lambda^{-1} I_{1}\right) & h_{12}(\lambda Z) \\
0 & h_{22}(\lambda Z)
\end{array}\right]\left[\begin{array}{cc}
\lambda A & \lambda B \\
0 & \lambda^{-1} W
\end{array}\right] \\
& \quad+\left[\begin{array}{cc}
f_{11}(\lambda A) & g_{12}(\lambda B)+h_{12}\left(\lambda^{-1} W\right) \\
0 & h_{22}\left(\lambda^{-1} W\right)
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} I_{1} & 0 \\
0 & \lambda Z
\end{array}\right] \\
& =\left[\begin{array}{cc}
f_{11}\left(I_{1}\right) A+f_{11}(A) & f_{11}\left(I_{1}\right) B+h_{12}(Z) W+\lambda^{2} g_{12}(B) Z+h_{12}(W) Z \\
0 & h_{22}(Z) W+h_{22}(W) Z
\end{array}\right] .
\end{aligned}
$$

It follows from the above matrix equation and Claim 4 that

$$
h_{22}(C+W Z)=h_{22}(Z) W+h_{22}(W) Z
$$

and

$$
h_{12}(C+W Z)=h_{12}(Z) W+h_{12}(W) Z
$$

for all $Z, W \in \mathcal{C}$ with $Z W=C$.
Therefore, by Claims 1-5, we have

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
D X & D Y+h_{12}(Z) \\
0 & h_{22}(Z)
\end{array}\right] \quad \text { for all }\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right] \in \mathcal{T},
$$

where $D=f_{11}\left(I_{1}\right) \in \mathcal{A}$, and $h_{12}: \mathcal{M} \rightarrow \mathcal{C}$ and $h_{22}: \mathcal{C} \rightarrow \mathcal{C}$ are linear mappings satisfying $h_{12}(Z W+W Z)=h_{12}(Z) W+h_{12}(W) Z, h_{22}(Z W+W Z)=h_{22}(Z) W+$ $h_{22}(W) Z$ for all $Z, W \in \mathcal{C}$ with $Z W=C$.

By using a similar argument to that of Theorem 2.1, we can get a characterization of right Jordan-centralized mappings at a given point.

Theorem 2.3. Let $\mathcal{A}$ and $\mathcal{C}$ be two algebras over a number field $\mathbb{F}$ with unit $I_{1}$ and $I_{2}$, respectively, and let $\mathcal{M}$ be a faithful right $\mathcal{C}$-module. The triangular algebra $\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{C})$ is written for $\mathcal{T}$. Suppose that we have the following:
(i) For every $X \in \mathcal{A}$, there is some integer $n$ such that $n I_{1}-X$ is invertible.
(ii) For every $Z \in \mathcal{C}$, there is some integer $n$ such that $n I_{2}-Z$ is invertible.

If $\phi: \mathcal{T} \rightarrow \mathcal{T}$ is a right Jordan-centralized mapping at a given point $G=$ $\left[\begin{array}{ll}A & B \\ 0 & C\end{array}\right] \in \mathcal{T}$, then there exists an element $E\left(=h_{22}\left(I_{2}\right)\right) \in \mathcal{C}$, two linear mappings $f_{11}: \mathcal{A} \rightarrow \mathcal{A}$ satisfying $f_{11}(X U+U X)=X f_{11}(U)+U f_{11}(X)$, and $f_{12}: \mathcal{A} \rightarrow \mathcal{M}$ satisfying $f_{12}(X U+U X)=X f_{12}(U)+U f_{12}(X)$ for all $X, U \in \mathcal{A}$ with $X U=A$ such that

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
f_{11}(X) & Y E+f_{12}(X) \\
0 & Z E
\end{array}\right] \quad \text { for all }\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right] \in \mathcal{T}
$$

The following result states that the Jordan centralizers on triangular algebras can be determined by their action on a given point.

Theorem 2.4. Let $\mathcal{A}$ and $\mathcal{C}$ be two algebras over a number field $\mathbb{F}$ with unit $I_{1}$ and $I_{2}$, respectively, and let $\mathcal{M}$ be a faithful $(\mathcal{A}, \mathcal{C})$-bimodule. The triangular algebra $\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{C})$ is written for $\mathcal{T}$. Suppose that we have the following:
(i) For every $X \in \mathcal{A}$, there is some integer $n$ such that $n I_{1}-X$ is invertible.
(ii) For every $Z \in \mathcal{C}$, there is some integer $n$ such that $n I_{2}-Z$ is invertible.

If $\phi: \mathcal{T} \rightarrow \mathcal{T}$ is a Jordan-centralized mapping at a given point $G \in \mathcal{T}$, then $\phi$ is a centralizer.

Proof of Theorem 2.4. By Theorems 2.1 and 2.3, we have

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
D X & D Y+h_{12}(Z) \\
0 & h_{22}(Z)
\end{array}\right]=\left[\begin{array}{cc}
f_{11}(X) & Y E+f_{12}(X) \\
0 & Z E
\end{array}\right]
$$

for all $\left[\begin{array}{cc}X & Y \\ 0 & Z\end{array}\right] \in \mathcal{T}$, where there exist $D \in \mathcal{A}, E \in \mathcal{C}$, four linear mappings $h_{12}: \mathcal{C} \rightarrow \mathcal{M}$ satisfying $h_{12}(Z W+W Z)=h_{12}(Z) W+h_{12}(W) Z, h_{22}: \mathcal{C} \rightarrow \mathcal{C}$ satisfying $h_{22}(Z W+W Z)=h_{22}(Z) W+h_{22}(W) Z$ for all $Z, W \in \mathcal{C}$ with $Z W=C$, $f_{11}: \mathcal{A} \rightarrow \mathcal{A}$ satisfying $f_{11}(X U+U X)=X f_{11}(U)+U f_{11}(X)$, and $f_{12}: \mathcal{A} \rightarrow \mathcal{M}$ satisfying $f_{12}(X U+U X)=X f_{12}(U)+U f_{12}(X)$ for all $X, U \in \mathcal{A}$ with $X U=A$. This leads to

$$
D X=f_{11}(X), \quad Z E=h_{22}(Z)
$$

and

$$
\begin{equation*}
D Y+h_{12}(Z)=Y E+f_{12}(X) \tag{2.2}
\end{equation*}
$$

Let $X=Z=0$ in (2.2); we get $D Y=Y E$ for all $Y \in \mathcal{M}$. It follows from [5, Proposition 3] that $\left[\begin{array}{cc}D & 0 \\ 0 & E\end{array}\right] \in \mathcal{Z}(\mathcal{T})$, and then $D \in \mathcal{Z}(\mathcal{A})$ and $E \in \mathcal{Z}(\mathcal{C})$. Furthermore, let $X=0$ and $Z=0$ in equation (2.2), and we get $h_{12}(Z)=0$ and $f_{12}(X)=0$. Hence

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
D X & D Y \\
0 & Z E
\end{array}\right]=\left[\begin{array}{cc}
D & 0 \\
0 & E
\end{array}\right]\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]
$$

and

$$
\phi\left(\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\right)=\left[\begin{array}{cc}
D X & Y E \\
0 & Z E
\end{array}\right]=\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]\left[\begin{array}{cc}
D & 0 \\
0 & E
\end{array}\right]
$$

for all $\left[\begin{array}{cc}X & Y \\ 0 & Z\end{array}\right] \in \mathcal{T}$ hold. So $\phi$ is a centralizer of $\mathcal{T}$.

We remark here that a little more can be said about the result. We in fact have

$$
\left[\begin{array}{cc}
D & 0 \\
0 & E
\end{array}\right]=\left[\begin{array}{cc}
f_{11}\left(I_{1}\right) & 0 \\
0 & h_{22}\left(I_{2}\right)
\end{array}\right]=\phi(I) .
$$

Then $\phi(S)=\phi(I) S=S \phi(I)$ for all $S \in \mathcal{T}$.

## 3. Applications

In this section, we shall apply Theorem 2.4 to some non-self-adjoint operator algebras.

For irreducible CDC algebras, we have the following theorem.
Theorem 3.1. Let $\operatorname{alg} \mathcal{L}$ be an irreducible $C D C$ algebra on a complex Hilbert space $H$. Then every linear mapping from alg $\mathcal{L}$ into itself Jordan-centralized at a given point $G \in \operatorname{alg} \mathcal{L}$ is a centralizer.
Proof of Theorem 3.1. By [12, Theorem 3.4], there exists a nontrivial projection $P$ in $\mathcal{L}$ such that $T P(\operatorname{alg} \mathcal{L})(I-P)=\{0\}$ implies $T P=0$ and $P(\operatorname{alg} \mathcal{L})(I-P) T=$ $\{0\}$ implies $(I-P) T=0$. It follows that

$$
\operatorname{alg} \mathcal{L}=\left[\begin{array}{cc}
\left.P(\operatorname{alg} \mathcal{L}) P\right|_{\text {ran } P} & \left.P(\operatorname{alg} \mathcal{L})(I-P)\right|_{\text {ker } P} \\
0 & \left.(I-P)(\operatorname{alg} \mathcal{L})(I-P)\right|_{\text {ker } P}
\end{array}\right] .
$$

One can easily check that $\operatorname{alg} \mathcal{L}$ meets all of the hypotheses of Theorem 2.4. So by Theorem 2.4, the theorem holds.

Note that nest algebras are irreducible CDC algebras. Hence, as a consequence of Theorem 3.1, we get the following corollary.
Corollary 3.2. Let $\mathcal{N}$ be a nest on a complex Hilbert space $H$, and let $\operatorname{alg} \mathcal{N}$ be the associated nest algebra. Then every linear mapping from $\operatorname{alg} \mathcal{N}$ into itself Jordan-centralized at a given point $G \in \operatorname{alg} \mathcal{N}$ is a centralizer.

Let $H$ be a Euclidean $n$-dimensional space, and let $\left\{e_{i}: i=1,2, \ldots, n\right\}$ be its normal orthogonal basis. We may regard an $n \times n$ matrix as an operator on Euclidean $n$-dimension space $H$, naturally. We use the symbols $\mathcal{T} \mathcal{M}_{n}$ to denote the algebra of all $n \times n$ upper triangular matrices. Thus $\mathcal{T} \mathcal{M}_{n}$ is a nest algebra associated with nest $\mathcal{N}$, where $\mathcal{N}=\left\{N_{i}: 1 \leq i \leq n\right\}$ and $N_{i}=\operatorname{span}\left\{e_{j}: 1 \leq\right.$ $j \leq i\}$. By Corollary 3.2, we have the following corollary.
Corollary 3.3. Let $\mathcal{T} \mathcal{M}_{n}$ be $n \times n$ upper triangular matrices algebras. Then every linear mapping from $\mathcal{T} \mathcal{M}_{n}$ into itself Jordan-centralized at a given point $G \in \mathcal{T} \mathcal{M}_{n}$ is a centralizer.

Next, we consider the same question on the Banach space nest algebras.
Let $X$ be a Banach space over the complex field $\mathbb{C}$, and let $B(X)$ denote the algebra of all bounded linear operators on $X$. A nest $\mathcal{N}$ in $X$ is a chain of norm-closed linear subspaces of $X$ containing $\{0\}$ and $X$, which is closed under the formation of an arbitrary closed linear span and intersection. A nest is said to be nontrivial if $\mathcal{N} \neq\{\{0\}, X\}$. The nest algebra associated to a nest $\mathcal{N}$, denoted by $\operatorname{alg} \mathcal{N}$, is the set

$$
\operatorname{alg} \mathcal{N}=\{T \in B(X): T N \subseteq N, \forall N \in \mathcal{N}\}
$$

Theorem 3.4. Let $\mathcal{N}$ be a nest on a complex Banach space. Suppose that there exists a nontrivial element in $\mathcal{N}$ which is complemented in $X$. If $\phi: \operatorname{alg} \mathcal{N} \rightarrow$ $\operatorname{alg} \mathcal{N}$ is a Jordan-centralized mapping at a given point $G \in \operatorname{alg} \mathcal{N}$, then $\phi$ is a centralizer.

Proof of Theorem 3.4. If $N_{0}$ is the nontrivial element in $\mathcal{N}$ which is complemented in $X$, then there exists an idempotent operator $P \in B(X)$ with $\operatorname{ran}(P)=N_{0}$, such that $X=\operatorname{ran}(P) \oplus \operatorname{ker}(P)$.

Moreover, it is easy to see $P \in \operatorname{alg} \mathcal{N}$. We set $\mathcal{N}_{1}=\{N \cap \operatorname{ran} P: N \in \mathcal{N}\}$ and $\mathcal{N}_{2}=\{N \cap \operatorname{ker}(P): N \in \mathcal{N}\}$. Then $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are nests on Banach spaces $\operatorname{ran}(P)$ and $\operatorname{ker}(P)$, respectively. One can check that $P B(X)(I-P) \subseteq \operatorname{alg} \mathcal{N}$, which leads to $P B(X)(I-P)=P \operatorname{alg} \mathcal{N}(I-P)$. So we denote

$$
\operatorname{alg} \mathcal{N}=\left\{\left[\begin{array}{cc}
X & Y \\
0 & Z
\end{array}\right]: X \in \operatorname{alg} \mathcal{N}_{1}, Y \in B(\operatorname{ker}(P), \operatorname{ran}(P)), Z \in \operatorname{alg} \mathcal{N}_{2}\right\}
$$

This means $\operatorname{alg} \mathcal{N}$ can be decomposed into a triangular algebra. We claim that $B(\operatorname{ker}(P), \operatorname{ran}(P))$ is a faithful $\left(\operatorname{alg} \mathcal{N}_{1}, \operatorname{alg} \mathcal{N}_{2}\right)$-bimodule. Indeed, for $X \in \operatorname{alg} \mathcal{N}_{1}$, if $X Y=0$ for any $Y \in B(\operatorname{ker}(P), \operatorname{ran}(P))$, we have $X P B(X)(I-P)=\{0\}$. Since $B(X)$ is prime, we get $X=0$. So $B(\operatorname{ker}(P), \operatorname{ran}(P))$ is a faithful $\left(\operatorname{alg} \mathcal{N}_{1}\right)$-left module. Similarly, one can prove that $B(\operatorname{ker}(P), \operatorname{ran}(P))$ is a faithful $\left(\operatorname{alg} \mathcal{N}_{2}\right)$-right module. Hence, by Theorem 2.4, the theorem is obtained.
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