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#### Abstract

We prove that, for any $p \in(1, \infty)$, the second-order Cesàro sequence space $\operatorname{Ces}^{2}(p)$ has the $(\beta)$-property and the $k$-NUC property for $k \geq 2$. In addition, we show that $\operatorname{Ces}^{2}(p)$ has the Kadec-Klee, rotundity, and uniform convexity properties. For any positive integer $k$, we also investigate the uniform Opial and $(L)$ properties of the sequence space. We also establish that $\operatorname{Ces}^{2}(p)$ is reflexive and has the fixed-point property. Finally, we calculate the packing constant $(C)$ of the space.


## 1. Introduction and preliminaries

Let $\omega$ denote the space of all real-valued sequences. Any vector subspace of $\omega$ is called a sequence space. We write $l_{\infty}, c$, and $c_{0}$ for the spaces of all bounded, convergent, and null sequences, respectively. Let $b s, c s, l_{1}$, and $l_{p}(1<p<\infty)$ denote the spaces of all bounded, convergent, absolutely convergent, and $p$-absolutely convergent series, respectively. Throughout the paper, we assume that $\left(p_{k}\right)$ is a bounded sequence of strictly positive real numbers with $\sup \left\{p_{k}\right\}=H$, and we set $M=\max \{1, H\}$. The linear space $l(p)$ was defined by Maddox [10] (see also Simons [15] and Nakano [11]) as

$$
l(p)=\left\{x=\left(x_{k}\right) \in \omega: \sum_{k}\left|x_{k}\right|^{p_{k}}<\infty\right\} \quad\left(0<p_{k} \leq H<\infty\right)
$$

[^0]It is a complete paranormed space via the paranorm

$$
g(x)=\left(\sum_{k}\left|x_{k}\right|^{p_{k}}\right)^{\frac{1}{M}}
$$

For simplicity of the notation, in what follows, a summation without limits always runs from 1 to $\infty$.

Next we define the second-order Cesàro sequence space by

$$
\operatorname{Ces}^{2}(p)=\left\{x \in \omega: \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}<\infty\right\},
$$

for $1 \leq p<\infty$, and for $p=\infty$ by

$$
\operatorname{Ces}^{2}(\infty)=\left\{x \in \omega: \sup _{n}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)<\infty\right\}
$$

These spaces generalize the Cesàro sequence spaces, as shown in the following theorem.

Theorem 1.1. The following proper inclusions hold:
(1) $l_{p} \subset \operatorname{Ces}(p)$, for $p>1$;
(2) $l_{p} \subset \operatorname{Ces}^{2}(p)$, for $p>1$;
(3) $\operatorname{Ces}(p) \subset \operatorname{Ces}^{2}(p)$, for $p>1$.

Proof. It is enough to prove the last inclusion, because (1) and (2) were proved in [16]. Let $x=\left(x_{n}\right) \in \operatorname{Ces}(p)$. Then

$$
\begin{aligned}
& {\left[\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}\right]^{\frac{1}{p}}} \\
& \quad \leq\left[\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1)|x(k)|\right)^{p}\right]^{\frac{1}{p}} \\
& \quad=\left[\sum_{n=1}^{\infty}\left(\frac{1}{n+2} \sum_{k=0}^{n}|x(k)|\right)^{p}\right]^{\frac{1}{p}}<\infty .
\end{aligned}
$$

On the other hand, let us consider the following sequence:

$$
\left(x_{n}\right)=(0,0, \ldots, 0, \underbrace{n}_{n \text {th position }}, 0,0, \ldots) .
$$

Then it follows that

$$
\left[\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}\right]^{\frac{1}{p}}=\sum_{n=1}^{\infty}\left(\frac{n}{(n+1)(n+2)}\right)^{p}<\infty
$$

for every $p>1$, but

$$
\sum_{n=1}^{\infty}\left(\frac{1}{n} \sum_{k=0}^{n}|x(k)|\right)=\sum_{n=1}^{\infty} 1=\infty
$$

A Banach space $X$ is said to be $k$-nearly uniformly convex ( $k$-NUC) if, for any $\epsilon>0$, there exists a number $\delta>0$ such that, for any sequence $\left(x_{n}\right) \subset B(X)$ with $\operatorname{sep}\left(x_{n}\right) \geq \epsilon$, there are $n_{1}, n_{2}, \ldots, n_{k} \in \mathbb{N}$ such that

$$
\left\|\frac{x_{n_{1}}+x_{n_{2}}+\cdots+x_{n_{k}}}{k}\right\|<1-\delta
$$

whenever $\operatorname{sep}\left(x_{n}\right):=\inf \left\{\left\|x_{n}-x_{m}\right\|: n \neq m\right\}>\epsilon$.
A Banach space $X$ has property $(\beta)$ if, for each $r>0$ and $\epsilon>0$, there exists $\delta>0$ such that, for each element $x \in B(X)$ and each sequence $\left(x_{n}\right)$ in $B(X)$ with $\operatorname{sep}\left(x_{n}\right) \geq \epsilon$, there is an index $k$ such that

$$
\left\|\frac{x+x_{k}}{2}\right\| \leq \delta
$$

A Banach space $X$ is said to have the Banach-Saks property of type $p$ if every weakly null sequence $\left(x_{k}\right)$ has a subsequence $\left(x_{k_{l}}\right)$ such that, for some $C>0$,

$$
\left\|\sum_{l=0}^{n} x_{k_{l}}\right\|<C(n+1)^{\frac{1}{p}}
$$

for all $n \in \mathbb{N}$.
A point $x_{0} \in S(X)$ is called
(1) an extreme point if, for every $x, y \in S(X)$, the equality $2 x_{0}=x+y$ implies $x=y ;$
(2) a locally uniformly rotund point (LUR-point) if, for any sequence $\left(x_{n}\right)$ in $B(X)$ such that $\left\|x_{n}+x\right\| \rightarrow 2$ as $n \rightarrow \infty$, there holds $\left\|x_{n}-x\right\| \rightarrow 0$ as $n \rightarrow \infty$.
A Banach space $X$ is said to have the rotundity property if every point of $S(X)$ is an extreme point. A Banach space $X$ is said to have the Opial property if every sequence $\left(x_{n}\right)$ weakly convergent to $x_{0}$ satisfies

$$
\liminf _{n \rightarrow \infty}\left\|x_{n}-x_{0}\right\| \leq \liminf _{n \rightarrow \infty}\left\|x_{n}-x\right\|
$$

for every $x \in X$.
A Banach space $X$ is said to have the uniform Opial property if, for every $\epsilon>0$, there exists $\tau>0$ such that, for each weakly null sequence $\left(x_{n}\right) \subset S(X)$ and $x \in X$ with $\|x\| \geq \epsilon$, we have

$$
1+\tau \leq \liminf _{n \rightarrow \infty}\left\|x_{n}+x\right\|
$$

(see [13]).
For a sequence $\left(x_{n}\right) \subset X$, the following notion was defined in [5],

$$
A\left(\left(x_{n}\right)\right)=\liminf _{n \rightarrow \infty}\left\{\left\|x_{i}+x_{j}\right\|: i, j \geq n, i \neq j\right\}
$$

which is related to the packing constant (see [9]) and to the Banach-Saks property as follows:

$$
C(X)=\sup \left\{A\left(\left(x_{n}\right)\right):\left(x_{n}\right) \text { is a weakly null sequence in } S(X)\right\} .
$$

For each $\epsilon>0$, define $\Delta(\epsilon)$ to be
$\inf \{1-\inf [\|x\|: x \in A]: A$ is a closed convex subset of $B(X)$ with $\beta(A) \geq \epsilon\}$,
where
$\beta(A)=\inf \{\epsilon>0: A$ can be covered by finitely many balls of diameter $\leq \epsilon\}$.
The function $\Delta$ is called the modulus of noncompact convexity (see [7]). A Banach space $X$ is said to have the property $(L)$ if $\lim _{\epsilon \rightarrow 1^{-}} \Delta(\epsilon)=1$. It was proved in [13] that the property $(L)$ is a useful tool in the fixed-point theory and that a Banach space $X$ has the property $(L)$ if and only if it is reflexive and has the uniform Opial property.

Gurarii's modulus of convexity (see [8]) is defined by

$$
\beta_{X}(\epsilon)=\inf \left\{1-\inf _{0 \leq \alpha \leq 1}\|\alpha x+(1-\alpha) y\| ; x, y \in S(X),\|x-y\|=\epsilon\right\},
$$

where $0 \leq \epsilon \leq 2$. Let $X$ be a real vector space. A functional $\sigma: X \rightarrow[0, \infty)$ is called a modular if
(1) $\sigma(x)=0$ if and only if $x=\theta$,
(2) $\sigma(\alpha x)=\sigma(x)$ for all scalars $\alpha$ with $|\alpha|=1$,
(3) $\sigma(\alpha x+\beta y) \leq \sigma(x)+\sigma(y)$ for all $x, y \in X$ and $\alpha, \beta>0$ with $\alpha+\beta=1$.

The modular $\sigma$ is called convex if it satisfies the following:
(4) $\sigma(\alpha x+\beta y) \leq \alpha \sigma(x)+\beta \sigma(y)$ for all $x, y \in X$ and $\alpha, \beta>0$ with $\alpha+\beta=1$. A modular $\sigma$ is called
(5) right continuous if $\lim _{\alpha \rightarrow 1^{+}} \sigma(\alpha x)=\sigma(x)$ for all $x \in X_{\sigma}$,
(6) left continuous if $\lim _{\alpha \rightarrow 1^{-}} \sigma(\alpha x)=\sigma(x)$ for all $x \in X_{\sigma}$,
(7) continuous if it is both right and left continuous,
where $X_{\sigma}=\left\{x \in X: \lim _{\alpha \rightarrow 0^{+}} \sigma(\alpha x)=0\right\}$. We define the operator $\sigma_{p}$ on $\operatorname{Ces}^{2}(p)$ by

$$
\sigma_{p}(x)=\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} .
$$

If $p \geq 1$, by convexity of the function $t \rightarrow|t|^{p}$, we conclude that $\sigma_{p}$ is a convex modular in $\operatorname{Ces}^{2}(p)$.

The modular $\sigma_{p}$ is said to satisfy the $\delta_{2}$-condition (see [3]) if, for every $\epsilon>0$, there exists a constant $M>0$ and $m>0$ such that

$$
\begin{equation*}
\sigma_{p}(2 t) \leq M \sigma_{p}(t)+\epsilon \tag{1.1}
\end{equation*}
$$

for all $t \in X_{\sigma_{p}}$ with $\sigma_{p}(t) \leq m$.

## 2. Results

We start this section with the following lemma, whose proof is similar to that of [3, Lemma 2.1].

Lemma 2.1 ([3, Lemma 2.1]). If $\sigma_{p}$ satisfies the $\delta_{2}$-condition, then, for any $A>0$ and $\epsilon>0$, there exists $\delta>0$ such that

$$
\begin{equation*}
\left|\sigma_{p}(t+w)-\sigma_{p}(t)\right|<\epsilon \tag{2.1}
\end{equation*}
$$

whenever $t, w \in X_{\sigma_{p}}$ with $\sigma_{p}(t) \leq A$ and $\sigma_{p}(w) \leq \delta$.

Theorem 2.2 ([3, Lemma 2.1]). Suppose that $\sigma_{p}$ satisfies the $\delta_{2}$-condition.
(1) For any $x \in X_{\sigma_{p}},\|x\|=1$ if and only if $\sigma_{p}(x)=1$.
(2) For any sequence $\left(x_{n}\right) \in X_{\sigma_{p}},\left\|x_{n}\right\| \rightarrow 0$ if and only if $\sigma_{p}\left(x_{n}\right) \rightarrow 0$.

Theorem 2.3. If $\sigma_{p}$ satisfies the $\delta_{2}$-condition, then, for any $\epsilon \in(0,1)$, there exists $\delta \in(0,1)$ such that $\sigma_{p}(x) \leq 1-\epsilon$ implies $\|x\| \leq 1-\delta$.

Proof. The proof of the theorem follows directly from the above two facts (see [3]).

Theorem 2.4. For any $x \in \operatorname{Ces}^{2}(p)$ and $\epsilon \in(0,1)$, there exists $\delta \in(0,1)$ such that $\sigma_{p}(x) \leq 1-\epsilon$ implies $\|x\| \leq 1-\delta$.

Proof. The proof of the theorem follows directly from Theorem 2.3.
Proposition 2.5. If $p \geq 1$, then the modular $\sigma_{p}$ is continuous on $\operatorname{Ces}^{2}(p)$, and it also satisfies the following conditions:
(1) if $0<\alpha \leq 1$, then $\alpha^{M} \sigma_{p}\left(\frac{x}{\alpha}\right) \leq \sigma_{p}(x)$ and $\sigma_{p}(\alpha x) \leq \alpha \sigma_{p}(x)$;
(2) if $\alpha \geq 1$, then $\sigma_{p}(x) \leq \alpha^{M} \sigma_{p}\left(\frac{x}{\alpha}\right)$;
(3) if $\alpha \geq 1$, then $\sigma_{p}(x) \leq \alpha \sigma_{p}\left(\frac{x}{\alpha}\right)$.

Proof. It is similar to the proof of [12, Proposition 2.1].
Now we will define the following two norms (the first one is known as the Luxemburg norm and the second one as the Amemiya norm) in $\operatorname{Ces}^{2}(p)$ :

$$
\begin{equation*}
\|x\|_{L}=\inf \left\{\alpha>0: \sigma_{p}\left(\frac{x}{\alpha}\right) \leq 1\right\} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{A}=\inf _{\alpha>0} \frac{1}{\alpha}\left\{1+\sigma_{p}(\alpha \cdot x)\right\} \tag{2.3}
\end{equation*}
$$

Proposition 2.6. Let $x \in \operatorname{Ces}^{2}(p)$. Then the following relations between $\sigma_{p}$ and $\|\cdot\|_{L}$ are satisfied:
(1) if $\|x\|_{L}<1$, then $\sigma_{p}(x) \leq\|x\|_{L}$;
(2) if $\|x\|_{L}>1$, then $\sigma_{p}(x) \geq\|x\|_{L}$;
(3) $\|x\|_{L}=1$ if and only if $\sigma_{p}(x)=1$;
(4) $\|x\|_{L}<1$ if and only if $\sigma_{p}(x)<1$;
(5) $\|x\|_{L}>1$ if and only if $\sigma_{p}(x)>1$.

Proof. It is similar to the proof of [1, Proposition 3.10].
Theorem 2.7. The space $\operatorname{Ces}^{2}(p)$ is a Banach space under the Luxemburg and the Amemiya norm.

Proof. We will prove that $\operatorname{Ces}^{2}(p)$ is a Banach space under the Luxemburg norm. In what follows we need to show that every Cauchy sequence in $\operatorname{Ces}^{2}(p)$ is convergent according to the Luxemburg norm. Let $\left\{x_{k}^{n}\right\}$ be any Cauchy sequence in $\operatorname{Ces}^{2}(p)$ and $\epsilon \in(0,1)$. Thus there exists a positive integer $n_{0}$ such that, for any
$n, m \geq n_{0}$, we get $\left\|x^{(n)}-x^{(m)}\right\|_{L}<\epsilon$. From Proposition 2.6 we obtain

$$
\begin{equation*}
\sigma_{p}\left(x^{(n)}-x^{(m)}\right) \leq\left\|x^{(n)}-x^{(m)}\right\|_{L}<\epsilon \tag{2.4}
\end{equation*}
$$

for all $n, m \geq n_{0}$. This implies that

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(\frac{1}{(k+1)(k+2)} \sum_{i=0}^{k}(k+1-i)\left|x_{i}^{(n)}-x_{i}^{(m)}\right|\right)^{p}<\epsilon \tag{2.5}
\end{equation*}
$$

For each fixed $k$ and for all $n, m \geq n_{0}$,

$$
\frac{1}{(k+1)(k+2)} \sum_{i=0}^{k}(k+1-i)\left|x_{i}^{(n)}-x_{i}^{(m)}\right|<\epsilon
$$

Hence $\left(y_{k}^{(n)}\right)_{k}=\left(\frac{1}{(k+1)(k+2)} \sum_{i=0}^{k}(k+1-i)\left|x_{i}^{(n)}\right|\right)_{k}$ is a Cauchy sequence in $\mathbb{R}$. Since $\mathbb{R}$ is a complete normed space, there exists

$$
\left(y_{k}\right)_{k}=\left(\frac{1}{(k+1)(k+2)} \sum_{i=0}^{k}(k+1-i)\left|x_{i}\right|\right)_{k}
$$

in $\mathbb{R}$ such that $\left(y_{k}^{(n)}\right) \rightarrow y_{k}$ as $n \rightarrow \infty$. Therefore, as $n \rightarrow \infty$ by relation (2.4), we have

$$
\sum_{k=1}^{\infty}\left(\frac{1}{(k+1)(k+2)} \sum_{i=0}^{k}(k+1-i)\left|x_{i}-x_{i}^{(m)}\right|\right)^{p}<\epsilon
$$

for all $m \geq n_{0}$. In the sequel, we will show that $\left(y_{k}\right)$ is a sequence from $\operatorname{Ces}^{2}(p)$. From Proposition 2.5 and relation (2.5) we have

$$
\lim _{n \rightarrow \infty} \sigma_{p}\left(x^{(n)}-x^{(m)}\right)=\sigma_{p}\left(x-x^{(m)}\right) \leq\left\|x-x^{(m)}\right\|_{L}<\epsilon,
$$

for all $m \geq n_{0}$. This implies that $\left(x^{(n)}\right) \rightarrow x$ as $m \rightarrow \infty$. We therefore have $x=x^{(n)}-\left(x^{(n)}-x\right) \in \operatorname{Ces}^{2}(p)$. And this proves that $\operatorname{Ces}^{2}(p)$ is a complete normed space under the Luxemburg norm.

In what follows, we will show some results related to the Luxemburg norm, and due to this reason we will denote it by $\|\cdot\|$.
Theorem 2.8. The space $\operatorname{Ces}^{2}(p)$ is rotund if and only if $p>1$.
Proof. Let $\operatorname{Ces}^{2}(p)$ be rotund, and choose $p=1$. Consider the following two sequences given by

$$
x=(0,0, \ldots, 0, \underbrace{\frac{(n+1)(n+2)}{2^{n}}}_{n \text {th term }}, 0,0, \ldots)
$$

and

$$
y=(0,0, \ldots, 0, \underbrace{\frac{2(n+1)(n+2)}{3^{n}}}_{n \mathrm{th} \text { term }}, 0,0, \ldots) .
$$

Then obviously $x \neq y$ and

$$
\sigma_{p}(x)=\sigma_{p}(y)=\sigma_{p}\left(\frac{x+y}{2}\right)=1
$$

Then it follows from Proposition $2.6(3)$ that $x, y, \frac{x+y}{2} \in S\left[\operatorname{Ces}^{2}(p)\right]$, which leads to the conclusion that the sequence space $\operatorname{Ces}^{2}(p)$ is not rotund. Hence $p>1$.

Conversely, let $x \in S\left[\operatorname{Ces}^{2}(p)\right]$, where $1<p<\infty$ and $y, z \in S\left[\operatorname{Ces}^{2}(p)\right]$ such that $x=\frac{y+z}{2}$. By convexity of $\sigma_{p}$ and property (3) from Proposition 2.6, we have

$$
1=\sigma_{p}(x) \leq \frac{\sigma_{p}(y)+\sigma_{p}(z)}{2} \leq \frac{1}{2}+\frac{1}{2}=1
$$

which gives that $\sigma_{p}(y)=\sigma_{p}(z)=1$ and

$$
\begin{equation*}
\sigma_{p}(x)=\frac{\sigma_{p}(y)+\sigma_{p}(z)}{2} \tag{2.6}
\end{equation*}
$$

From the last relation we obtain that

$$
\begin{aligned}
\sum_{n=1}^{\infty} & \left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} \\
= & \frac{1}{2}\left\{\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|y(k)|\right)^{p}\right. \\
& \left.+\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|z(k)|\right)^{p}\right\} .
\end{aligned}
$$

Since $x=\frac{y+z}{2}$, we get

$$
\begin{aligned}
\sum_{k=1}^{\infty} & \left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|y(k)+z(k)|\right)^{p} \\
= & \frac{1}{2}\left(\sum_{k=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|y(k)|\right)^{p}\right. \\
& \left.+\sum_{k=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|z(k)|\right)^{p}\right) .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|y(k)+z(k)|\right)^{p} \\
& \quad=\frac{1}{2}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|y(k)|\right)^{p} \\
& \quad+\frac{1}{2}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} .
\end{aligned}
$$

From the last relation we get that $y_{i}=z_{i}$ for all $i \in \mathbb{N}$, whence $z=y$. It means that the sequence space $\operatorname{Ces}^{2}(p)$ is rotund.

In what follows we will give two facts without proof, because their proofs follow directly from Propositions 2.5 and 2.6.

Theorem 2.9. Let $x \in \operatorname{Ces}^{2}(p)$. Then the following statements hold:
(i) if $0<\alpha<1$ and $\|x\|>\alpha$, then $\sigma_{p}(x)>\alpha^{M}$;
(ii) if $\alpha \geq 1$ and $\|x\|<\alpha$, then $\sigma_{p}(x)<\alpha^{M}$.

Theorem 2.10. Let $\left(x_{n}\right)$ be a sequence in $\operatorname{Ces}^{2}(p)$. Then the following statements hold:
(i) $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=1$ implies $\lim _{n \rightarrow \infty} \sigma_{p}\left(x_{n}\right)=1$.
(ii) $\lim _{n \rightarrow \infty} \sigma_{p}\left(x_{n}\right)=0$ implies $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=0$.

Theorem 2.11. Let $x \in \operatorname{Ces}^{2}(p)$, and let $\left(x^{(n)}\right) \subset \operatorname{Ces}^{2}(p)$. If $\sigma_{p}\left(x^{(n)}\right) \rightarrow \sigma_{p}(x)$ and $x_{k}^{(n)} \rightarrow x_{k}$ as $n \rightarrow \infty$ for all $k \in \mathbb{N}$, then $\left\|x^{(n)}-x\right\| \rightarrow 0$ as $n \rightarrow \infty$.

Proof. The proof of the theorem is similar to Theorem 2.9 in [12].
Theorem 2.12. The Banach space $\operatorname{Ces}^{2}(p)$ has the $(\beta)$-property.
Proof. Let us suppose for the contrary that $\operatorname{Ces}^{2}(p)$ does not have the $(\beta)$ property. Then there exists $\epsilon>0$ such that, for any $\delta \in\left(0, \frac{\epsilon}{1+2^{1+p}}\right)$, there is a sequence $\left(x_{n}\right) \subset S\left(\operatorname{Ces}^{2} p\right)$ with $\operatorname{sep}\left(x_{n}\right)>\epsilon^{\frac{1}{p}}$ and an element $x_{0} \in S\left(\operatorname{Ces}^{2}(p)\right)$ such that

$$
\left\|\frac{x_{n}+x_{0}}{2}\right\|_{\operatorname{Ces}^{2}(p)}^{p}>1-\delta,
$$

for every $n \in \mathbb{N}$. Let us consider $\delta$ as a fixed value from $\left(0, \frac{\epsilon}{1+2^{1+p}}\right)$. We claim that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sup _{k} \sum_{n=j+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=1}^{n}(n+1-i)|x(i)|\right)^{p} \leq \frac{2^{p+1} \delta}{2^{p}-1} \tag{2.7}
\end{equation*}
$$

Otherwise, we can assume that there exists a sequence $\left(j_{k}\right)$ such that $j_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and

$$
\begin{equation*}
\sum_{n=j_{k}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=1}^{n}(n+1-i)|x(i)|\right)^{p}>\frac{2^{p+1} \delta}{2^{p}-1}, \tag{2.8}
\end{equation*}
$$

for every $k \in \mathbb{N}$. Let $\delta_{1}>0$ be a real number corresponding to $\epsilon=\delta$ and $A=1$ in Lemma 2.1. Then there exists $n_{1}$ such that

$$
\left\|x_{0} \cdot \chi_{\left\{n_{1}, n_{1}+1, \ldots\right\}}\right\|_{\operatorname{Ces}^{2}(p)}^{p}=\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{0}(i)\right|\right)^{p}<\delta_{1} .
$$

Take $k$ large enough such that $j_{k}>n_{1}$. Then from Lemma 2.1, the convexity of the function $|\cdot|^{p}$, and relation (2.8), we have

$$
\begin{aligned}
1-\delta< & \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|\frac{x_{k}(i)+x_{0}(i)}{2}\right|\right)^{p} \\
= & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|\frac{x_{k}(i)+x_{0}(i)}{2}\right|\right)^{p} \\
& +\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|\frac{x_{k}(i)+x_{0}(i)}{2}\right|\right)^{p} \\
\leq & \frac{1}{2} \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{0}(i)\right|\right)^{p} \\
& +\frac{1}{2} \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p} \\
& +\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|\frac{x_{k}(i)}{2}\right|\right)^{p}+\delta \\
\leq & \frac{1}{2}+\frac{1}{2} \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p} \\
& +\frac{1}{2^{p}} \sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p}+\delta \\
\leq & \frac{1}{2}+\frac{1}{2} \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p} \\
& -\frac{2^{p}-1}{2^{p}} \sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p}+\delta \\
< & 1-2 \delta+\delta=1-\delta .
\end{aligned}
$$

Hence, relation (2.8) is valid. Now, from the inequality

$$
\begin{aligned}
& \left(\frac{1}{\left(n_{1}+1\right)\left(n_{2}+2\right)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p} \\
& \quad \leq \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|x_{k}(i)\right|\right)^{p}
\end{aligned}
$$

it follows that

$$
\left|x_{k}(i)\right| \leq \frac{\left(n_{1}+1\right)\left(n_{1}+2\right)}{n_{1}+1-i}
$$

for every $k \in \mathbb{N}$ and $i=1,2, \ldots, n_{1}$. It means that there exists a subsequence $\left(y_{n}\right)$ of $\left(x_{n}\right)$ and numerical sequence $\left(a_{n}\right)$ such that $\lim _{k \rightarrow \infty} y_{k}(i)=a_{k}$, for $i=$
$1,2, \ldots, n_{1}$. Therefore

$$
\sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)-y_{m}(i)\right|\right)^{p}<\delta
$$

for sufficiently large $n$ and $m$. Consequently,

$$
\begin{aligned}
\left\|y_{k}-y_{m}\right\|_{\operatorname{Ces}^{2}(p)}^{p}= & \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)-y_{m}(i)\right|\right)^{p} \\
= & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)-y_{m}(i)\right|\right)^{p} \\
& +\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)-y_{m}(i)\right|\right)^{p} \\
\leq & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)-y_{m}(i)\right|\right)^{p} \\
& +2^{p} \sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{k}(i)\right|\right)^{p} \\
& +2^{p} \sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n}(i+1-k)\left|y_{m}(i)\right|\right)^{p} \\
\leq & \delta+2^{p+1} \delta \\
< & \epsilon_{0},
\end{aligned}
$$

whence $\operatorname{sep}\left(x_{n}\right) \leq \operatorname{sep}\left(y_{n}\right)<\left(\epsilon_{0}\right)^{\frac{1}{p}}$. This contradiction shows that $\operatorname{Ces}^{2}(p)$ has the property $(\beta)$.

Corollary 2.13. The space $\operatorname{Ces}^{2}(p)$ has the Kadec-Klee property.
Corollary 2.14. The space $\operatorname{Ces}^{2}(p)$ has the $k$-NUC property for every $k \geq 2$.
Corollary 2.15. The spaces $\operatorname{Ces}^{2}(p)$ and $\left(\operatorname{Ces}^{2}(p)\right)^{*}$ have the Banach-Saks property.

The proof of Corollary 2.15 follows from [4, Theorem 1].
Theorem 2.16. For any $1<p<\infty$, the space $\operatorname{Ces}^{2}(p)$ has the uniform Opial property.

Proof. Let $\epsilon>0$, and let $x \in \operatorname{Ces}^{2}(p)$. Then there exists $n_{1} \in \mathbb{N}$ such that

$$
\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}<\left(\frac{\epsilon_{0}}{4}\right)^{p}
$$

for $\epsilon_{0} \in(0, \epsilon)$ and $1+\frac{\epsilon^{p}}{2} \geq\left(1+\epsilon_{0}\right)^{p}$. On the other hand, from $\|x\|_{\operatorname{Ces}^{2}(p)} \geq \epsilon$, we obtain that

$$
\begin{aligned}
\epsilon^{p} \leq & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} \\
& +\sum_{n=n_{1}+1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} \\
< & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}+\left(\frac{\epsilon_{0}}{4}\right)^{p} \\
< & \sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}+\frac{\epsilon^{p}}{4},
\end{aligned}
$$

whence

$$
\sum_{n=1}^{n_{1}}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p} \geq \frac{3 \epsilon^{p}}{4}
$$

Let $\left(x_{m}\right) \subset S\left(\operatorname{Ces}^{2}(p)\right)$ be any weakly null sequence. From $x_{m}(i) \rightarrow 0$, for $i=$ $1,2, \ldots$, it follows that there exists $m_{0} \in \mathbb{N}$ such that

$$
\left\|\sum_{i=1}^{n_{1}} x_{m}(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)}<\frac{\epsilon_{0}}{4},
$$

for every $m>m_{0}$. Therefore,

$$
\begin{align*}
\left\|x_{m}+x\right\|_{\operatorname{Ces}^{2}(p)}= & \left\|\sum_{i=1}^{n_{1}}\left(x_{m}(i)+x(i)\right) e_{i}+\sum_{i=n_{1}+1}^{\infty}\left(x_{m}(i)+x(i)\right) e_{i}\right\|_{\operatorname{Ces}^{2}(p)} \\
\geq & \left\|\sum_{i=1}^{n_{1}} x(i) e_{i}+\sum_{i=n_{1}+1}^{\infty} x_{m}(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)}-\left\|\sum_{i=1}^{n_{1}} x_{m}(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)} \\
& -\left\|\sum_{i=n_{1}+1}^{\infty} x(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)} \\
\geq & \left\|\sum_{i=1}^{n_{1}} x(i) e_{i}+\sum_{i=n_{1}+1}^{\infty} x_{m}(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)}-\frac{\epsilon_{0}}{2} \tag{2.9}
\end{align*}
$$

for every $m>m_{0}$. Moreover,

$$
\begin{aligned}
& \left\|\sum_{i=1}^{n_{1}} x(i) e_{i}+\sum_{i=n_{1}+1}^{\infty} x_{m}(i) e_{i}\right\|_{\operatorname{Ces}^{2}(p)}^{p} \\
& \quad=\left\|\left(x(1), x(2), \ldots, x\left(n_{1}\right), x_{m}\left(n_{1}+1\right), \ldots\right)\right\|_{\operatorname{Ces}^{2}(p)}
\end{aligned}
$$

$$
\begin{align*}
= & \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n_{1}}(n+1-i)|x(i)|\right. \\
& \left.+\frac{1}{(n+1)(n+2)} \sum_{i=n_{1}+1}^{\infty}(n+1-i)\left|x_{m}(i)\right|\right)^{p} \\
\geq & \sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=0}^{n_{1}}(n+1-i)|x(i)|\right)^{p} \\
& +\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{i=n_{1}+1}^{\infty}(n+1-i)\left|x_{m}(i)\right|\right)^{p}  \tag{2.10}\\
\geq & \frac{3 \epsilon^{p}}{4}+\left(1-\frac{\epsilon^{p}}{4}\right) \\
= & 1+\frac{\epsilon^{p}}{2} \\
> & \left(1+\epsilon_{0}\right)^{p} . \tag{2.11}
\end{align*}
$$

Now, from equations (2.9) and (2.10), we get

$$
\left\|x_{m}+x\right\| \geq 1+\frac{\epsilon_{0}}{2}
$$

This means that $\operatorname{Ces}^{2}(p)$ has the uniform Opial property.
Corollary 2.17. For $1<p<\infty$, the space $\operatorname{Ces}^{2}(p)$ has the property $(L)$ and the fixed-point property.

Theorem 2.18. The equality $C\left(\operatorname{Ces}^{2}(p)\right)=2^{\frac{1}{p}}$ holds for any $p \geq 1$.
The technique of the proof is similar to that of [5, Theorem 3], and so we omit it.

Theorem 2.19. The Gurariǐ modulus of convexity for the sequence space $\operatorname{Ces}^{2}(p)$ $(1 \leq p<\infty)$ is

$$
\beta_{\operatorname{Ces}^{2}(p)} \leq 1-\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}
$$

for every $\epsilon>0$.
Proof. We follow some techniques given in [14]. Let $x \in \operatorname{Ces}^{2}(p)$. Then

$$
\sum_{n=1}^{\infty}\left(\frac{1}{(n+1)(n+2)} \sum_{k=0}^{n}(n+1-k)|x(k)|\right)^{p}<\infty
$$

If we denote by $A$ the matrix which represents the sequence space defined by the above relation, then it can be expressed in the following form:

$$
A=\left(a_{n k}\right)= \begin{cases}\frac{(n+1-k)}{(n+1)(n+2)} & \text { for } 0 \leq k \leq n ; n, k \in\{0,1,2,3,4, \ldots\} \\ 0 & \text { for } k>n\end{cases}
$$

Let $\epsilon>0$. From the definition of matrix $A$, it follows that there exists the inverse matrix $B$. We define the following two sequences:

$$
\begin{aligned}
& x=\left(x_{n}\right)=\left(B\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}, B\left(\frac{\epsilon}{2}\right), 0, \ldots\right), \\
& y=\left(y_{n}\right)=\left(B\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}, B\left(-\frac{\epsilon}{2}\right), 0, \ldots\right) .
\end{aligned}
$$

The norms of the above sequences are

$$
\begin{aligned}
& \|x\|_{\operatorname{Ces}^{2}(p)}^{p}=\|A(x)\|_{l_{p}}^{p}=\left|\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}\right|^{p}+\left|\frac{\epsilon}{2}\right|^{p}=1 \\
& \|y\|_{\operatorname{Ces}^{2}(p)}^{p}=\|A(y)\|_{l_{p}}^{p}=\left|\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{p}\right|^{\frac{1}{p}}+\left|-\frac{\epsilon}{2}\right|^{p}=1
\end{aligned}
$$

and

$$
\begin{aligned}
\|x-y\|_{\operatorname{Ces}^{2}(p)} & =\|A(x-y)\|_{l_{p}} \\
& =\left(\left|\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}-\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}\right|^{p}+\left|\frac{\epsilon}{2}-\left(-\frac{\epsilon}{2}\right)\right|^{p}\right)^{\frac{1}{p}}=\epsilon
\end{aligned}
$$

Now we will estimate the infimum of the expression

$$
\inf _{0 \leq \alpha \leq 1}\|\alpha \cdot x+(1-\alpha) \cdot y\|_{\operatorname{Ces}^{2}(p)}
$$

for every $x, y \in S\left(\operatorname{Ces}^{2}(p)\right)$. We have

$$
\begin{aligned}
& \inf _{0 \leq \alpha \leq 1}\|\alpha \cdot x+(1-\alpha) \cdot y\|_{\operatorname{Ces}^{2}(p)} \\
& \quad=\inf _{0 \leq \alpha \leq 1}\|\alpha \cdot A(x)+(1-\alpha) \cdot A(y)\|_{l_{p}} \\
& =\inf _{0 \leq \alpha \leq 1}\left\{\left|\alpha\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}+(1-\alpha)\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}\right|^{p}\right. \\
& \left.\quad+\left|\alpha\left(\frac{\epsilon}{2}\right)+(1-\alpha)\left(-\frac{\epsilon}{2}\right)\right|^{p}\right\}^{\frac{1}{p}} \\
& =\inf _{0 \leq \alpha \leq 1}\left\{1-\left(\frac{\epsilon}{2}\right)^{p}+(2 \alpha-1)\left(\frac{\epsilon}{2}\right)^{p}\right\}^{\frac{1}{p}} \\
& \quad=\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

Hence, for every $p \geq 1$, we get the estimate

$$
\beta_{\operatorname{Ces}^{2}(p)} \leq 1-\left(1-\left(\frac{\epsilon}{2}\right)^{p}\right)^{\frac{1}{p}}
$$

Corollary 2.20 .
(1) If $\epsilon=2$, then $\beta_{\operatorname{Ces}^{2}(p)} \leq 1$ and $\operatorname{Ces}^{2}(p)$ is strictly convex.
(2) If $0<\epsilon<2$, then $0<\beta_{\operatorname{Ces}^{2}(p)}<1$ and $\operatorname{Ces}^{2}(p)$ is uniformly convex.
(3) Under conditions from (2), $\operatorname{Ces}^{2}(p)$ is reflexive.

Acknowledgments. The author expresses his sincere thanks to the referees for their careful reading of the manuscript.

## References

1. N. L. Braha, Some geometric properties of $N(\lambda, p)$ spaces, J. Inequal. Appl. 2014, art. ID 112. MR3253870. DOI 10.1186/1029-242X-2014-112. 5
2. S. Chen, Geometry of Orlicz Spaces, Dissertationes Math. (Rozprawy Mat.) 356, Polish Acad. Sci. Inst. Math., Warsaw, 1996. MR1410390.
3. Y. Cui and H. Hudzik, On the uniform Opial property in some modular sequence spaces, Funct. Approx. Comment. Math. 26 (1998), 93-102. Zbl 0927.46004. MR1666609. 4, 5
4. Y. Cui, H. Hudzik, and R. Pluciennik, Banach-Saks property in some Banach sequence spaces, Ann. Polon. Math. 65 (1997), no. 2, 193-202. Zbl 0895.46010. MR1432051. 10
5. Y. Cui, C. Meng, and R. Pluciennik, Banach-Saks property and property $(\beta)$ in Cesàro sequence spaces, Southeast Asian Bull. Math. 24 (2000), no. 2, 201-210. Zbl 0956.46003. MR1810056. DOI 10.1007/s100120070003. 3, 12
6. J. Diestel, Geometry of Banach Spaces—Selected Topics, Springer, Berlin, 1984. MR0461094.
7. R. Goebel and W. A. Kirk, Topics in Metric Fixed Point Theory, Cambridge Univ. Press, Cambridge, 1990. Zbl 0708.47031. MR1074005. DOI 10.1017/CBO9780511526152. 4
8. V. I. Gurarii, Differential properties of the convexity moduli of Banach spaces (in Russian), Mat. Issled. 2 (1967), 141-148. MR0211245. 4
9. C. A. Kottman, Packing and reflexivity in Banach spaces, Trans. Amer. Math. Soc. 150 (1970), 565-576. Zbl 0208.37503. MR0265918. 3
10. I. J. Maddox, Spaces of strongly summable sequences, Quart. J. Math. Oxford 18 (1967), 345-355. Zbl 0156.06602. MR0221143. 1
11. H. Nakano, Modulared sequence spaces, Proc. Japan Acad. 27 (1951), 508-512. Zbl 0044.11302. MR0047929. 1
12. H. Nergiz and F. Basar, Some geometric properties of the domain of the double sequential band matrix $B(\tilde{r}, \tilde{s})$ in the sequence space $l(p)^{*}$, Abstr. Appl. Anal. 2013, art. ID 949282. MR3045057. 5, 8
13. S. Prus, Banach spaces with uniform Opial property, Nonlinear Anal. 8 (1992), no. 8, 697-704. MR1160113. DOI 10.1016/0362-546X(92)90165-B. 3, 4
14. E. Savaş, V. Karakaya, and N. Şimşek, Some $l(p)$-type new sequence spaces and their geometric properties, Abstr. Appl. Anal. 2009, art. ID 696971. MR2539909. DOI 10.1155/2009/696971. 12
15. S. Simons, The sequence spaces $l\left(p_{v}\right)$ and $m\left(p_{v}\right)$, Proc. London Math. Soc. 15 (1965), 422-436. MR0176325. 1
16. J. S. Shiue, On the Cesàro sequence space, Tamkang J. Math. 1 (1970), no. 1, 19-25. MR0262737. 2

Department of Mathematics, University of Prishtina, Prishtina, Kosovo; Department of Computer Sciences and Applied Mathematics, College Vizioni per Arsim, Ferizaj, Kosovo.

E-mail address: nbraha@yahoo.com


[^0]:    Copyright 2016 by the Tusi Mathematical Research Group.
    Received Sep. 21, 2014; Accepted Mar. 20, 2015.
    2010 Mathematics Subject Classification. Primary 46A45; Secondary 46B45, 46A35, 46B20.
    Keywords. second-order Cesàro sequence spaces, normed sequence spaces, rotundity property, Kadec-Klee property, uniform Opial property, $(\beta)$-property, $k$ NUC property.

