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NOTE ON CONDITIONS FOR WEAK CONVERGENCE OF
VON MISES’ DIFFERENTIABLE
STATISTICAL FUNCTIONS

By N. BONNER AND H.-P. KIRSCHNER
University of Freiburg

In establishing weak convergence of von Mises’ differentiable statisti-
cal functions to a normal distribution usually square integrability condi-
tions with respect to the underlying kernel function are assumed. It is
shown that these conditions can be weakened by assuming integrability of
the von Mises’ functional itself. In addition it is pointed out that in non-
trivial cases the conditions of square integrability of the kernel do not hold
whereas weak convergence of the von Misss’ functional can still be proved.

Let O(x,, ---, x,) be a symmetric kernel of degree m on R,.,, x;€ R,, and
O(F,) = \g,., P(x1, -+ -5 Xu) dF,(x,) - - - dF,(x,,) be the corresponding von Mises’
functional of the empirical df F,(x); let U, be the U-statistic with respect to @
and denote by O(F) = E,®(X,, - - -, X,,) the estimable parameter, where X, - - -,
X, are i.i.d. random variables, distributed according to the df F (for the termi-
nology cf. [1] or [3]). In[1]and [2] regularity conditions are given for weak
convergence of U, and ©(F,), respectively, to a normal distribution. With rigor
this result can be stated as follows.

THEOREM. Let {X,} be a sequence of i.i.d. random variables with values in R,,
distributed according to the df F.
(a) Suppose

(1) Var, ®(X,, -+, X,) < oo ;

then, for ® being stationary of order zero,

(2) ni(U, — O(F))) — A0, LmY), as n—oo.
(b) Suppose

3) max (E, QX , -+, X; ), | £, £ - i, =mp< oo

Then it follows

4) n¥(U, — O(F,)) -, 0, as n— oo;

hence n}(U, — O(F)) and n¥(O(F,) — O(F)) have the same limiting distribution if
they have any, and, for @© being stationary of order zero,

(3) {n¥(O(F,) — O(F))) - 470, m?), as n-—oo.
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Note that condition (1) is only needed in proving the weak convergence of the
U-statistic, whereas (3) yields the asymptotic equivalence in probability—(4)—
of U, and O(F,).

In the sequel it is shown that condition (3) is too restrictive in the sense that
nontrivial cases in which (5) and in particular (4) hold are excluded. Since in
addition in the literature there seems to be some confusion about the assump-
tions necessary in proving (5) (viz. [1], where it is assumed that the variance of
O(F,) exists), for the sake of completeness we prove

THEOREM 1. Let {X,} be a sequence of i.i.d. random variables with values in R,,
distributed according to the df F. Let ® be a symmetric kernel of degree m = 1 on
Ry Suppose
(3) max {|E, O(F,)|, 1 < k < m} < oo
Then, foralln = 1, E,O(F,)e R, and O(F,) — U, = O(n"')a.s. asn— oco. Hence
n¥(U, — O(F)) and n¥(O(F,) — O(F)) have the same limiting distribution if they have
any.

Proor. First, it readily follows from simple combinatorial arguments that

m!

(6) O(F,) =n" 3l Xo) D E=rat q)(xil’ BRI A I Xi,)
Fo vy NG
v,-times y,-times
where summation ), extends over all 1 <i, < i, < -+ - <i,<n 1<k <

nAm,and 3, extends overall (v, - - -,v,), v, = 1, Vje{l, .-, k}, Dk v, =m,
m,n = 1. For n = m, (6) turns out to be the well-known representation of
©(F,) as a linear combination of U-statistics, though no precise reference for
(6) is known to the authors.

Define

m!
(pk(xh”"xk):Z(z) - __'(D(xl,...,xl,...,xk,...,_xk), kgm,
j=1%3° ~ ~

v,-times y,-times

with summation };, as in formula (6). In a fashion similar to ©(F) define
O(F) = Epoy(X,, - -+, X,). We shall prove first by induction that, for all k €
{1, .-+, m}, ©,(F)e R. Obviously O(F,) = ¢,(x,) and therefore ©,(F) € R. Sup-
pose O(F)e R, Vs < 5, < m, then (6) yields

(8 + l)m@(F,OH) — 2% Ly Pil(Xips o5 Xg) = Qapaa(Xay - o0y Xyp4a) -
Hence 0, ,,(F) e R.

Now O,(F)eR, Vk < m, together with (6) implies E,O(F,)e R, Vn = 1.
Since ©,(F) is estimable with respect to ¢,, by Theorem 3.2.6., page 60, in [3],
wehave U,'» = (1)~* 3 ,, Ou(Xips =+ 05 Xy ) =0, Oy(F),asn — co. Therefore the
theorem follows immediately from

nim]

(7) OF) = Uy = ("2 = 1) U, + T2 (U, 5. 0
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Note that the reverse martingale property of {U,*’}, for each k, implies that
max,.;<, |U;*| = Op(1) under (3'), 1 < k < m, so that by (7), we conclude
that under (3’), n™* max,,,., {|O(F;) — U] —, 0asn— co. Thus, for the results
of [2], also (3’) suffices.

Also note that by the same arguments used at the beginning of the proof
Var, O(F,) < oo, Yk < m, implies Var, ©(F,) < oo, Vn = 1. Finally we note
that, of course, (3) implies (3’) but the converse is not true.

We shall now give an example such that (3) is not fulfilled but the relations
(4) and (5) hold.

Let F be a continuous df on R with F(x) + F(—x) = 1, for all xe R, such
that { |x| dF(x) < oo but §{ x*dF(x) = co. Let &, be the indicator function of
the set 4 c R. Define

D(xy, Xy X5) = [Tt {Fimor1(Xi) — 3 0,000(X0)} and
O(x;, Xy, X;) = (X — xs),\oj‘(,,z,(xl) + (X — X)Jay (Xs) + (X1 — X) ey (%) 5
for x,e R, i=1,2,3.

Now let {X;} be a sequence of i.i.d. random variables, distributed according to
F. Then, for the symmetric kernel @, one easily computes E, O(X,, X,, X;) =473,
Var, ®,(X;) = 9.4-%, Var, ®(X, X,, X;) < oo, and both condition (1) and (3) hold.
Thus, for (D, F,) based on @, it follows &(n}(O(D, F,) — 47%)) — 470, 3¢.4-°),
as n — oo.

Now consider @ = ® + ®. It readily follows from the definition and the
continuity of F that E, ®*(X,, X,, X,) = oo, hence (3) does not hold for the sym-
metric kernel @.

On the other hand, one easily computes that U,(®) = Un(qA)) a.s.and O(P, F,)=
0(®d, F,) a.s., for all n > 1, such that in particular E|0(®, F,)| < oo, for k =
1,2, 3, hence (3').. Finally one obtains g(n#(@(®D, F,) — 4-3)) — 470, 3¢ . 4-°),
as n— oo.

Summing up this example one can say that condition (3) is too sensitive against
small variations on sets of F ® F R F-measure zero.

REFERENCES

[1] HoEerFDING, W. (1948). A class of statistics with asymptotically normal distribution. Ann.
Math. Statist. 19 293-325.
[2] MILLER, R. G., Jr. and SEN, P. K. (1972). Weak‘convergence of U-statistics and von Mises’
differentiable statistical functions. Ann. Math. Statist. 43 31-41.
[3] Puri, M. L. and SeN, P. K. (1971). Nonparametric Methods in Multivariate Analysis. Wiley,
New York.
INSTITUT FUR MATHEMATISCHE STOCHASTIK
DER ALBERT-LUDWIGS-UNIVERSITAT
78 FREIBURG IM BREISGAU
HERMANN-HERDER-STRASSE 10
GERMANY



