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LIMITING DISTRIBUTIONS OF HOMOGENEOUS FUNCTIONS
OF SAMPLE SPACINGS!

By LionErL WEIss

Cornell University

1. Summary. Suppose Ty, T:, - - -, T, are the lengths of n subintervals into
which the interval [0, 1] is broken by (n — 1) independent chance variables,
each with a uniform distribution on [0, 1]. Moran [1], Kimball [2], and Darling
[3] have shown that if r is a positive number, then the asymptotic distribution
of T1 + T: + -+ 4+ T is normal. It is the purpose of this note to extend this
result in two directions: more general functions of T, ---, T, are handled,
and the joint distribution of several such functions is discussed. The proof is
short and very simple.

2. Notation and assumptions. As already indicated, T:, T2, - -+, T. are the
n subintervals into which the unit interval is randomly broken. U,, U,, - - -,
U, are independent chance variables, each with the density function ¢ “ for
uz0,zeroforu <0.8, =Ui+ Us+ -+ Un. Vi = Usi/8S, for i = 1,

-, n. It is known (and is very easily verified) that S, is distributed inde-

pendently of (Vy, Vy, -+, V.), and that the joint distribution of
(Vl, V2) ) V")
is exactly the same as the joint distribution of Ty, Ty, -+, T».

We are given k sequences of functions:
{Gl»n(Ul ) U2, Tt Uﬂ)}7 Tt {Gk,n(Ul ) U, y T Un)},
n = 1,2, --- . These functions are assumed to satisfy the following conditions:
1) Gin(Uy, ---, U,) is homogeneous of order r; for all n, r; a positive quan-
tity;
(2) the joint distribution of
Gl,n(Ul y * U») — Am Gk,n(Ul y *t Un) — din
Bx\/;b ’ ’ Bk\/ 1_L

approaches a k-variate normal distribution with zero means and covariance
matrix C, say, as n increases. 4, - -+, 4x and By, - -+, By are positive con-
stants. (The results hold for any values of A;, -, 4. The assumption that
they are positive is merely a convenience.)

We denote the element of C in row 7 and column j by ¢;; .

3. The asymptotic distribution of Gya(T1, -+, Tu), =+, Gew(Ty, =+, Th).
TureorEM. Under the assumptions of Sec. 2, the joint distribution of
n" G],n(Tx y ", Tn) - Aln L. n”‘G'k,,.(Tl, vy, Tn) - Akn

Bivn T Bivn
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approaches a k-variate normal distribution with zero means and covariance matrix
{C rer; A i A j}
Wi T TR R
B:B;

Proor. By assumption, the distribution of the k-dimensional vector V(n)
whose 7th element is

as n increases.

Gi,n(Uly ) Uﬂ) — Ain
B."\/;l«

approaches the k-variate normal distribution with zero means and covariance
matrix C. We rewrite the 7th term of V(n) as

Gi,n(Ul y "y Un) - S””i Ainl—"’ + S”"' A;nl-"' bt Ain.
BA/n

Now S,/n converges stochastically to one as n increases; therefore the distribu-
tion of the k-dimensional vector V’(n) whose 7th element is

Gi,ﬂ(Ul y ", Un) - Sn" A;n 1 + Snr‘ A.-nl"‘ —Amn
e

n

approaches the k-variate normal distribution with zero means and covariance
matrix C. V’(n) may be written as the sum of two vectors, Vi(n) and Va(n),
whose 7th elements are respectively

nGin(Vi, -+, Va) — Ain
BA/n

and
An—n"1 4,8,
BA/n

We note that V,(n) and V,(n) are distributed independently of each oth_er.
Next we examine the distribution function, say Fn(z1, « -+, xx), of Va(n).

ri—1 -rs
Am — n" A8

B/n

=P[” < {_'—_)n—1}
! ‘\/;), \/ﬁ ;n—\/nB;:t; ’
2‘:1’000 k].

Fo(@i, - ,21) ='Pr[ éx,-;i=1,-~,k:|
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As 7 increases, the distribution of (S, — n)/A/n approaches the standard nor-
mal distribution, by the univariate central-limit theorem. And for any fixed z; ,

| —————)— 1) >

v { n — /nBx; riAq

as n increases. Thus, if Z denotes a chance vanable with a standard normal
distribution, Fn(2;, - - - , ) approaches

sA;Z
pr| &2 < .-;'=1,---,k:|
r[ B, T30

for each vector (zy, « -, x).

Next, we denote by p1.a(fi, - , &) the characteristic function of Vy(n), by
pa.n(t, ++ , &) the characteristic function of Vy(n), and by pa(f1, - - , &) the
characteristic function of V'(n).

We have Pn(t11 MR tk) = Pl.n(tl PR tk)'Pﬁ.n(tl y " tk)’ or

tk) = Pn(tl"" :tk)

b, - .
Pl,n(l, pg,,(tl, . tk)

As n increases,

1,51

palti, -0, ) ——)-exp{—- —-EZ ciits t}

and

i oo AT

Therefore, as n increases,

. _1 ui]
pralts, , ) — exp{ ZZ t;t; I: BB, } .

1,7=1
This proves the theorem.
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