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A SIMPLE SOLUTION FOR OPTIMAL CHEBYSHEV REGRESSION
EXTRAPOLATION!

By Paur G. HorL

University of California, Los Angeles

1. Summary. A simplified solution is presented for the problem of finding a set
of points and corresponding weights that will minimize the variance of the esti-
mated value of a Chebyshev regression function at 4 point outside the interval
of observations. This problem, among others, was solved by Kiefer and Wolfo-
witz [3] by means of game-theoretic methods. The solution here is based on a
simple theorem in [2] and well known properties of Chebyshev systems of
functions.

2. Introduction. Let fo(z), fi(x), - - - , fu(x) be a set of continuous functions
that are linearly independent and constitute a Chebyshev system on the two
intervals [—1, 1] and [—1, ¢], where ¢ > 1. Let

(1 Ely(z)] = Bofo(z) + -+ + Bufi(z)

denote a regression function whose value is to be estimated at the point x = ¢
by means of observations y1, ¥z, * -+ , ¥» to be taken at the points 21,22, « -+ , s
in the interval [—1, 1]. It is assumed that the y’s are uncorrelated random
variables possessing a common variance ¢°. The z’s need not be distinct.

The technique introduced in [3] to reduce the preceding estimation problem to
one of estimating a single regression coefficient will be employed here; therefore
consider the problem of estimating the coefficient 8; in an optimum manner.
It is assumed that f,(¢) # 0, otherwise the coefficient of a non-vanishing f;(¢)
is selected instead. Following the notation of [2], let

(2) ge(z) = filz) — 22520 hifi(2),

where the h’s are numbers such that gi(x) is orthogonal to fo(z), - -- , fima(x)
with respect to the z’s. That is,

(3) St (@) (z:) = 0. i<k

Then (1) may be expressed in the form
Ely(x)] = adfo(x) + -+ + arafia(z) + Brg(x).

Because of the orthogonality property in (3), the least squares estimate of the
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parameter 8 , denoted by 8 , is given by the formula
B = 2201 gu(@)ys/ 2ot g ().
The variance of 3 then becomes
(4) V(Bk) = 02/2:;1 ng(xe).
Now consider the vectors (fj(x1), - -+, fi(%s)),5 = 0,1, --- , k — 1, and the
vector (gr(21), « - - , gx(xs) ) in n-space. Since g has the form (2) and is orthogonal
to fo, -+, fu1, the quantity > i g:*(z:) represents the square of the distance

of the vector (fy(x1), + -+, fu(xs)) from the linear space spanned by the vectors
(fi(zr), <+, fi(xa)), 5 = 0,1, --- , k — 1. Symbolically, this means that

(5) Z?=1 gkg(xf) = min, Z?-l (@) — 2 =0 c,fj(x;)]g.
Thus, (4) will be minimized if (5) is maximized. An optimum design for es-

timating 8; may therefore be defined as a discrete probability measure £* which
satisfies

min, [ [fu(z) — 225 cif(x)I'E* (da)
= max; min, [ [fi(z) — D=5 ¢ifi(x)PE(dw).
Here £ denotes any discrete probability measure on the interval [—1, 1].
Next, let ¢;*,7 = 0, - -+, k — 1, denote a set of coefficients that yields a best

Chebyshev approximation of fi(x) in the interval [—1, 1] by means of the
functions fo(z), - -+ , fi1(x). That is, the ¢;* satisfy

(6) max, [fi(x) — iz ¢;f;(z)| = min, max, [fi(x) — D1 cifs(x)].

In terms of the preceding notation, the theorem of [2] that will be used here

may be stated as follows:
TueoreM 1. If ¢* is Chebyshev and £(B(c*)) = 1, where B(c*) denotes the
set of points where the left side of (6) is attained, and if

(7) S Ui(z) — 22550 ¢%i(@)1f:(x)E(de) = 0
for i < k, then £ is optimum.

This theorem is very easy to demonstrate but the demonstration will not be
duplicated here.

3. Construction of an optimum design. Assume that the functions fy(z)
fi(z), -+, fimr(z) form a Chebyshev system on [—1, 1]. It is known [1] that there
exists a unique best Chebyshev approximation of fi(x) by means of fi(x),

-, fi—1(x) and that it is characterized by the fact that the difference

(8) filx) — 2550 o fi(x)

assumes its maximum absolute value at no less than k£ + 1 points in the interval
[—1, 1], the sign of this difference at consecutive points being taken alternately
plus and minus. But it is not possible for this difference to assume its maximum
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absolute value at more than & 4+ 1 points with such alternations of sign because
if it did the function given by (8) would then, because of continuity, possess at
least & 4+ 1 zeros. However, no linear combination of the k¥ 4+ 1 functions of a
Chebyshev system can possess more than k zeros, and it was assumed originally
that fo(x), ---, fu(xz) formed such a system.

Letz) < 21 < - -+ < z: denote the &k 4 1 points where the difference (8) assumes
its maximum absolute value. Then Condition (7) for finding an optimum measure
reduces to finding a set of positive weights £, that will satisfy the equations

Do [fi(z) — 22550 ¢fi(e) fe(2)E = O, i <k

But since the quantity in brackets is, except possibly for sign, the maximum value
of the difference (8), these equations reduce to

(9) o (—1)fi(20)E = 0, i< k.

The solution to the problem of the optimum estmation of 8 therefore consists
in finding the points 2o, - - - , 2% corresponding to the best Chebyshev approxima-
tion in (8) and then finding a set of weights £, satisfying (9).

Now return to the original problem of finding an optimum design for estimat-
ing the regression function value Bofo(t) + -+ 4 Bufr(¢). As in [3], introduce the
following quantities:

vi = Bi, 1<k
(10) Yk = le€=oﬂif¢'(t)/fk(t)
hi(z) = fi(=) — [fi()/Hi(®)lfi(), 1<k

h(z) = fu(x).
It will be observed that
(11) D im0 vihi(z) = 2 im0 Bifi().

Consequently, the problem of estimating > % o Bif:(¢) when the regression func-
tion is the right side of (11) is equivalent to the problem of estimating v, when
the regression function is the left side of (11). This means that the problem of
the optimum estimation of the regression value D i—o B8:fi(f) can be reduced to
the corresponding problem of the optimum estimation of v; for the regression
function Do v:hi(z). But the solution of the latter problem is available in
(8) and (9) with A’s replacing the f’s, provided it can be shown that the h’s
satisfy the necessary properties of the f’s needed for the preceding theory to hold.

To demonstrate that the functions ho(z), - - - , hx—1(x) constitute a Chebyshev
system on [—1, 1] it suffices to show that the determinant |h;(z:)|, —1 < 2 <
2 < o <m1=135=0,1, .-,k — 1, is non-zero for all such sets of z’s.
In this connection, consider the expansion of the following determinant, which
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may be taken to have a positive value, because of the Chebyshev assumptions
on the f’s.

folwo)  folx) <+ folm)  fo(2)
f1(fvo) fl(?’l) ‘.- f1($1c-1) fl.(t)

fk—l.(xo) fk—l.(xl) flrl(;tk—l) fk—l(t)
Je(zo) fi(m) -0 filmem)  fi(d)

If the last column is multiplied by fi(x:)/fx(¢) and subtracted from the ¢th
column for each ¢ < k, it will be found that this determinant reduces to

ho(zo)  ho(m) -+ holmem)  folf)
hl(fl?o) hl(fvl) .- hl(x.k—l) flgt)

hk—*l.(xo) hk—1‘($1) hk—-l(.xk—l) fk—l(t)
0 0 0 Je(2)

Since this equals f(¢)|h;(z:)] and fi(¢) has a non-zero value, it follows that the
functions ho(z), -+, he1(x) do form a Chebyshev system. The same type of
technique shows that the functions ho(z), -« , hx(z) form a Chebyshev system
over both intervals [—1, 1] and [—1, ¢].

From the theory related to (8), it follows that there exists a unique set of
coefficients ¢; yielding a best Chebyshev approximation to A(z) by means of
ho(zx), -+, h—(x) and that

(12) h(z) — Doim0 cihi(x)

assumes its maximum absolute value at exactly k¥ 4 1 points with alternating
signs for this difference. But from (10) it follows that (12) is equivalent to
(13) dfiu(z) — 25=0 dif(2)],

where d; = ¢;/cand ¢ = 1 4+ D _i=s ¢;f;(t)/fi(?). Since (13) will possess the same
properties as (12), it follows that these two functions will have the same k + 1
points where their maximum absolute values are assumed with alternating
signs and that these are the Chebyshev points for the best Chebyshev approxi-
mation of (8). ,
When f:(z,) is replaced by hi(2,) in (9), those equations become

=0 (—1)'Tfi(2) — @) /f(®)]fu(2)1er = O, i < k.
Or,
(14) b (= 1) fi(z) = [fi()/H(D)] 200 (= 1) Fu(2)&: t < k.

These equations can be shown to be satisfied by choosing £ by means of the



724 PAUL G. HOEL

formula

fo(‘zo) fo(z.r—l) fo(z.ﬂ-l) fo(zk) fo(t)
fk(zo) fk(zr—l) fk(zrﬂ) fk(zk) fk(t)

Because of the assumption that fo, -- -, fi constitute a Chebyshev system on
[—1, ] with positive determinant, it follows that this determinant is positive
for each r. To demonstrate that these positive weights do satisfy (14), it suffices
to look at the expansion of the following determinant by minors of elements of
the first row. For notational convenience let z,.; = ¢ and £..1 = |f;(2:)].

filzo) -+ fi(z) fi(®)
flen) e Boe) S| S 1y

(15) & =

Since the value of this determinant is zero for 1=20,1, .-+, k, it follows that
for each such value of ¢

Do (= 1) fi(2n) &
When ¢ = k, this becomes
i (=) fe(z)t = (—1*(t)Ema .

Eliminating &4 from these two equations shows that (14) is satisfied with this
choice of &, .

In view of the equivalence of the optimum estimation of v, and of > %o 8:f:(2),
the preceding results demonstrate that the optimum estimate of the latter
quantity is obtained by finding the k£ + 1 values of 2 at which the difference (8)
assumes its maximum absolute value and then taking observations at those
points in the proportions given by (15).

The assumption that the functions fo(z), - - -, fi(z) constitute a Chebyshev
system in the two intervals [—1, 1] and [—1, ¢] and that fo(z), - - - , fi-1(z) do so
on [—1, 1] is slightly weaker than the assumptions made in [3] to solve this
same problem. As in [3], the assumption that these functions constitute a Cheby-
shev system on [— 1, {] can be weakened by merely requiring that the determinant
in (15) be positive for all sets of 2’s satisfying —1 < 2o < : -+ < x; = 1 but with
fixed ¢ > 1. The explicit formula for the weights given by (15) is another ad-
vantage of this formulation over that given in [3] where it is necessary to solve
equations (14). This was possible only because of the form of the particular
parametric function being estimated here and is not applicable to the more
general parametric functions studied in [3].

(= 1)) -
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