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A NOTE ON FIRST PASSAGES FOR S,/n*"*

By A. Ruiz-MONCAYO

University of Montreal

1. Introduction and summary. Let X, X,, - -- be independent random variables
defined on a probability space (Q, F, P) and with mean 0 and variance 1.

Let Fy={Q, ¢}, and for n21 let S, =X, +X,+ - +X, and F,=0(X,,
X,, -+, X,). Denote by T the class of all stopping rules with respect to {F,}, i.e.,
the class of all #: Q— {1,2, -+, o0} such that {t=k}eF, fork=1,2,---, and
let T,={teT:t=n as.}. _

If te T we adopt the convention of the author of [3] that |S,|/t = limsup, |S,|/n
if t = c0. We remind the reader that for this sequence of random variables X,
X,, "+, limsup, |S,|/n =0 a.s. Since E(sup,|S,|/n) < o (Lemma 9 [1]), it follows
at once from the results of [3] that

LEMMA 1. If f, = esssup,.r, E(|S,|/t| F,), then f, = max (|S,|/n, E(f,+,|F,)) as.
and limsup, f, = limsup,|S,|/n =0 a.s.

For each ¢ >0 define #(c) = first n 2 1 for which |S,| > cn?, = oo if no such »
exists. In this note we prove

THEOREM 1. If for each ¢ > 0, P(i(c) < o) = 1, then P(|S,| = nf, i.0) = 1.
Although this theorem will not be a surprise to readers of the recent literature
on optimal stopping problems related to S,/n, this proof may be of some interest.

2. Two lemmas. Let s(0) =0, and for j =1, 2, - -+, let s(j) = jth time for which
|S,,| = nf,, = oo if no such time exists. The following notation is used below:

Cyjy={teT :t>s(j) as.}
Fy;={AeF: An{s(j)=k}eF,, k=1,2,--"}
Fyjye1 ={A€F : An{s(j)=k}€Fi+y, k=1,2,-+}
Vi = ess sup;cc,,, E(IS,I/t I Fy;y)-
LEMMA 2. For j=0,1,2,---,

Vi = E( Sy psU+D| Fyjy) - as.
PROOF. Since s(j+1)€ Cy;), and fi(j+ 1) = |Syj+ 1| /s(j+1) it suffices to prove

VS(J') é E(fs(jl+ 1) I Fs(j)) a.s.

In view of Lemma 1, for any ze Cy(; and 4 € F;) we have:

jA.S(f)=n Isti/lt dP = jA,s(j)=nE(|St|/t I Fn+ 1) ap
s jA,s(j)=nfn+1 dP = jA,s(j)=n fs(j)+1 dpP;
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hence,
5,4 ISrV‘dP = Zﬂjh.smwlstl/‘d” = Zﬂjh,suwnﬂum dp
= IAfs(j)HdP-

It then follows that ¥, ;) £ E(f,(j,+1 | Fy)) a.s., and hence to complete the proof it
suffices to show that

Sune1 S Efan| Fagye1)  as

or eqhivalently

(l) jA{s(j)+l=k)fkéjA{s(j)+l=k)fs(j+l)’

for Ae Fyjye, k=1,2,.
In [3] it is shown that if

o(= 0,) = first n = k such that [S,|/n =,
= oo if no such n exists,
then E(f,| F,) =f,, and since A{s(j)+1 =k}eF,_, c F,, we have
2 Sastre 1= Je S Sasiper=nfo -
But on {s(j)+1 =k}, o =s(j+1) and hence (1) follows from (2).
LEMMA 3. For each ¢ >0 and j=0,1,2,--,
P{2t(c) < s(j+1) and s(j) < t(c) < o | Fy;} S 2/c as.

Proor. If for some j and ¢ > 0 the assertion of this lemma is not true, then we
have:

E{]s(j)<t(t')<oo Lyeyssii+ 1y | Fs(j)}“z/c >0
with positive probability, which implies that:
E{lyjy<uor<sti+ 1) T2uorssi+ 1= 210 | Fsp} > 0
with positive probability. Rewriting the left side of this inequality one obtains:
2=t E{y<n=uery<sii+ 1y [E2uss(+ 1y I Fp)=2/c]|Fy;} >0
with positive probability. Hence for some » we must have:
(3) E{lyjy<n=rer<sij+ 1y [P2n S s(j+1) I F,)—2/c] I Fyjp}>0
with positive probability. For this # let,
B,={s(j) <n=1t(c)<s(j+1) and P2n £ s(j+1)|F,) >2/c};
then,
“) P(P{B, i Fyj} >0)>0
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otherwise (4) is a false statement. On B, the following things happen:
|S,| > cn* and  P{s(j+1)—n 2z n|F,} > 2/c.

We now use Lemma 1 and Lemma 2 of [2], together with these facts to prove the
second of the following inequalities:

On B, : E{|Sy+l/sG+ D] Fu}
(5) < E{(|S.|+ 'Xn+ 1+ Xorsie ny-a)i(n 45+ 1) —n) l F,}
<|S,|/in as.
Now define the stopping rule s*(j+1) by
s'(j+1)=s(j+1) on B,
=n on B,.
It is easy to check that s'(j+ 1)e Cy;,. And then we have that:
E{|Sq+ olls' G+ D[ Fop} =Yg

= E{[Sqgj+ 0l/s' G+ D =[Sy l/sGi+ D) | Fyij}

= E{lp,[|S,|/n— E(|Ssij+ 1)|/sG+ D | F)| Fy} > 0
with positive probability by (4) and (5), which contradicts the definition of ¥;,.

COROLLARY. For each ¢ >0 and j =0, 1, - -+,
PQt(c) £ s(j+1) and s(j) < t(c) < 0) < 2c.
3. Proof of Theorem 1. By hypothesis, for arbitrary ¢ >0, #(c) < o a.s., hence,
P(s(1) = 00) £ P2t(c) £ s(1) and s(0) =0 < #(c) < ) £ 2/c

and then it follows that P(s(1) = o) = 0.
Suppose that P(s(j) < o0) = | forj =1, 2, -+ -, j,. Then by virtue of the corollary
we have:

P(s(jo+1) = 00) = lim._, , P(s(jo+1) = 00 and s(j,) < t(c)) < limsup,_, ,, 2/c = 0.
And the proof is completed by induction.
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