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Abstract

Let N be distributed as a Poisson random set on Rd, d ≥ 2, with intensity compa-
rable to the Lebesgue measure. Consider the Voronoi tiling of Rd, {Cv}v∈N , where
Cv is composed of points x ∈ Rd that are closer to v ∈ N than to any other v′ ∈ N .
A polyomino P of size n is a connected union (in the usual Rd topological sense)
of n tiles, and we denote by Πn the collection of all polyominos P of size n con-
taining the origin. Assume that the weight of a Voronoi tile Cv is given by F (Cv),
where F is a nonnegative functional on Voronoi tiles. In this paper we investigate
for some functionals F , mainly when F (Cv) is a polynomial function of the number
of faces of Cv, the tail behavior of the maximal weight among polyominoes in Πn:
Fn = Fn(N ) := maxP∈Πn

∑
v∈P F (Cv). Next we apply our results to study self-

avoiding paths, first-passage percolation models and the stabbing number on the
dual graph, named the Delaunay triangulation. As the main application we show that
first passage percolation has at most linear variance.
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1 Introduction

Greedy animals on Zd have been studied notably in [4]. Imagine that positive
weights, or awards, are placed on all vertices of Zd. A greedy animal of size n is a
connected subset of n vertices, containing the origin, and which catches the maximum
amount of awards. When these awards are random, i.i.d, it is shown in [4] that the total
award collected by a greedy animal grows at most linearly in n if the tail of the award
is not too thick. This is shown in a rather strong sense, giving deviations inequalities
decaying at a rate n− log(n)α , for some α (see Proposition 1 in [4]). This result has al-
ready been proved useful for the study of percolation and (dependent) First Passage
Percolation, see [5].
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Greedy polyominoes and first-passage times

The aim of the present paper is to extend the results of [4] to some greedy poly-
ominoes on the Poisson-Voronoi tiling. The precise definitions will be given in section
2, but let us explain what we mean. First, in this paper, the Poisson-Voronoi tiling is
the Voronoi tiling based on a Poisson random set on Rd with intensity comparable to
the Lebesgue measure. A polyomino of size n on this tiling is a connected union of n
Voronoi tiles, cf. Figure 1. Then, we let f be some fixed function fromN to R+ (a weight
function), and put down on each Voronoi tile an award depending on the number of its
faces: a Voronoi tile with r faces receives an award equal to f(r). Finally, a polyomino
of size n is greedy if it contains the origin and catches the maximum amount of awards.

Our main result, Theorem 2.2 below, gives a deviation inequality for the total award
collected by a greedy polyomino on the Poisson-Voronoi tiling. Of course, the rate of
decay depends on the precise weight function f defining the award. To give an idea of
our results, when f(r) = rk, k ≥ 1, we obtain the following deviation inequality.

Corollary 1.1. Let k ≥ 0 and denote by Fn(k) the total award collected by a greedy
polyomino on the Poisson-Voronoi tiling, with award on a tile being equal to the k-th
power of the number of faces of the tile. Then, there are constants z0 and K such that
for any n ≥ 1, and any z ≥ z0,

P

(
1

n
Fn(k) ≥ z

)
≤ e−K(nz)

1
k+2

.

Figure 1: A two-dimensional Voronoi polyomino of size n = 9.

Our results may be useful to control the geometry of the Poisson-Voronoi tiling, and
this may be best viewed through the facial dual of the Poisson-Voronoi tiling, which is
called the Poisson-Delaunay graph. Notice that through this duality, a greedy polyomino
on the Poisson-Voronoi tiling with weight function f is simply a greedy animal on the
Delaunay graph where the award on a vertex of degree k equals f(k). We shall give
three applications of our results on greedy polyominoes to some geometric problems on
the Poisson-Delaunay graph.

The first application is an estimate on the tail probability of the number of self-
avoiding paths of length n starting from the origin.

The second application concerns First Passage Percolation on the Poisson-Delaunay
graph. We prove that the first passage time in First Passage Percolation has (at most)
linear variance on the Poisson-Delaunay graph.

Finally, our third application concerns tail estimates on the stabbing number, which
is defined in [1] as the maximum number of Delaunay cells that intersect a single line in

EJP 17 (2012), paper 12.
Page 2/31

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v17-1788
http://ejp.ejpecp.org/


Greedy polyominoes and first-passage times

the cube [0, n]d. This is an important quantity, as can be seen in [1] where it is the crucial
ingredient to derive the transience or recurence properties of the simple random walk
on the Poisson-Delaunay graph. We shall obtain an exponential deviation inequality for
the stabbing number of the Poisson-Delaunay graph.

The rest of the paper is organized as follows. In section 2, we give the precise defini-
tions and state our main results concerning greedy polynominoes on the Poisson-Voronoi
tiling (and greedy animals on the Poisson-Delaunay graph). Section 3 is devoted to the
proofs of these main results, which is based on a renormalization argument from per-
colation theory and an adaptation of the chaining technique of [4]. This last step being
rather technical, its proof is postponed to the appendix. Finally, the three applications
on the Poisson-Delaunay graph are the matter of section 4.

2 Definitions and main results

In this section, we give all the needed formal definitions and state precisely our main
results on greedy polyominoes, Theorem 2.2 and Proposition 2.5.

2.1 The Poisson-Voronoi tiling and polyominoes.

In the whole paper, we suppose that d ≥ 2. To any locally finite subset N of Rd one
can associate a collection of subsets of Rd whose union is Rd. To each point v ∈ N
corresponds a polygonal region Cv, the Voronoi tile (or cell) at v, consisting of the set
of points of Rd which are closer to v than to any other v′ ∈ N . Closer is understood
here in the large sense, and this collection is not a partition, but the set of points which
belong to more than one Voronoi tile has Lebesgue measure 0. The collection {Cv}v∈N
is called the Voronoi tiling (or tessellation) of the plane based on N . From now on, N is
understood to be distributed like a Poisson random set on Rd with intensity measure µ.
We shall always suppose that µ is comparable to Lebesgue’s measure on Rd, λd, in the
sense that there exists a positive constant cµ such that for every Lebesgue-measurable
subset A of Rd:

1

cµ
λd(A) ≤ µ(A) ≤ cµλd(A) . (2.1)

For each positive integer number n ≥ 1, a Voronoi polyomino P of size n is a connected
union of n Voronoi tiles (Figure 1). Notice that with probability one, when two Voronoi
tiles are connected, they share a (d − 1)-dimensional face. We denote by Πn the set of
all polyominoes P of size n and such that the origin 0 belongs to P.

Assume that the “weight” of a Voronoi tile Cv is given by f(dN (v)), where dN (v) is
the number of (d − 1)-dimensional faces of Cv and f is a nondecreasing function from
[1,∞) to [1,∞). In this way we define a random weight functional on polyominoes by

F (f,N ,P) :=
∑
v∈P

f(dN (v)) .

The maximal weight among polyominoes in Πn is:

Fn(f,N ) := max
P∈Πn

F (f,N ,P) . (2.2)

A greedy Voronoi polyomino Pn is a Voronoi polyomino that attains the maximum in the
definition of Fn: F (f,N ,Pn) = Fn(f,N ).

To state our main theorem, we require the following notation:

Definition 2.1. Let g−1 denote the pseudo-inverse of any strictly increasing function g
from [1,∞) to [1,∞):

g−1(u) = sup{u′ ∈ [1,∞) s.t. g(u′) < u} .
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Greedy polyominoes and first-passage times

A weight function f is a nondecreasing function from [1,∞) to [1,∞). Given a weight
function f , we define two functions f̂ and f∗ as follows:

f̂ = (x 7→ xf(x))−1 ,

and
f∗ = f̂ ◦ (y 7→ yf̂(y))−1 .

In addition, for each c ∈ (0,∞), we say that f is c-nice if

lim inf
y→∞

f̂(y)

log y
≥ c .

Examples of c-nice weight functions f , and various f̂ , f∗ are given after Theorem
2.2.

Theorem 2.2. Let f be a non-decreasing weight function. There exists constants
z1, c1, c2 and c3 in (0,∞) such that if f is c1-nice then for all z ≥ z1 and for all n ≥ 1:

P
(
Fn(f,N ) > nz

)
≤ exp

{
− c2f∗(c3nz)

}
.

In particular, there also exists a constant c4 ∈ (0,∞) such that

0 ≤ f(3) ≤ lim inf
n→∞

E
(Fn(f,N )

n

)
≤ lim sup

n→∞
E
(Fn(f,N )

n

)
< c4 .

Example 2.3. If f(x) = xk with k ≥ 0, then f̂(u) = u
1
k+1 and f∗(x) = x

1
k+2 . This weight

function f is c-nice for any c > 0, and this gives Corollary 1.1.

Example 2.4. Let f(x) = exp {(x/K)α}, with K > 0 and α > 0. Then as x goes to
infinity, f̂(u) ∼ K(log u)1/α and f∗(x) ∼ K(log x)1/α. Thus if α < 1, f is c-nice for any
c > 0, and Theorem 2.2 gives

P
(
Fn(f,N ) > nz

)
≤ exp

{
− C(log(nz))

1
α

}
,

for some constant C > 0 and z large enough. Also, when α = 1, f is c-nice for any
c ∈ (0,K]. Thus, if K is large enough (at least the constant c1 of Theorem 2.2), then:

P
(
Fn(f,N ) > nz

)
≤ exp

{
− C log(nz)

}
,

for some constant C > 0 and z large enough.

2.2 The Delaunay graph.

An important graph for the study of a Voronoi tiling is its facial dual, the Delaunay
graph based on N . This graph, denoted by D(N ) is an unoriented graph embedded
in Rd which has vertex set N and edges {u, v} every time Cu and Cv share a (d −
1)-dimensional face (Figure 2). We remark that, for our Poisson random set, almost
surely no d + 1 points are on the same hyperplane and no d + 2 points are on the
same hypersphere, which makes the Delaunay graph a well defined triangulation. This
triangulation divides Rd into bounded simplices called Delaunay cells. For a Delaunay
cell ∆, let B(∆) denote the closed circumball of ∆. An important property which we
shall use several times is that for each Delaunay cell ∆ no point in N lies in the interior
of B(∆). Polyominoes on the Voronoi tiling correspond to connected (in the graph
topology) subsets of the Delaunay graph. Also, the number of faces of a Voronoi tile Cv,
which we denoted by dN (v), is simply the degree of v in D(N ).
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Figure 2: The Voronoi tiling (dashed lines) and the Delaunay triangulation (solid lines)
in dimension d = 2.

We shall prove an easier variant of Theorem 2.2, which will be useful in the applica-
tions. Define Ω to be the set of locally finite subsets of Rd. Then, for any ω ∈ Ω and any
subgraph φ of D(ω), we define Γ(ω, φ) to be the set of points in Rd whose addition to ω
“perturbs” φ:

Γ(ω, φ) = {x ∈ Rd s.t. φ 6⊂ D(ω ∪ {x})} .

We get the following result for the maximal size of Γ(ω, φ) when φ belongs to SAn, the
set of self-avoiding paths on D(N ) starting from v(0) and of size n, where v(0) is the a.s.
unique v ∈ N s.t. 0 ∈ Cv:

Proposition 2.5. There are constants z1 and C1 such that for every z ≥ z1, and for
every n ≥ 0,

P
(

max
φ∈SAn

µ(Γ(N , φ)) > nz
)
≤ e−C1nz .

3 Proofs of the main results

There are three main issues when considering the total award of a greedy polyomino
as in (2.2). The first issue lies in the nature of the weights: they are a function of the
number of faces of a tile or equivalently, the degree of a vertex in the Delaunay graph.
Notice that it is known how to control this quantity for the “typical” cell, in the Palm
sense (cf. [3] for instance) but we are not in this “typical” case. Of course, we know
really well how to count the number of points of the Poisson random set in a fixed area,
but we do not know that well how far away we have to expect the neighbours of these
points to lie. The idea to answer this problem is to use a renormalization trick from
percolation theory. More precisely, we shall consider a box in Rd large enough so that it
contains with a “large enough” probability some configuration of points which prevents
a Delaunay cell to cross it completely. This “large enough”probability corresponds to a
percolation threshold: we need that the “bad boxes” (those who can be crossed) do not
percolate. This will allow us to control the degree of a vertex in a Polyomino, bounding
it from above by the number of points inside a cluster of “bad boxes” containing the
vertex. In section 3.1, we explain this renormalization by showing how to cover animals
with boxes and clusters of boxes.

A second issue lies in the fact that the degrees of two vertices are dependent. This
will be solved inside the renormalization trick, at the price of counting many times the
same number of points in a cluster of “bad boxes”.
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Greedy polyominoes and first-passage times

The third issue is to handle the fact that the supremum in (2.2) is over a poten-
tially high (i.e exponential in n) number of polyominoes of size n. This will be handled
through the chaining technique due to [4]. We shall state the corresponding adaptation
in section 3.2.

With these tools in hand, we shall prove our main results, Theorem 2.2 in section
3.3 and Proposition 2.5 in section 3.4.

3.1 The renormalization trick: comparison with site percolation and lattice
animals

We denote by Gd the d-dimensional lattice with vertex set Zd and edge set composed
by pairs (z, z′) such that

|z− z′|∞ = max
j=1,...,d

|z(j)− z′(j)| = 1 .

A box B in Rd is any set of the form

B = x + [0, L)d

for some x ∈ Rd and L ≥ 0. We shall often use boxes centered at points of some lattice
embedded in Rd, so we define, for any z in Rd

Bz = z + [−1/2, 1/2)d .

Now, we define the notions of nice and good boxes. These are notions depending on a
set N of points in Rd, which basically say that there are enough points of N inside the
box so that a Voronoi tile of a point of N outside the box cannot “cross” the box. This
will be given a precise sense in Lemma 3.3.

Definition 3.1. Define the following even integer:

αd = 2(4d
√
de+ 2) .

Let N be a set of points in Rd. We say that a box B ⊆ Rd is N -nice if, cutting it regularly
into αdd sub-boxes, each one of these boxes contains at least one point of the set N . We
say that a box B is N -good if, cutting it regularly into (3αd)

d sub-boxes, each one of
these boxes contains at least one point of the set N . When N is understood, we shall
simply say that B is nice (resp. good) if it is N -nice (resp. N -good). We say a box is
N -ugly (resp. N -bad) if it is not N -nice (resp. not N -good).

Notice that if a box is good, then it is nice, and thus if a box is ugly, then it is bad. To
count the number of points of N which are in a subset A of Rd, we define:

|A|N = |A ∩N| .

An animal A in Gd is a finite and connected subset of Gd. To each bounded and
connected subset A of Rd, we associate an animal in Gd:

A(A) = {z ∈ Gd s.t. A ∩Bz 6= ∅} .

If V is a set of vertices of Zd, define the border ∂V of V as the set of vertices which are
not in V but have a Gd-neighbor in V. We also define the following subsets of Rd:

Bl(V) :=
⋃
z∈V

Bz .
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Ad(V) :=

{
x ∈ Rd s.t. inf

y∈Bl(V)
‖x− y‖∞ <

1

2

}
.

A site percolation scheme on Gd is defined by:

Xz = 1IBz is N−bad , for z ∈ Zd .

X = (Xz)z∈Zd is a collection of independent Bernoulli random variables. A vertex z is
said to be bad when Xz = 1. A bad cluster is then a maximal connected subset C of
bad vertices of Gd. Similarly, we define ugly vertices and ugly clusters. For any set of
vertices V, we define by Cl(V) the collection of all the bad clusters intersecting V. We
shall make a slight abuse of notation by writing Cl(z) to be the bad cluster containing
z, if there is any (otherwise, we let Cl(z) = ∅).

We now want to show that the Delaunay cells cannot cross the boundaries of an
ugly (or bad) cluster. Since the argument will be used at other places, we state a more
general lemma first.

Lemma 3.2. Let C be a non-empty connected set of vertices in Gd. define ∂C to be the
exterior boundary of C:

∂C = {z ∈ Gd s.t. z 6∈ C and ∃x ∈ C s.t. |z− z′|∞ = 1} .

Suppose that ∂C is composed of nice vertices and let B′ be a ball in Rd such that:

B′ ∩Bl(C) 6= ∅ and
o

B′ ∩N = ∅ .

Then,
B′ ⊂ Ad(C) .

Proof. The idea of the proof is essentially the same as in Lemma 2.1 from [13]. We
proceed by contradiction. Suppose that

B′ ∩Bl(C) 6= ∅,
o

B′ ∩N = ∅ and B′ 6⊂ Ad(C) .

Let us define:
∂∞C = Ad(C) \Bl(C) .

This implies that one may find x1, x2 in B′ and y in
o

B′, and a box B of side length 1
2 such

that:
y ∈ [x1, x2], y ∈ central(B), x1 6∈ B, x2 6∈ B ,

and cutting B regularly into (αd/2)d sub-boxes,
each sub-box contains at least one point of N ,

(3.1)

where central(B) is the only sub-box of B containing the center of B when one cuts
B regularly into (αd/2)d sub-boxes. The ball B′ necessarily has diameter greater than
‖x1−x2‖2, which is larger than 1/2. Thus, there is a ball B′ of diameter larger than 1/2,
which contains y and whose interior does not contain any point of N . But one may see
that any ball of diameter strictly larger than 2

√
d/αd necessarily contains at least one of

the sub-boxes of side length 1/αd. Notice that any ball of diameter strictly smaller than
(αd−1)

2αd
which contains a point in central(B) is totally included in B. Since

2
√
d/αd <

(αd − 1)

2αd
,

and since the sub-boxes of B of side length 1/αd contain a point of N , we deduce that
B′ contains a sub-box of B which contains a point of N , whence a contradiction.
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Lemma 3.3. Assume that C is an ugly cluster in Gd. Let ∆ be any Delaunay cell of
D(N ). Then,

∆ ∩Bl(C) 6= ∅ ⇒ ∆ ⊂ Ad(C) .

The same holds for bad clusters.

Proof. Suppose that ∆∩Bl(C) 6= ∅. Notice that the exterior boundary of an ugly cluster
is composed of nice vertices. Since ∆ is a Delaunay cell, the circumball of ∆, B(∆), is
a ball containing ∆ and whose interior does not contain any point of N . Thus, one may
apply Lemma 3.2 to deduce that B(∆), and hence ∆, is included in Ad(C).

The same proof holds for bad clusters, since the boundary of a bad cluster is com-
posed of good vertices, which are nice vertices.

The renormalization trick is essentially to transfer the problem of counting the de-
grees in our functional to counting the points in some boxes or clusters of bad boxes
which cover the animals. However, to have that bad boxes occur with small probability
we need to rescale our initial boxes. For z in Zd and r > 0, we define

Brz = rz + [−r/2, r/2)d .

In this rescaled setup, good and nice boxes are defined according to Definition 3.1.
In order to cover random polyominoes properly we need to translate the percolation
scheme as follows:

∀i = 1, . . . , 3d, Xr,i
z = 1Ir ~fi/3+Brz is N−bad, ∀z ∈ Z

d ,

where ~f1 = 0 and ~f2, . . . , ~f3d are the neighbors of 0 in Gd. For each i = 1, . . . , 3d and
r > 0, Xr,i = (Xr,i

z )z∈Zd is a collection of independent Bernoulli random variables. Of
course, the comparison of µ to Lebesgue’s measure (2.1) implies that µ(Br,iz ) goes to
infinity when r goes to infinity. Thus,

lim
r→∞

sup
i

sup
z
P(Xr,i

z = 1) = 0 .

Every time we address to the Xr,i percolation scheme we label a name, or a variable,
with a (r, i). For instance, a vertex z is said to be (r, i)-bad (or simply bad when r and
i are implicit) when Xr,i

z = 1. To each bounded and connected subset A of Rd, we also
associate 3d different animals in Gd:

∀i = 1, . . . , 3d, Ar,i(A) = {z ∈ Gd s.t. A ∩ (r ~fi/3 +Brz) 6= ∅} ;

and 3d subsets of Rd:

∀i = 1, . . . , 3d, Blr,i(V) :=
⋃
z∈V

(Brz + r ~fi/3) ,

and

∀i = 1, . . . , 3d, Adr,i(V) :=

{
x ∈ Rd s.t. inf

y∈Blr,i(V)
‖x− y‖∞ <

r

2

}
.

Of course, Lemma 3.3 still holds for the Xr,i setup. Let ∆ be any Delaunay cell of D(N ).
If C is an (r, i)-ugly cluster in Gd then

∆ ∩Blr,i(C) 6= ∅ ⇒ ∆ ⊂ Adr,i(C) .

The following lemma makes precise the renormalization trick.
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Lemma 3.4. Let G be a finite collection of bounded and connected subsets of Rd. Then,
for any positive real number r, t > 0.

P

sup
γ∈G

∑
v∈N∩γ

f(dN (v)) > t


≤

3d∑
i=1

P

sup
γ∈G

∑
C∈Cl3r,i(A3r,i(γ))

|Ad3r,i(C)|N f(|Ad3r,i(C)|N ) >
t

3d.2


+

3d∑
i=1

P

sup
γ∈G

∑
z∈A3r,i(γ)

|Bl3r,i(z)|N f(|Bl3r,i(z)|N ) >
t

3d.2

 .

Proof. Let γ be any member of G. Recall we say a box is ugly if it is not nice, and say it
is bad when it is not good. We write z ∼ z′ if z and z′ are two points adjacent on Gd, and
z ' z′ if z ∼ z′ or z = z′. First, we cover γ with boxes. This leads to the animal Ar,1(γ)

and we distinguish two kind of boxes: those all of whose neighbours are nice, and the
others. Formally,

Blr,1(Ar,1(γ)) =
⋃

z∈Ar,1(γ)

Brz = U1 ∪ U2 ,

where
U1 =

⋃
z∈Ar,1(γ)

∃ z′'z, Br
z′ is ugly

Brz ,

and
U2 =

⋃
z∈Ar,1(γ)

∀z′'z, Br
z′ is nice

Brz .

Accordingly, ∑
v∈N∩γ

f(dN (v)) ≤ S1 + S2 .

where:
S1 =

∑
v∈N

f(dN (v)) 1Iv∈U1 ,

and
S2 =

∑
v∈N

f(dN (v)) 1Iv∈U2
.

Now, remark that if there exists z′ ' z ∈ Ar,1(γ) such that Brz′ is ugly, then rz + B3r
0

is bad, since it contains some ugly sub-box. Notice that {~fi + 3Zd, i ∈ {1, . . . , 3d}} is a
partition of Zd, so there is a unique pair (i, z′′) in {1, . . . , 3d}×Zd such that z = 3z′′+ ~fi.
Then, rz + B3r

0 = 3rz′′ + B3r
0 + 3r ~fi/3 = Bl3r,i(z′′) is a bad box containing Brz , and

z′′ ∈ A3r,i(γ). This gives:

U1 ⊂
3d⋃
i=1

⋃
z′′∈A3r,i(γ)

Bl3r,i(z′′) is bad

Bl3r,i(z′′) .

And thus,

S1 ≤
3d∑
i=1

∑
z∈A3r,i(γ)

Bl3r,i(z) is bad

∑
v∈N∩Bl3r,i(z)

f(dN (v)) . (3.2)
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Notice that for v ∈ N , the degree of v in the Delaunay graph, or equivalently, the
number of (d− 1)-dimensional faces of Cv, can be expressed as follows:

dN (v) = |{u ∈ N s.t. there exists a Delaunay cell containg u and v}| . (3.3)

When v belongs to some bad box Bl3r,i(z), Lemma 3.3 shows that every Delaunay cell
to which v belongs is included in Ad3r,i(Cl3r,i(z)). Therefore, in this case, dN (v) is
bounded from above by |Ad3r,i(Cl3r,i(z))|. Since f is non-decreasing, we get that for
every (3r, i)-bad z:∑

v∈N∩Bl3r,i(z)

f(dN (v)) ≤
∑

v∈N∩Bl3r,i(z)

f(|Ad3r,i(Cl3r,i(z))|N ) ,

= |Bl3r,i(z)|N f(|Ad3r,i(Cl3r,i(z))|N ) .

Plugging this into (3.2) gives:

S1 ≤
3d∑
i=1

∑
z∈A3r,i(γ)

Bl3r,i(z) is bad

|Bl3r,i(z)|N f(|Ad3r,i(Cl3r,i(z))|N ) ,

=

3d∑
i=1

∑
C∈Cl3r,i(A3r,i(γ))

f(|Ad3r,i(C)|N )
∑

z∈A3r,i(γ)

Cl3r,i(z)=C

|Bl3r,i(z)|N ,

≤
3d∑
i=1

∑
C∈Cl3r,i(A3r,i(γ))

f(|Ad3r,i(C)|N )
∑
z∈Zd

Cl3r,i(z)=C

|Bl3r,i(z)|N ,

=

3d∑
i=1

∑
C∈Cl3r,i(A3r,i(γ))

f(|Ad3r,i(C)|N )|Cl3r,i(C)|N ,

S1 ≤
3d∑
i=1

∑
C∈Cl3r,i(A3r,i(γ))

|Ad3r,i(C)|N f(|Ad3r,i(C)|N ) , (3.4)

where we used the fact that f is positive in the last inequality. The last series of in-
equalities allows us to bound a sum of dependent variables (the first one) by a sum of
variables (the last one) that resembles a greedy animal on Zd. This will be made clear
with Lemma 3.5. Now, let us bound S2. If z ∈ Zd is such that for every neighbor z′ of
z, Brz′ is nice, then Lemma 3.2 shows that any Delaunay cell touching Brz is included
inside Adr,1(z), which is itself included in

⋃
z′'zB

r
z′ . Thus, using equality (3.3):

S2 ≤
∑

z∈Ar,1(γ)

∑
v∈N∩Brz

f(|
⋃
z′'z

Brz′ |N ) ,

=
∑

z∈Ar,1(γ)

|Brz |N f(|
⋃
z′'z

Brz′ |N ) ,

≤
∑

z∈Ar,1(γ)

|
⋃
z′'z

Brz′ |N f(|
⋃
z′'z

Brz′ |N ) .

Again, {~fi + 3Zd, i ∈ {1, . . . , 3d}} is a partition of Zd, and for every z there is a unique
couple (i, z′′) in {1, . . . , 3d} × Zd such that

⋃
z′'zB

r
z′ = Bl3r,i(z′′), in which case z′′ ∈

A3r,i(γ). Thus,

S2 ≤
3d∑
i=1

∑
z∈A3r,i(γ)

|Bl3r,i(z)|N f(|Bl3r,i(z)|N ) . (3.5)
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Now, the lemma follows from inequalities (3.4) and (3.5).

3.2 The chaining lemma

The aim of this section is to get good bounds for the probabilities appearing in the
right hand side of the inequality in Lemma 3.4. The following lemma is an adaptation of
the technique of [4] to control the tail of the greedy animals on Zd. Notice that Proposi-
tion 1 in [4] is not enough for us. This stems from the fact that in our setting, according
to which weight function f we have, we may hope for better deviation inequalities, sim-
ply because the award may have thinner tails than the minimal ones considered in [4].
Unfortunately, this necessitates to go over again the whole proof, adjusting the chaining
argument. Since this makes the proof quite long and technical, we defer it until section
5.1.

For each positive integer m ≥ 1 let:

Φm = {A animal in Gd s.t. |A| ≤ m, 0 ∈ A} .

Lemma 3.5. Let g be a nondecreasing function from R+ to [1,∞), and define:

l(y) := g−1(y) , q(x) := l̂(x) .

There exists r0 > 0 such that for all r > r0 there exist positive and finite constants c5, c6
and c7 such that, if:

lim inf
y→∞

l(y)

log y
≥ c5,

then for every n ≥ m,

P( sup
A∈Φm

∑
C∈Clr,i(A)

g(|Adr,i(C)|N ) > c6n) ≤ e−c7l(q(n)) , (3.6)

and
P( sup

A∈Φm

∑
z∈A

g(|Blr,i(z)|N ) > c6n) ≤ e−c7l(q(n)) . (3.7)

3.3 Proof of Theorem 2.2

We shall require the following result from [14] (Theorem 1):

Lemma 3.6. There exist finite and positive constants z2 and c13 such that for every
r ≥ 1, and every i = 1, . . . , 3d,

∀z ≥ z2, P( max
P∈Πn

|Ar,i(P)| > zn) ≤ e−c13zn .

Let us prove Theorem 2.2. First,

E(Fn) = E[ max
P∈Πn

∑
v∈P

f(dN (v))] = n

∫ ∞
0

P( max
P∈Πn

∑
v∈P

f(dN (v)) > nz) dz .

Let K be a positive real number and r ≥ 1. We then have

P( max
P∈Πn

∑
v∈P

f(dN (v)) > nz) ≤ P( max
P∈Πn

|Ar
1(P)| > Knz)

+ P( max
P∈Πn

∑
v∈P

f(dN (v)) > nz and max
P∈Πn

|Ar
1(P)| ≤ bKnzc)

≤ P( max
P∈Πn

|Ar
1(P)| > Knz)

+ P( sup
A∈ΦbKnzc

∑
v∈Blr,1(A)∩N

f(dN (v)) > nz) . (3.8)
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Thus,

E[
∑
v∈P

f(dN (v))] ≤ 1

K
E( max
P∈Πn

|Ar
1(P)|)

+ n

∫ ∞
0

P( sup
A∈ΦbKnzc

∑
v∈Blr,1(A)∩N

f(dN (v)) > nz) dz ,

≤ 1

K

(
1

c13
+ nz2

)
+ n

∫ ∞
0

P( sup
A∈ΦbKnzc

∑
v∈Blr,1(A)∩N

f(dN (v)) > nz) dz , (3.9)

thanks to Lemma 3.6.
Now, let t be any positive number and m a positive integer. Using Lemma 3.4,

P( sup
A∈Φm

∑
v∈Blr,1(A)∩N

f(dN (v)) > t)

≤
3d∑
i=1

P

 sup
A∈Φm

∑
C∈Cl3r,i(A3r,i(Blr,1(A)))

|Ad3r,i(C)|N f(|Ad3r,i(C)|) > t

3d.2


+

3d∑
i=1

P

 sup
A∈Φm

∑
z∈A3r,i(Blr,1(A))

|Bl3r,i(z)|N f(|Bl3r,i(z)|N ) >
t

3d.2

 ,

Notice that for each A in Φm, A3r,i(Blr,1(A)) will be an animal containing 0 and with
less vertices than A. Thus, there is some A′ in Φm such that A3r,i(Blr,1(A)) ⊂ A′, which
yields to

P( sup
A∈Φm

∑
v∈Blr,1(A)∩N

f(dN (v)) > t)

≤
3d∑
i=1

P

 sup
A′∈Φm

∑
C∈Cl3r,i(A′)

|Ad3r,i(C)|N f(|Ad3r,i(C)|) > t

3d.2


+

3d∑
i=1

P

[
sup

A′∈Φm

∑
z∈A′

|Bl3r,i(z)|N f(|Bl3r,i(z)|N ) >
t

3d.2

]
. (3.10)

Now, if

lim inf
y→∞

f̂(y)

log y
≥ c5 ,

then inequality (3.10) and Lemma 3.5 imply:

P( sup
A∈Φm

∑
v∈Blr,1(A)∩N

f(dN (v)) > c6m) ≤ 3d.2e−c7f
∗(m) .

Therefore, fix K = 1
c6

, c1 = sup{ 2
c7
, c5} and suppose that

lim inf
y→∞

f̂(y)

log y
≥ c1 .

This implies that e−c7f
∗(x) is integrable on R+. Thus,

P( sup
A∈ΦbKnzc

∑
v∈Blr,1(A)∩N

f(dN (v)) > nz) ≤ 3d.2e−c7f
∗(Knz) ,
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and then, ∫ ∞
0

P( sup
A∈ΦbKnzc

∑
v∈Blr,1(A)∩N

f(dN (v)) > nz) dz = O

(
1

n

)
.

Plugging these bounds into (3.8), (3.9) leads to the desired result. �

3.4 Sketch of the proof of Proposition 2.5

It turns out that the proof of Proposition 2.5 is very similar to that of Theorem 2.2, so
we shall only stress the differences. First, we need to see that the notion of a nice box
is still a good one to control Γ(N , φ). To do that, we need to express Γ(N , φ) differently.
Let E(φ) be the set of edges of φ. Then,

Γ(N , φ) =
⋃

e∈E(φ)

Γ(N , e) ,

where:
Γ(N , e) = {x ∈ Rd s.t. e 6⊂ D(N ∪ {x}} .

Recall that B(∆) denotes the closed circumball of a Delaunay cell ∆. It may be seen
that (cf. Lemma 5.6):

Γ(N , e) =
⋂

∆3e

o

B(∆) ,

where the intersection is taken over all Delaunay cells ∆ which contain e. We get easily
the following result from Lemma 3.2.

Lemma 3.7. Fix r > 0 and i ∈ {0, . . . , 3d}, assume that C is an (r, i)-ugly cluster in Gd.
Let φ be a self-avoiding path in D(N ). Then, for any vertex v in φ, and any edge e ∈ E(φ)

such that v ∈ e,
v ∈ Blr,i(C)⇒ Γ(N , e) ⊂ Adr,i(C) .

The same holds for bad clusters.

Proof. We may drop r and i for simplicity. Let B′ be any circumball of a Delaunay cell
containing v. Then, C andB′ satisfy the hypotheses of Lemma 3.2, and thusB′ ⊂ Ad(C).
Thus, for any edge e ∈ E(φ) such that v ∈ e, we have Γ(N , e) ⊂ Ad(C).

Notice that a vertex in Gd has 3d − 1 neighbours. Thus, the number of points in the
union of a cluster C and its exterior boundary is at most 3d|C|. Lemma 3.7 shows that
when v ∈ Bl3r,i(C), then, µ(Γ(N , e)) ≤ µ(Ad3r,i(C)) ≤ cµ(3r)d3d|C|. So we obtain the
following analogue of Lemma 3.4.

Lemma 3.8.

P[ max
φ∈SAn

µ(Γ(N , φ)) > t] ≤
3d∑
i=1

P

 max
φ∈SAn

∑
C∈Cl3r,i(A3r,i(φ))

|C| > t

3d.2.cµ(9r)d


+

3d∑
i=1

P

[
max
φ∈SAn

|A3r,i(φ)| > t

3d.2.cµ(9r)d

]
.

The rest of the proof is similar to that of Theorem 2.2. Notice first that SAn ⊂ Πn.
Lemma 3.6 implies that for all r ≥ 1 and z ≥ z2,

3d∑
i=1

P

[
max
φ∈SAn

|A3r,i(φ)| > zn

]
≤ 3de−c13zn . (3.11)
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Now we fix r = r0 large enough so that we are in the sub-critical phase for the percola-
tion of clusters of bad boxes (see the beginning of section 5.1 for more details). Then,
there is some λ > 0 such that:

E[eλ|Cl(0)|] =: M <∞ .

Lemma 3.6 shows that for any z ≥ z2 and any i:

P

 max
φ∈SAn

∑
C∈Cl3r,i(A3r,i(φ))

|C| > zn

 ≤ e−c13zn + P

 max
Λ∈Φbnzc

∑
C∈Cl(Λ)

|C| > zn

 (3.12)

Now, using Lemma 5.2, one gets

P

 max
Λ∈Φbnzc

∑
C∈Cl(Λ)

|C| > zn

 ≤
∑

Λ∈Φbnzc

P

 ∑
C∈Cl(Λ)

|C| > zn

 ,

≤
∑

Λ∈Φbnzc

e−λnzE
[
eλ
∑

C∈Cl(Λ) |C|
]
,

≤
∑

Λ∈Φbnzc

e−λnzM |Λ| .

It is well known that there is a finite constant K > 1, depending on the dimension such
that |Φk| ≤ Kk for every k. Thus:

P

 max
Λ∈Φbnzc

∑
C∈Cl(Λ)

|C| > zn

 ≤ (KM)nze−λnz .

Thus, for any z larger that 2 log(KM)/λ,

P

 max
Λ∈Φbnzc

∑
C∈Cl(Λ)

|C| > zn

 ≤ e−λnz/2 . (3.13)

Gathering equations (3.11), (3.12) and (3.13), we conlude that for z large enough, and
for c = min{c13/(3

d.2.cµ(9r)d), λ/2}, we have for any n:

P[ max
φ∈SAn

µ(Γ(N , φ)) > t] ≤ 3d+1e−cnz .

4 Applications

4.1 The connectivity constant on the Delaunay triangulation

Problems related to self-avoiding paths are connected with various branches of ap-
plied mathematics such as long chain polymers, percolation and ferromagnetism. One
fundamental problem is the asymptotic behavior of the connective function κn, defined
by the logarithm of the number Nn of self-avoiding paths (on a fixed graph G) starting
at vertex v and with n steps. For planar and periodic graphs subadditivity arguments
yields that n−1κn converges, when n → ∞, to some value κ ∈ (0,∞) (the connectivity
constant) independent of the initial vertex v. In disordered planar graphs subadditiv-
ity is lost but, if the underline graph possess some statistical symmetries (ergodicity),
we may believe that the rescaled connective function still converges to some constant.
When x is in Rd, let us denote by v(x) the (a.s unique) point of N such that x ∈ Cv. Let
Nn denote the number of self-avoiding paths of length n starting at v(0) on the Delaunay
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triangulation of a Poisson random set N . We recall that the intensity of the Poisson ran-
dom set is bounded from above and below by a constant times the Lebesgue measure
on Rd. From Theorem 2.2 we obtain a linear upper bound for the connective function
of the Delaunay triangulation:

Proposition 4.1. Let κn = logNn. There exist positive constants z3 and c2 such that,
for every u ≥ nz3,

P(κn ≥ u) ≤ e−c2u
1/3

.

In particular,

E(κn) = O(n) .

Proof. We shall use the following intuitive inequality which is a consequence of Lemma
4.2 below.

Nn ≤ sup
P∈Πn−1

∏
v∈N∩P

dN (v) .

We now deduce the following:

P(Nn ≥ t) ≤ P( sup
P∈Πn−1

∏
v∈N∩P

dN (v) ≥ t) ,

= P( sup
P∈Πn−1

∑
v∈N∩P

log(dN (v)) ≥ log t) ,

≤ P( sup
P∈Πn−1

∑
v∈N∩P

dN (v) ≥ log t) .

Now, notice that f(x) = x is c−nice for every c > 0. Thus, according to Theorem 2.2,
there are positive constants z3 and c2 such that, for all t ≥ erz3 ,

P(Nn ≥ t) ≤ e−c2(log t)1/3

.

Or, equivalently, for every u ≥ rz3,

P(κn ≥ u) ≤ e−c2u
1/3

.

This implies notably that:

E(κn) = O(n) .

Lemma 4.2. Let G = (V,E) be a graph with set of vertices V and set of edges E.
Define, for any n ∈ N, any x ∈ V and I ⊂ V :

∆n(x, I) = { s.a paths γ with n edges and s.t. γ0 = x, γ ∩ I = ∅} .

Define:

Nn(x, I) = |∆n(x, I)| .

Then, for any n ≥ 1,

∀x ∈ V, ∀I ⊂ V, Nn(x, I) ≤ sup
γ∈∆n−1(x,I)

∏
v∈γ

d(v) ,

where d(v) stands for the degree of the vertex v.
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Proof. We shall prove the result by induction. When n = 1 it is obviously true. Indeed,
if x ∈ I, then N1(x, I) = 0 and if x 6∈ I, N1(x, I) ≤ d(x). Suppose now that the result
is true until n ≥ 1. Let x ∈ V and I ⊂ V . If x ∈ I, then Nn+1(x, I) = 0. Suppose thus
that x 6∈ I. Then, denoting u ∼ x the fact that u and x are neighbours, and using the
induction hypothesis,

Nn+1(x, I) =
∑
u∼x

Nn(u, I ∪ {x}) ,

≤
∑
u∼x

sup
γ∈∆n−1(u,I∪{x})

∏
v∈γ

d(v) ,

≤
∑
u∼x

sup
u∼x

sup
γ∈∆n−1(u,I∪{x})

∏
v∈γ

d(v) ,

= sup
u∼x

sup
γ∈∆n−1(u,I∪{x})

d(x)
∏
v∈γ

d(v) ,

= sup
γ′∈∆n(x,I)

∏
v∈γ′

d(v) ,

and the induction is proved.

4.2 First passage percolation on the Poisson-Delaunay graph

On any graph G, one can define a First Passage Percolation model (FPP in the sequel)
as follows. Assign to each edge e of G a random non-negative time t(e) necessary for a
particle to cross edge e. The First Passage time from a vertex u to a vertex v on G is
the minimal time needed for a particle to go from u to v following a path on G. This is
of course a random time, and the understanding of the typical fluctuations of this times
when u and v are far apart is of fundamental importance, notably because of its physical
interpretation as a growth model. The model was first introduced by [7] on Zd with i.i.d
passage times. Some variations on this model have been proposed and studied, see [9]
for a review. One of these variations is FPP on the Delaunay triangulation, introduced
in [15], where the graph G is the Delaunay graph of a Lebesgue-homogeneous Poisson
random set in Rd. Often, this Delaunay triangulation is heuristically considered to
behave like a perturbation of the triangular lattice. One important question is whether
the fact that G itself is random affects the fluctuations of the first passage times. Since
it is not already known exactly what is the right order of these fluctuations on the
triangular lattice, one does not have an exact benchmark, but the best bound known
up today is that the variance of the passage time between the origin and a vertex at
distance n is of order O(n/ log n). We are not able to show a similar bound for FPP on
the Delaunay triangulation, but we can show the analogue of Kesten’s bound of [11]:
the above variance is at most of order O(n). This improves upon the results in [13] and
answers positively to open problem 12, p. 169 in [9]. To prove this result, we shall also
need to bound from above the length of the optimal path, as was done in Proposition 5.8
in [10] for the classical model. This requires a separate argument, given in section 4.2.1.
The bound on the variance will be given in section 4.2.2.

4.2.1 Linear passage weights of self-avoiding paths in percolation

When D is a fixed Delaunay triangulation on the plane, the bond percolation model
X = {Xe : e ∈ D} on the Delaunay triangulation, with parameter p and probability law
Pp(.|D), is constructed by choosing each edge e ∈ D to be open, or equivalently Xe = 1,
independently with probability p and closed, equivalently Xe = 0, otherwise. An open
path is a path composed by open edges. We denote by Pp the probability measure
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obtained when D is the Delaunay triangulation based on N , which is distributed like
a Poisson random set on Rd with intensity measure µ. We denote by C0 the maximal
connected sugraph of D composed by edges e that belong to some open path starting
from v0, the point of N whose Voronoi tile contains the origin, and we call it the open
cluster. Define the critical probability:

p̄c(d) = sup
{
p ∈ [0, 1] : ∀α > 0

∑
n≥1

nαPp(|C0| = n) <∞
}
. (4.1)

It is extremely plausible that this critical probability coincides with the classical one,
i.e sup{p s.t. Pp(|C0| = ∞) = 0}, but we are not going to prove this here. By using
Proposition 4.1 to count the number of self-avoiding paths of size n, and then evaluating
the probability that it is an open path, there exists a positive and finite constant B =

B(d) such that if p < 1/B then the probability of the event {|C0| = n} decays like

e−αn
1/(3d)

for some constant α. Consequently:

Lemma 4.3. 0 < 1
B ≤ p̄c(d).

The main result of this section is the following estimate on the density of open edges.

Theorem 4.4. If (1 − p) < p̄c(d) then there exists constants (only depending on p)
a1, a2 > 0 such that

Pp

(
∃ s.a. γ s.t. |γ| ≥ m and

∑
e∈γ

Xe ≤ a1m
)
≤ e−a2m .

Remark 4.5. We could prove Theorem 4.4 directly under (1 − p) < 1/B (again using
Proposition 4.1) but we want to push optimality as far as we can.

To prove Theorem 4.4 we shall first obtain a control on the number of boxes inter-
sected by a self-avoiding path in D. Recall that, in section 3.1, for fixed L > 0 and for
each self-avoiding path γ in D we have defined an animal Ar(γ) := Ar,1(γ) on Gd by
taking the vertices z such that γ intersects Brz . By Corollary 2 in [14] we have:

Lemma 4.6. For each r ≥ 1 there exist finite and positive constants b3, b4, b5, b6 such
that for any x ≥ 0 (check reference)

P

(
min

v0∈γ ,|γ|≥r
|Ar(γ)| < b3x

)
≤ e−b4x , (4.2)

and

P

(
max

v0∈γ ,|γ|≤r
|Ar(γ)| > b5x

)
≤ e−b6x . (4.3)

Proof of Theorem 4.4: Let L > 0, z ∈ Gd. In this section, we call BL/2z a good box if:

(i) For all z′ ∈ Gd with |z− z′|∞ = 2, BL/2z′ is N -nice (recall Definition 3.1),

(ii) For all γ in D connecting BL/2z to ∂B3L/2
z we have

∑
e∈γ Xe ≥ 1 .

Let

Yz(L) = 1I
B
L/2
z is a good box .

Our first claim is: if 1− p < p̄c(d) then

lim
L→∞

Pp
(
Yz(L) = 1

)
= 1 . (4.4)
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Greedy polyominoes and first-passage times

Since the intensity of the underlying Poisson random set is comparable with the Lebesgue
measure (2.1), condition (i) has probability going to one as L goes to infinity. Now, de-
note by EL the event that (ii) is false and (i) is true. Suppose that EL occurs, and let γ be
a path contradicting (ii). We may choose the first edge of γ as some [v1, v2] intersecting

B
3L/2
z . Thanks to Lemma 3.3, and since (i) is true, [v1, v2] lies in B

5L/2
z . Also, there is

a point v′ such that either v1 or v2 lies at distance at least L from v′ and γ connects v1

and v2 to v′ with closed edges. Divide B5L/2
z regularly into subcubes of side length 1.

This partition PL has cardinality of order Ld. For each box B, let A(B) be the event that
there exist a vertex v ∈ N ∩B, v′ ∈ N such that |v− v′| ≥ L, and a path γ in D from v to

v′ such that
∑
e∈γ Xe = 0. Denote by AL the event A(B

1/2
0 ). The remarks we just made

imply that:
Pp
(
EL
)
≤
∑
B∈PL

Pp
(
A(B)

)
≤ cLdPp

(
AL
)
.

Now, let us bound Pp
(
AL
)
. If p = 1, Pp

(
AL
)

= 0, so we suppose that p < 1. Let Bd

denote the ball of center 0 and radius 3
√
d, and let Ed be the set of edges of D lying

completely inside Bd. A simple geometric lemma (see Lemma 5.5 in section 5.2) shows
that if v ∈ N ∩ B1/2

0 , there is a path from v0 to v on D whose edges are in Ed. We can
further restrict this path to belong to a spanning tree Td of the connected component
of v0 in Ed. Thus, if AL holds and if all the edges of Td are closed, then there is a closed
path from v0 to some vertex v′ such that |v′| ≥ L−

√
2. Let L be larger than 2

√
2. Using

(4.3) (with l = 1 and r a constant times L), there exist constants a, b > such that, with
probability greater than (1− e−aL), a path γ in the Poisson-Delaunay triangulation, that
connects v0 to a point v′ such that |v′| ≥ L −

√
2, has at least bL edges. Now, using the

FKG inequality, we have:

Pp(AL|D) ≤ Pp(AL|{∀e ∈ D, Xe = 0}, D) ≤ 1

(1− p)|Td|
(
Pp(|Ccl

0 | ≥ bL|D) + e−aL
)
,

where Ccl
0 is the closed cluster containing 0. Thus:

Pp(AL) ≤ E
[
(1− p)−|Td|

(
Pp(|Ccl

0 | ≥ bL|D) + e−aL
)]

.

Notice that for any x > 0,

E
[
(1− p)−|Td|Pp(|Ccl

0 | ≥ bL|D)
]
≤ E

[
(1− p)−|Td| 1I|Td|≥x

]
,

+E
[
(1− p)−|Td| 1I|Td|<xPp(|C

cl
0 | ≥ bL|D)

]
,

≤ E
[
(1− p)−|Td| 1I|Td|≥x

]
+ (1− p)−xPp(|Ccl

0 | ≥ bL) .

Now, |Td| is less than |Bd|N and notice that |Bd|N has Poisson distribution with param-
eter µ(Bd). Thus, one can find some positive constants C1, C2 and C3, depending only
on µ and d, such that, for every L > 0:

P(|Td| ≥ C1 log(L)) ≤ P(|Bd|N ≥ C1 log(L)) ≤ C2L
−2(d+1) . (4.5)

Now, using Cauchy-Schwartz inequality, and inequality (4.5),

Pp(AL) ≤ e−aLE
[
(1− p)−|Td|

]
+
√
E
[
(1− p)−2|Td|

]
.
√
P(|Td| ≥ C1 log(L)) + LC1 log 1

1−pPp(|Ccl
0 | ≥ bL) ,

≤ e−aLC3 + C3

√
C2L

−(d+1) + LC1 log 1
1−pPp(|Ccl

0 | ≥ bL) ,

EJP 17 (2012), paper 12.
Page 18/31

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v17-1788
http://ejp.ejpecp.org/


Greedy polyominoes and first-passage times

where C3 is some finite bound (depending on p < 1) on
√
E
[
(1− p)−2|Td|

]
(all exponen-

tial moments of a Poisson random variable are finite). Now, if 0 < (1− p) < p̄c(d),

LdP
(
AL
)
≤ Lde−aLC3 + C3

√
C2L

−1 + Ld+C1 log 1
1−pPp(|Ccl

0 | ≥ bL) ,

≤
∑
n≥bL

(n
b

)d+C1 log 1
1−p

Pp(|Ccl
0 | = n) + Lde−aLC3 + C3

√
C2L

−1 ,

which goes to zero as L goes to infinity. This concludes the proof of (4.4).
Our second step is: the collection {Yz(L) : z ∈ Gd} is a 5-dependent Bernoulli field.

To see this, first notice that Yz(L) = Yz(L,N , X). Thus, the claim will follow if we prove

that Yz(L,N , X) = Yz(L,N ∩ B5L/2
z , X). To prove this, assume that Yz(L,N , X) = 0.

Then, either (i) does not hold, or (i) holds and (ii) does not. To see if (i) does not hold, it
is clear that we only have to checkN∩B5L/2

z . If (i) holds and (ii) not, we then use Lemma
2.2 to show that, under (i), inside B3L/2

z the Delaunay triangulation based on N is the
same as the one based on N ∩ B5L/2

z . Thus, if (ii) does not hold for N , it will certainly
not hold for N ∩B5L/2

z . The same argument works to show that if Yz(L,N , X) = 1 then

Yz(L,N ∩B5L/2
z , X) = 1.

With (4.4) and 5-dependence in hands, we can chose L0 ≥ 1 large enough such that

Pp

(
min
A∈Φr

∑
z∈A

Yz < c1r

)
≤ e−c2r , (4.6)

for c1, c2 only depending on L0, where Φr denotes the set of lattice animals of size ≥ r

(see Lemma 9 of [14]).
Let γ be a path in D with v0 ∈ γ and |γ| ≥ m. Let

SL(γ) := {z ∈ AL(γ) : Yz(L) = 1} .

Notice that there exists at least one subset S of SL(γ) such that |z − z′|∞ ≥ 5 for all
z, z′ ∈ S and k = |S| ≥ |SL(γ)|/5d. Now, write S = {z1, . . . , zk}. By Lemma 3.3, one can
find disjoint pieces of γ, say γ1, . . . , γk such that, for i = 1, . . . , k,

∑
e∈γi Xe ≥ 1. Hence,

∑
e∈γ

Xe ≥
k∑
i=1

(∑
e∈γi

Xe

)
≥ |S| ≥ |SL(γ)|

5d
=

∑
z∈AL(γ) Yz(L)

5d
,

which shows that

P

(
∃ s.a. γ s.t. |γ| ≥ m and

∑
e∈γ

Xe ≤ a1m

)
≤ P

(
min

v0∈γ ,|γ|≥m
|AL(γ)| < b3m

)

+ P

(
min

A∈Φb3m

∑
z∈A

Yz ≤ 5da1m

)
.

Combining this together with (4.2) and (4.6), we finish the proof of Theorem 4.4.
�

4.2.2 The variance of the first passage time is at most linear

Let ν be a probability measure on R+. Recall that Ω is the set of locally finite subsets of
Rd. Let π denote the Poisson measure on Rd with intensity µ, where µ is comparable to
the Lebesgue measure on Rd, in the sense of (2.1). Let Ed denote the set of pairs {x, y}
of points of Rd. We endow the space Ω × REd+ with the product measure π ⊗ ν⊗Ed and
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each element of Ω ×REd+ is denoted (N , τ). This means that N is a Poisson random set
with intensity µ, and to each edge e ∈ D(N ) is independently assigned a non-negative
random variable τ(e) from the common probability measure ν.

The passage time T (γ) of a path γ in the Delaunay triangulation is the sum of the
passage times of the edges in γ:

T (γ) =
∑
e∈γ

τ(e) .

The first-passage time between two vertices v and v′ is defined by

T (v, v′) := T (v, v′,N , τ)) = inf{T (γ) ; γ ∈ Γ(v, v′,N )} .

where Γ(v, v′,N ) is the set of all finite paths connecting v to v′. Given x, y ∈ R we define
T (x, y) := T (v(x), v(y)).

Remark that (N , τ) 7→ T (x, y) is measurable with respect to the completion of F ⊗
B(R+)⊗Ed , where B(R+) denotes the Borel σ-field over R+ and F is the smallest algebra
on Ω which lets the coordinate applications N 7→ 1Ix∈N measurable. To see this, fix
x, y ∈ Rd and for each r > |x, y| define Tr(x, y) to be the first-passage time restricted to
the Delaunay graph D(N ∩ Dr(x)), where Dr(x) is the ball centred at x and of radius
r. Then clearly Tr is measurable, since it is the infimum over a countable collection
of measurable functions. On the other hand, Tr(x, y) is non-increasing with r, and so
T = limr→∞ Tr(x, y) is also measurable.

We may now state the announced upper-bound on the typical fluctuations of the first
passage time. We denote by Mk(ν) the k − th moment of ν:

Mk(ν) =

∫
|x|k dν(x) .

Theorem 4.7. For any natural number n ≥ 1, let ~n denote the point (n, 0, . . . , 0) ∈ Rd.
Assume that ν({0}) < p̄c and that

M2(ν) :=

∫
x2 dν(x) <∞ .

Then, as n tends to infinity,

Var(T (0, ~n, τ,N )) = O(n) .

Before we prove Theorem 4.7, we need to state a Poincaré inequality for Poisson
random sets (for a proof, see for instance [8], inequality (2.12) and Lemma 2.3).

Proposition 4.8. Let F : Ω→ R be a square integrable random variable. Then,

Varπ(F ) ≤ Eπ(V−(F )) ,

where:

V−(F )(N ) =
∑
v∈N

(F (N )− F (N \ {v}))2
− +

∫
(F (N )− F (N ∪ {x}))2

− dλ(x) .

A geodesic between x and y, in the FPP model, is a path ρ(x, y) connecting vx to vy
and such that

T (x, y) = T
(
ρ(x, y)

)
=

∑
e∈ρ(x,y)

τ(e) .

When a geodesic exists, we shall denote by ρn(τ,N ) a geodesic between 0 and ~n with
minimal number of vertices. If there are more than one such geodesics, we select one
according to some deterministic rule. We shall write Tn(τ,N ) for T (0, ~n, τ,N ).

To control the length of ρn(τ,N ) we use the following lemma.
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Lemma 4.9. There exist positive constants a0, C1 and C2 depending only on ν({0}) and
d, and a random variable Zn such that if ν({0}) < p̄c(d), then for every n and every m,

P(|ρn(τ,N )| ≥ m) ≤ e−C1m + P(Zn > a0m) ,

and
E(Zn) ≤ C2n .

Proof. For any a > 0, and m ∈ N,

P(|ρn(τ,N )| ≥ m) ≤ P(∃ s.a. γ s.t. |γ| ≥ m and
∑
e∈γ

τ(e) ≤ am)

+ P(Tn(τ,N ) > am) .

Fix ε > 0 such that P(τe > ε) < p̄c and let Xe = 1I{τe > ε}. Then εXe ≤ τe, and
consequently

P(∃ s.a. γ s.t. |γ| ≥ m and
∑
e∈γ

τ(e) ≤ am) ≤ P(∃ s.a. γ s.t. |γ| ≥ m and
∑
e∈γ

Xe ≤ a′m) ,

where a′ = a/ε. Choosing a0 = εa1 with a1 as in Theorem 4.4, this implies that

P(∃ s.a. γ s.t. |γ| ≥ m and
∑
e∈γ

τ(e) ≤ a0m) ≤ e−a2m .

This is the analogue of Proposition 5.8 in [10]. Finally, in Corollary 4 of [14], it is
shown that there is a particular path γn from 0 to ~n, that is independent of τ and whose
expected number of edges is of order n. This path is constructed by walking through
neighbour cells that intersect line segment [0, ~n] (connecting 0 to ~n). Hence, the size of
γn is at most the number of cells intersecting [0, ~n], which turns to be of order n. Thus,
denoting Zn =

∑
e∈γ(0,~n) τ(e) the passage time along this path, we have:

P(Tn(τ,N ) > a0m) ≤ P(Zn > a0m) . (4.7)

Using only the fact that the edge-times possess a finite moment of order 1, there is a
constant C2 such that:

E(Zn) = E(τe)E(|γn|) ≤ C2n .

Proof of Theorem 4.7 : Let F be a function from Ω × REd+ to R that is measurable
with respect to the completion of F ⊗ B(R+)⊗Ed . If for π-almost all ω, the functions
τ 7→ F (ω, τ) are square integrable with respect to ν⊗Ed , we define the following random
variables:

Eν(F ) :

{
Ω → R

N 7→
∫
F (N , τ) dν⊗Ed(τ)

Varν(F ) = Eν(F 2)− Eν(F )2 ,

and for any function g in L2(Ω, π),

Eπ(g) :=

∫
g(N ) dπ(N ) ,

Varπ(g) := Eπ(g2)− Eπ(g)2 .
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We shall use the following decomposition of the variance:

Var(F ) = Eπ(Varν(F )) + Varπ(Eν(F )) .

To show that Eπ(Varν(Tn)) = O(n) is now standard. Indeed, π-almost surely (see (2.17)
and (2.24) in [11]):

Varν(Tn) ≤ 2M2(ν)Eν(ρn) .

Thus,

Eπ(Varν(Tn)) ≤ 2M2(ν)E(ρn) = O(n) ,

according to Lemma 4.9. The harder part to bound is Varπ(Eν(Tn)). Let us denote by
Fn the random variable Eν(Tn). We want to apply Proposition 4.8 to Fn. First note that
Fn belongs to L2(Ω, π): this follows from (4.7). We claim that:

∀v ∈ N , (Fn(N )− Fn(N \ {v}))2
− ≤ 4M2(ν)dN (v)2Eν( 1Iv∈ρn(τ,N )) , (4.8)

and

∀x 6∈ N , (Fn(N )− Fn(N ∪ {x}))2
− ≤ 4M1(ν)2Eν( 1Ix∈Γ(N ,ρn(τ,N ))) . (4.9)

Indeed, suppose first that v belongs to N . If v 6∈ ρn(τ,N ), then ρn(τ,N ) is still included
in D(N \{v}). This implies that Tn(τ,N \{v}) ≤ Tn(τ,N ). Suppose that on the contrary,
v ∈ ρn(τ,N ). Let S1(N , v) be a spanning tree of the (connected, since d ≥ 2) subgraph
induced by all the neighbors of v. Define a set of edges S2(N , v) containing all the edges
of ρn(τ,N ) that are still in D(N \ {v}), and all the edges of S1(N , v). Then, S2(N , v) is a
set of edges in D(N \{v}) which contains a path from 0 to ~n. From these considerations,
we deduce that for v in N :

(Fn(N )− Fn(N \ {v}))− ≤ Eν [(Tn(τ,N )− Tn(τ,N \ {v}))−] ,

≤ Eν

 ∑
e∈S2(N ,v)

τ(e)−
∑

e∈ρn(τ,N )

τ(e)

 1Iv∈ρn(τ,N )

 ,

≤ Eν [
∑

e∈S1(N ,v)

τ(e) 1Iv∈ρn(τ,N )] ,

≤

√√√√√√Eν

 ∑
e∈S1(N ,v)

τ(e)

2
√Eν( 1Iv∈ρn(τ,N )) ,

where we used Cauchy-Schwarz inequality. Using the independence of the variables
τ(e) and the fact that the number of edges in S1(N , v) is dN (v) − 1, we obtain claim
(4.8). To see that claim (4.9) is true, suppose that x does not belong to N . If x is not in
Γ(N , ρn(τ,N )), obviously ρn(τ,N ) is still included in D(N ∪{x}). Thus, Tn(τ,N ∪{x}) ≤
Tn(τ,N ). On the contrary, if x is in Γ(N , ρn(τ,N )), there are two special neighbors
of x, vin(x) and vout(x) such that ρn(τ,N ) still connects vin(x) to 0 and vout(x) to ~n in
D(N ∪ {x}). Let S3(N , x) be the set of edges containing all the edges of ρn(τ,N ) that
are still in D(N ∪ {x}), plus the two edges (vin(x), x) and (x, vout(x)). S3(N , x) contains
a path in D(N ∪ {x}) from 0 to ~n. Notice that vin(x) and vout(x) depend on N and
(τ(e))e∈D(N ), and that conditionnally onN , τ(vin(x), x) and τ(x, vout(x)) are independent
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from (τ(e))e∈D(N ). From this, we deduce that for x not in N ,

(Fn(N ) − Fn(N ∪ {x}))−
≤ Eν [(Tn(τ,N )− Tn(τ,N ∪ {x}))−] ,

≤ Eν

[{ ∑
e∈S3(N ,x)

τ(e)−
∑

e∈ρn(τ,N )

τ(e)
}

1Ix∈Γ(N ,ρn(τ,N ))

]
,

≤ Eν [{τ(vin(x), x) + τ(x, vout(x))} 1Ix∈Γ(N ,ρn(τ,N ))] ,

≤ Eν [Eν{τ(vin(x), x) + τ(x, vout(x))|(τ(e))e∈D(N )} 1Ix∈Γ(N ,ρn(τ,N ))] ,

= 2M1(ν)Eν( 1Ix∈Γ(N ,ρn(τ,N ))) ,

which proves claim (4.9) via Jensen’s inequality. Now, these two claims together with
Proposition 4.8 applied to Fn give:

Var(Fn) ≤ 4M2(ν)E(
∑

v∈ρn(τ,N )

dN (v)2) + 4M1(ν)2E(λ(Γ(N , ρn(τ,N ))) . (4.10)

We shall conclude using Lemma 4.9, Proposition 2.5 and Theorem 2.2. Let z1 be as in
Theorem 2.2, and a as in Lemma 4.9. Notice that f : x 7→ x2 is c-nice for any c > 0.

E[
∑

v∈ρn(τ,N )

f(dN (v))] = n

∫ ∞
0

P(
∑

v∈ρn(τ,N )

f(dN (v)) > nz) dz ,

≤ nz1 +

∫ ∞
z1

P(
∑

v∈ρn(τ,N )

f(dN (v)) > nz) dz ,

From Lemma 4.9 and Theorem 2.2, we have:

P(
∑
v∈ρn

f(dN (v)) > nz) ≤ P(|ρn| > nz/z1) +

nz/z1∑
k=0

P(Fk > nz) ,

≤ e−C1(nz/z1) + P(Zn > a0nz/z1) +
nz

z1
e−c2(c3nz)

1/4

,

and thus, using that E(Zn) = O(n), we get:

E[
∑

v∈ρn(τ,N )

f(dN (v))] = O(n) .

The proof that E(λ(Γ(N , ρn(τ,N ))) = O(n) is completely similar, using Proposition 2.5
and Lemma 4.9. Theorem 4.7 now follows from (4.10).

�

4.3 Stabbing number

The stabbing number stn(D(N )) of D(N ) ∩ [0, n]d is defined in [1] as the maximum
number of Delaunay cells that intersect a single line in D(N )∩ [0, n]d. In [1], the follow-
ing deviation result for the stabbing number of D(N) ∩ [0;n]d is announced in Lemma
3, and credited to Addario-Berry, Broutin and Devroye. In fact, the precise reference is
unavailable, and it seems, according to [2], that the proof worked only in dimension 2.

Lemma 4.10 (Addario-Berry, Broutin and Devroye). Fix d ≥ 1. Then, there are con-
stants κ = κ(d), K = K(d) such that:

E(stn(D(N ))) ≤ κn ,

and, for any α > 0,
P(stn(D(N )) > (κ+ α)n) ≤ e−αn/(K logn) .
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The importance of Lemma 4.10 is due to the fact that it is the essential tool to prove
that simple random walk on D(N ) is recurrent in R2 and transient in Rd for d ≥ 3. Here,
we show that our method allows to improve Lemma 4.10 as follows.

Lemma 4.11. Fix d ≥ 1. Then, there are constants κ = κ(d), K = K(d) such that:

E(stn(D(N ))) ≤ κn ,

and, for any α > 0,
P(stn(D(N )) > (κ+ α)n) ≤ e−αn .

Proof. Since the proof is very close to the proof of Proposition 2.5, we only sketch the
main differences. We divide the boundary of [0, n]d into 2d2d−1nd−1 (d− 1)-dimensional
cubes of (d − 1)-volume 1, and call this collection Sn. For each pair of cubes (s1, s2)

in Sn, we define st(s1, s2) as the maximum number of Delaunay cells that intersect a
single line-segment going from a point in s1 to a point in s2. Let V (s1, s2) be the union
of those line-segments. Notice that st(s1, s2) is bounded from above by the number of
points which belong to the union of the Delaunay cells intersecting V (s1, s2). Lemma
3.3 allows us to control those points. We obtain the following analogue of Lemma 3.4.

Lemma 4.12.

P[st(s1, s2) > t] ≤
3d∑
i=1

P

 ∑
C∈Cl3r,i(A3r,i(V (s1,s2)))

|C|N >
t

3d.2


+

3d∑
i=1

P

[
sup

φ∈SAn
|A3r,i(V (s1, s2))|N >

t

3d.2

]
.

Note that the cardinals of A3r,i(V (s1, s2)), i = 1, . . . , 3d are of order O(n), and the
possible choices for the pair (s1, s2) is of order O(n2(d−1)). Now, when r is chosen large
enough (see section 5.1), Lemma 4.11 follows from Lemmas 3.6, 5.2 and 5.1.

5 Appendix

5.1 Proof of Lemma 3.5

It suffices to prove Lemma 3.5 for i = 1, so we shall omit i as a subscript or su-
perscript. Remark first that, as already noted at the beginning of section 3.1, pr :=

supi supz P(Xr,i
z = 1) tends to 0 as r tends to infinity. Let us choose r0 in such a way that

for any r ≥ r0,
pr < pc(Gd) ,

where pc(Gd) is the critical probability for site percolation on Gd. When r ≥ r0, we are
in the so-called “subcritical” phase for percolation of clusters of (N , 6)-bad boxes. From
now on, we fix r to satisfy r ≥ r0 and we shall omit r as a subscript or superscript, to
shorten the notations. It is well known that in this “subcritical” phase, the size of the
(bad)-cluster containing a given vertex decays exponentially (see [6], Theorem (6.75)).
For instance, there is a positive constant c, which depends only on r, such that,

P(|Cl(0)| ≥ x) ≤ e−cx . (5.1)

Remark that there is probably an exponential number of animals of size less than m,
and therefore, if

∑
C∈Cl(A) g(|Ad(C)|) had an exponential moment, where g(x) = xf(x),

it would be easy to bound the first summand in the right-hand term of the inequality
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above. When f(x) is larger than x,
∑

C∈Cl(A) g(|Ad(C)|) surely does not have exponen-
tial moments. Therefore, we have to refine the standard argument. This refinement is
a chaining technique essentially due to [4] and we rely heavily on that paper.

We shall prove (3.6), the proof of (3.7) being similar and easier. We begin by stating
and proving two lemmas on site percolation.

Lemma 5.1. For all r > r0 there is a constant c9 (depending only on r) such that:

P(|Ad(Cl(0))|N > s) ≤ Ppr (|Ad(Cl(0))|N > s) ≤ 2e−c9s .

where by Ppr , we mean that every site is open with the same probability

pr = sup
i

sup
z
P(Xr,i

z = 1) < pc(Gd) .

Proof. First, we shall condition on the value of X = (Xz). Let u be a positive real
number.

P(|Ad(Cl(0))|N > s|X) ≤ e−usE(eu|Ad(Cl(0))|N |X)) .

Define:
∂∞Cl(0) = Ad(Cl(0)) \Bl(Cl(0)) .

Remark that, X being fixed, |Ad(Cl(0))|N = |Cl(0)|N + |∂∞Cl(0)|N and the two sum-
mands are independent. Through the comparison to Lebesgue’s measure 2.1, the term
|Cl(0)|N is stochastically dominated by a sum of |Cl(0)| independent random variables,
each of which is a sum of independent random variables with a Poisson distribution of
parameter β = β(r), conditioned on the fact that one of them at least must be zero.
The term |∂∞Cl(0)|N is stochastically dominated by a sum of at most cd|Cl(0)| random
variables (cd only depending on d), each of which is a sum of independent random vari-
ables with Poisson distribution, conditioned on the fact that all of them are greater than
one. Obviously, the sum of independent random variables with a Poisson distribution,
conditioned on the fact that one of them at least must be zero is stochastically smaller
than the sum of the same number of independent random variables with Poisson distri-
bution, conditioned on the fact that all of them are greater than one. If Z is a Poisson
random variable with parameter β, one has:

E(euZ |Z ≥ 1) =
eβ(eu−1) − e−β

1− e−β
.

Therefore,

E(eu|Ad(Cl(0))|N |X) ≤
(
eβ(eu−1)

1− e−β

)7|Cl(0)|

,

and thus:

P(|Ad(Cl(0))|N > s|X) ≤ e−us
(
eβ(eu−1)

1− e−β

)7|Cl(0)|

.

Let us denote φ(t) = t log t− t+ 1, K = 1

(1−e−β)
1
β

and K ′ = φ−1(2 logK). Remark that φ

is a bijection from [1,+∞) onto [0,+∞). Minimizing in u gives:

P(|Ad(Cl(0))|N > s|X) ≤
[
Ke−φ( s

7β|Cl(0)| )
]7β|Cl(0)|

1I s
K′≥7β|Cl(0)| + 1I s

K′≤7β|Cl(0)| ,

≤ e−
7
2β|Cl(0)|φ( s

7β|Cl(0)| ) 1I s
K′≥7β|Cl(0)| + 1I s

K′≤7β|Cl(0)| .

Remark that:

∀x > 1, φ(x) ≥ min{x− 1,
(x− 1)2

e2 − 1
} .
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Therefore, if s
7β|Cl(0)| ≥ K

′ > 1, denoting: K̄ = 1
2 min{1− 1

K′ ,
(K′−1)2

2K′(e2−1)},

7

2
β|Cl(0)|φ

(
s

7β|Cl(0)|

)
≥ K̄s . (5.2)

This leads to:

P(|Ad(Cl(0))|N > s|X) ≤ e−K̄s + 1I s
K′≤7β|Cl(0)| . (5.3)

Therefore, denoting c9 = min{K̄, c
7βK′ }, we get the desired result (notice that β and

K ′ depend on r).

Lemma 5.2. Let Λ be a finite subset of Zd. If f is an increasing function from N to
[1,+∞[,

E(ΠC∈Cl(Λ)f(|C|)) ≤ E(f(|Cl(0)|))|Λ| .

Proof. See Lemma 7 in [14].

We may now complete the proof of Lemma 3.5. we fix m and n two integers such
that n ≥ m. First, we get rid of the variables |Ad(C)|N which are greater than q(n).
Remark that, denoting Λdm = [−m,m]d ∩Gd,

max
A∈Φm

∑
C∈Cl(rA)

g(|Ad(C)|N ) ≤
∑

z∈Λdm

g(|Ad(Cl(z))|N ) .

Then,

P(∃ z ∈ Λdm s.t. g(|Ad(Cl(z))|N ) > q(n)) ≤ (2m+ 1)dPpr (g(|Ad(Cl(0))|N ) > γ(m)) ,

≤ (2m+ 1)dPpr (|Ad(Cl(0))|N > l(q(n))) .

Denote by c9 the constant of Lemma 5.1. For every m:

P(∃ z ∈ Λdm s.t. g(|Ad(Cl(z))|N ) > q(n)) ≤ (m+ 1)de−c9l(q(n)) . (5.4)

Now, we want to bound from above the following probability:

P( max
A∈Φm

∑
Cl(0)∈Cl(0)(rA)

g(|Ad(Cl(0))|N ) 1I∀z∈Λdm, g(|Ad(Cl(z))|N )≤q(n)) .

First, Lemma 1 in [4] (Lemma 5.3 below) remains true in our setting, without any modi-
fication (just remark that the condition l ≤ n in their lemma is in fact not needed). Then,
we define the following box in Gd, centered at x ∈ Gd:

Λ(x, l) = {(x1 + k1, . . . , xd + kd) ∈ Gd s.t. (k1, . . . , kd) ∈ [−l, l]d} .

Lemma 5.3. Let A be a lattice animal of Gd containing 0, of size |A| = m and let 1 ≤ l.
Then, there exists a sequence x0 = 0,x1, . . . ,xh ∈ Gd of h + 1 ≤ 1 + (2m − 2)/l points
such that

A ⊂
h⋃
i=0

Λ(lxi, 2l),

and

|xi+1 − xi|∞ ≤ 1, 0 ≤ i ≤ h− 1 .
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Continuing to follow [4] , we shall use Lemma 5.3 at different “scales” k, covering a
lattice animal by 1 + (2m − 2)/lk boxes of length 4lk + 1. We shall choose lk later. For
any animal A and 0 < L,R <∞ define:

S(L,R;A) =
∑

C∈Cl(rξ)

g(|Ad(C)|N ) 1IL≤g(|Ad(C)|N )<R .

Suppose that c0 and (t(n, k))k≤log2 q(n) are positive real numbers such that:∑
k≤log2 q(n)

2kt(n, k) ≤ c0n . (5.5)

We shall choose these numbers later. Let c′ be a positive real number to be fixed later
also, and define a = 1 + c′c0,

P(∃ A ∈ Φm with S(0, q(n);A) > an)

≤
∑
k≥0

2k≤q(n)

P(∃ A ∈ Φm with S(2k, 2k+1;A) > c′t(n, k)2k) .

Now, fix k for the time being, let A be an animal of size at most m, containing 0, let
x0 = 0,x1, . . . ,xh be as in Lemma 5.3 and define Λm,k :=

⋃
i≤h Λ(lkxi, 2lk). Clearly,

S(2k, 2k+1;A)

≤ 2k+1
(
number of C ∈ Cl (Λn,k) with g(|Ad(C)|N ) ≥ 2k

)
.

Lemma 5.4. There exists c10 ∈ (0,∞) such that for all t ≥ 3|Λ|e−c9s

P

 ∑
C∈Cl(Λ)

1Ig(|Ad(C)|N )>2k > t

 ≤ e−c10t .

Proof. Let L be a positive real number. Notice that, conditionally onX, (|Ad(C)|N )C∈Cl(Λ)

are independent. Thus,

P

 ∑
C∈Cl(Λ)

1I|Ad(C)|N>s > t

 ≤ e−LtE(ΠC∈Cl(Λ)E(eλ 1I|Ad(C)|N>s |X)
)
. (5.6)

But,

E(eL 1I|Ad(C)|N>s |X) = eλP(|Ad(C)|N > s|X) + (1− P(|Ad(C)|N > s|X)) ,

= 1 + P(|Ad(C)|N > s|X)(eL − 1) .

From equation (5.3), we know that:

P(|Ad(C)|N > s|X) ≤ e−K̄s + 1I s
K′≤7β|C| .

Remark that the right-hand side of this inequality is an increasing function of |C|. Using
Lemma 5.2 in equation (5.6), we deduce:

P

 ∑
C∈Cl(Λ)

1I|Ad(C)|N>s > t

 ≤ e−Lt(1 + (eL − 1)

[
e−K̄s + Ppr (|Cl(0)| > s

7βK ′
)

])|Λ|
.
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Using inequality (5.1), and recalling that c9 = inf{K̄, c
7βK′ },

P

 ∑
C∈Cl(Λ)

1I|Ad(C)|N>s > t

 ≤ e−Lt
(
1 + 2(eλ − 1)e−c9s

)|Λ|
,

≤ e−Lte2|Λ|(eL−1)e−c9s ,

Now, if t ≥ 2|Λ|e−c9s, minimizing over L gives:

P

 ∑
C∈Cl(Λ)

1Ig(|Ad(C)|N )>2k > t

 ≤ et−t log t

2|Λ|e−c9s
−2|Λ|e−c9s

= e
−2|Λ|e−c9sφ

(
t

2|Λ|e−c9s

)
.

Suppose now that t ≥ 3|Λ|e−c9s. Using the same argument which led to (5.2), we get
that there exists c10 > 0, depending only on r, such that:

∀ t ≥ 3|Λ|e−c9s, P

 ∑
C∈Cl(Λ)

1Ig(|Ad(C)|N )>2k > t

 ≤ e−c10t .

Remark that:

|Λm,k| ≤
2m

lk
(4lk + 1)2 ≤ 50mlk .

Suppose now that
t(n, k) ≥ 150nlke

−c9l(2k) . (5.7)

The number of choices for 0 = x0,x1, . . . ,xh in Lemma 5.3 is at most 9h. Therefore,

P(∃ A ∈ Φm with S(2k, 2k+1;A) > ct(n, k)2k+1) ≤ 9
2m
lk e−c10c

′t(n,k) .

In view of the last inequality and (5.4), we would be happy if we had

t(n, k) ≥ c̄l(q(n))

and

c10c
′t(n, k) ≥ (2 log 9).

2m

lk
.

Of course, we still have to check conditions (5.5) and (5.7), and we can choose c′ as
large as we need. A natural way to proceed is first to choose lk in such a way that the
right-hand side in (5.7) is proportional to m

lk
, and then to take large enough. Recall that

n ≥ m. Thus, define:

lk =
⌈
e
c9
2 l(2

k)
⌉
.

Choose
t(n, k) = max{150mlke

−c9l(2k), l(q(n))} .

Let c′ be such that:

c′ ≥ 4 log 9

150c10
.

This ensures that:

c′c10t(n, k) ≥ (4 log 9)nlke
−c9l(2k) ≥ (2 log 9)

2n

lk
.
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Therefore,

P(∃ A ∈ Φm with S(2k, 2k+1;A) > c′t(n, k)2k+1) ≤ e−c10c
′t(n,k)/2 . (5.8)

Condition (5.7) is trivially verified from the definition of t(n, k). Now, let us check con-
dition (5.5). Now, assume that f is 4

c9
-nice. Then, using the definition of lk,∑

k≤log2 q(n)

2k+1150nlke
−c9l(2k) ≤ 300n

∑
k

elog(2k)− c92 l(2
k) .

By our assumption,

lim sup
k→∞

elog(2k)− c92 l(2
k)

(2
1
3 )k

≤ 1 ,

and therefore,
Σ :=

∑
k

elog(2k)− c92 l(2
k) <∞ .

On the other hand, ∑
k≤log2 q(n)

2k+1l(q(n)) ≤ 4q(n)l(q(n)) ≤ 4n ,

by definition of q(n). Therefore, condition (5.5) is checked with

c0 = 300Σ + 4 .

Remark also that g(x) ≥ x, and hence l(y) ≤ y. Therefore:

n ≤ (q(n) + 1)l(q(n) + 1) ≤ (q(n) + 1)2 ,

q(n) ≥ m1/2 − 1 ,

and thus, if

lim inf
y→∞

l(y)

log y
≥ (4d+ 1)

c9
(5.9)

then
d log(m+ 1)− c9

2
l(q(n)) −−−−→

n→∞
−∞ ,

and therefore, there exist a constant c11 such that:

∀n ≥ m, (m+ 1)de−c9l(q(n)) ≤ c11e
− c92 l(q(n)) .

Since q(n) ≤ n, we get in the same way that there is a constant c12 such that:∑
k≤log2 q(n)

e−c10ct(n,k)/2 ≤ log2 q(n)e−c10cl(q(n))/2 ≤ c12e
−c10cl(q(n))/4 ,

provided that (5.9) holds. Therefore, we define c5 = sup{ 6
c ,

4d+1
c9
}, and we suppose that

lim inf
y→∞

l(y)

log y
≥ c5 . (5.10)

Then, for c6 = a = 1 + cc0, there exists a positive constant c7 such that:

P( sup
A∈Φm

∑
C∈Cl(rξ)

g(|Ad(Cl(0))|N ) > c6n) ≤ (m+ 1)2e−c̄l(q(n))

+
∑

k≤log2 q(n)

e−c10ct(n,k)/2 ,

≤ e−c7l(q(n)) ,

where the first inequality follows from (5.4) and (5.8). This concludes the proof of
Lemma 3.5. �
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5.2 Two simple geometric lemmas

Lemma 5.5. Let N be a locally finite set of points in Rd and D the Delaunay triangu-
lation based on N . Let u and v be two distinct points in N . Then, there is a path on D
going from v to u and totally included in the (closed) ball of center u and radius |u− v|.

Proof. First we show that there is a neighbour w of v in D inside the (closed) ball of
diameter [u, v]. To see this, let us define by (Bα)α∈[0,1] the collection of euclidean balls
such that Bα has diameter [v, xα], where xα = v + α(u − v). Notice that Bα ⊂ Bα′ as
soon as α ≤ α′. Define:

α0 := min{α ∈ [0, 1] s.t. ∃w′ ∈ N \ {v} ∩Bα} .

This is indeed a minimum because N is locally finite. Notice also that the set is non-
empty since it contains α = 1. Thus the interior of Bα0 does not intersect N , but ∂Bα0

contains (at least) two points of N (including v). This implies that there is a point on
the sphere ∂Bα0 which is a neighbour of v. So we have proved that there is a neighbour
w1 of v inside the ball of diameter [u, v]. Then, as long as the neighbour obtained is
different from u, we may iterate this construction to get a sequence of neighbours
w0 = v, w1, w2, . . . such that wi+1 belongs to the ball of diameter [u,wi]. All these balls
are included in the ball of center u and radius |u − v|. Since N is locally finite, this
construction has to stop at some k, when the condition that wk is distinct from u is no
longer satisfied. Then the desired path is constructed.

For the next lemma, recall that a locally finite set of points N in Rd is said to be
“in generic position” if every subset of points of cardinal d + 1 can be circumscribed
a unique d-dimensional sphere and if no d + 2 points in N are co-spherical, i.e. lie
on a common sphere in Rd. It is well known that a Poisson random set with intensity
comparable to the Lebesgue measure is in generic position with probability 1.

Lemma 5.6. Let N be a locally finite set of points in Rd in generic position and define,
for any edge e of the Delaunay graph D(N ):

Γ(N , e) = {x ∈ Rd s.t. e 6⊂ D(N ∪ {x}} .

Then,

Γ(N , e) =
⋂

∆3e

o

B(∆) ,

where the intersection is taken over all Delaunay cells ∆ which contain e.

Proof. Let us define, for any pair of vertices {u, v} in N , the following convex (d − 1)-
dimensional polytope:

P ({u, v}) := {y ∈ Rd s.t. d(y, u) = d(y, v) ≤ d(y, w) ∀w ∈ N} ,

where d is the euclidean distance. P ({u, v}) is non-empty if and only if Cu and Cv share
a (d− 1)-dimensional face i.e when {u, v} is an edge of D(N ), and in this case, P ({u, v})
is precisely this common face. Now, let e = {u, v} be an edge of D(N ), and let x be a
point of Rd. Then, e 6⊂ D(N ∪{x}) if and only if all the points of P (e) are (strictly) closer
to x than to u (or v, but this is the same since d(y, u) = d(y, v) for y in P (e)). But this
is a convex condition: this merely means that P (e) is included in the open half space
containing x and with boundary the median hyperplane of [x, u]. Thus e 6⊂ D(N ∪ {x})
if and only if all the extreme points of the convex (d− 1)-dimensional polytope P (e) are
closer to x than to u. But these extreme points are those points y ∈ P (e) for which there
are d− 1 different points w in N \ {u, v} such that d(y, u) = d(y, v) = d(y, w) (recall that
N is in generic position). These are the centers of the circumballs of the Delaunay cells.

Thus e 6⊂ D(N ∪ {x}) if and only x belongs to
⋂

∆3e
o

B(∆).
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