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Abstract: In the field of genetics, the concept of heritability refers to the
proportion of variations of a biological trait or disease that can be explained
by genetic factors. Quantifying the heritability of a disease is a fundamental
challenge in human genetics, especially when the causes are plural and not
clearly identified. Although the literature regarding heritability estimation
for binary traits is less rich than for quantitative traits, several methods
have been proposed to estimate the heritability of complex diseases. How-
ever, to the best of our knowledge, the existing methods are not supported
by theoretical grounds. Moreover, most of the methodologies do not take
into account a major specificity of the data coming from medical studies,
which is the oversampling of the number of patients compared to controls.
We propose in this paper to investigate the theoretical properties of the
Phenotype Correlation Genotype Correlation (PCGC) regression developed
by Golan, Lander and Rosset (2014), which is one of the major techniques
used in statistical genetics and which is very efficient in practice, despite
the oversampling of patients. Our main result is the proof of the consistency
of this estimator, under several assumptions that we will state and discuss.
‘We also provide a numerical study to compare two approximations leading
to two heritability estimators.
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1. Introduction

In the field of genetics, the concept of heritability refers to the proportion of
variations of a biological trait or disease that can be explained by genetic factors.
Quantifying the heritability is a major challenge for diseases that are suspected
to have a strong genetic component but whose causes are often vague and mul-
tiple. Indeed, determining a high value of heritability is a powerful argument in
favor of further research for genetic causes, but it also opens the possibility of
predicting a risk of illness based on the genetic background.

There exist several methods to estimate the heritability of quantitative traits,
which we will describe hereafter, with interesting theoretical and practical prop-
erties. Regarding binary traits, such as the presence or absence of a disease, a
few methodologies have been proposed, but as far as we know, none of them
has been validated theoretically. Golan, Lander and Rosset (2014) developed
a method, called phenotype correlation genotype correlation (PCGC) regres-
sion, that they compared to recent methodologies and which was shown to be
very efficient in practice. The aim of this paper is to investigate the theoretical
properties of the PCGC method.
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Let us first recall the main existing methods to estimate the heritability of
quantitative traits, which will be strongly linked to the methods used for binary
traits. Linear Mixed Models (LMMs) have been widely used for estimating the
heritability of quantitative traits. Indeed, Yang et al. (2010) proposed for in-
stance to estimate the heritability of human height by using a classical LMM
defined by

Y = X3+ Zu +e, (1.1)

where Y = (Y4q,...,Y,,) is the vector of observations of a phenotype of in-
terest, X is a m x p matrix of predictors (or fixed effects), B is a p x 1 vector
containing the unknown linear effects of the predictors, and u and e correspond
respectively to the genetic and the environmental random effects. We assume
that u and e are Gaussian random effects with variances o*?Idg~y and o2Idgm
respectively. Moreover, Z is a m X N matrix which contains the genetic infor-
mation. They proposed to estimate the parameter

*2
_ Noy,
- *2 *27
No¥? + ot

*

n (1.2)
commonly considered as the mathematical definition for heritability since it
determines how the variance is shared between u and e.

Several methods were developed to estimate the parameter n*, see Patterson
and Thompson (1971), Searle, Casella and McCulloch (1992), Yang et al. (2011),
Pirinen, Donnelly and Spencer (2013), Zhou and Stephens (2012).

From a theoretical point of view, Bonnet, Gassiat and Levy-Leduc (2015)
showed the asymptotic normality of the maximum likelihood estimator of n* as
well as a central limit theorem leading to confidence intervals for n*.

The previous model and the corresponding methods obviously do not apply
when considering non continuous traits. However, the quantitative and the bi-
nary cases can be related by assuming the existence of an underlying Gaussian
variable linked to the binary phenotype. More precisely, it consists of assum-
ing that the observations Y1,...,Y,, are distributed according to the following
Generalized Linear Mixed Model (GLMM):

Y; ~ B(p:) (1.3)

with p; = ¢g71(G;) where g is a link function and G; a Gaussian variable.

A particular case, which is very often used to define heritability of binary
traits, is when g is a probit link function.

This model was proposed by Falconer (1965), who assumed that the binary
observations could be seen as an indicator function of a Gaussian variable ex-
ceeding a given threshold ¢:

Y= jl{lri>t}a (1.4)

with 1; defined by
l=Zu+e (1.5)
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and 1= (1,...,1,), u ~ N(0,02Idg~) and e ~ N(0, 02Idg~ ), like in classical
LMM defined in Equation (1.1). The heritability is then intuitively defined “at
the liability scale”, which means that it is the heritability of the unobserved
continuous trait 1, and it is given by the same expression (1.2) as for quantitative
traits.

Observe that the threshold ¢ is directly linked to the prevalence of the disease
in the population, that is the proportion K of the population which is affected
by the disease. Indeed,

K=P(Y; =1)=P(; > t). (1.6)

The unobserved Gaussian variable 1 = (13,...,1,) is called the liability in this
model, which is usually called the “liability threshold model” (Falconer (1965),
Lee et al. (2011), Tenesa and Haley (2013)) and has been shown to be a reason-
able modeling for complex diseases, for instance by Purcell et al. (2009).

Several methods were established to estimate heritability in Model (1.3):
among them we can quote the MCMC method of Hadfield (2010) and the penal-
ized quasi-likelihood approach of Breslow and Clayton (1993). The theoretical
properties of these estimators have not been demonstrated and their numerical
performances can be found in the comparative study of de Villemereuil, Gimenez
and Doligez (2013). Lee et al. (2011) proposed to use a maximum likelihood ap-
proach as if the binary traits were Gaussian, and then to apply a multiplicative
factor to correct this approximation. Golan, Lander and Rosset (2014) showed
that this heritability estimator was strongly biased in several realistic scenar-
ios, in particular it was very sensitive to the prevalence of the disease (when
the disease is rarer, the bias increases). The estimator also underestimates the
heritability when the true heritability is high.

However, all the aforementioned methods raise two main concerns: first, they
have no theoretical validation. Second, they do not take into account an essential
element of case-control studies: in a medical study, the number of patients is
similar to the number of controls even though the studied disease might be
rare, which means that the proportion of cases in the study does not reflect the
proportion of cases in the population. This oversampling of the cases, which
had been noticed for instance by Lee et al. (2011) but had never been properly
addressed, is handled by the PCGC approach of Golan, Lander and Rosset
(2014), who proposed a moment based method to estimate the heritability. The
ground of their methodology was to compute an approximate quantity of the
expectation E/ of W; W, for two individuals ¢ and j, W; being a centered and
normalized version of the binary data Y;, and conditionally to the fact that
individuals ¢ and j are in the study. This approach will be further described in
Section 3.1.

Since the PCGC method presented very good numerical results but was not
supported by theoretical grounds, we propose in this paper to investigate the
theoretical properties of their method. Our main result is to show that the least
squares estimator obtained with the first order approximation of E provides
a consistent estimator of n*. We also propose a simulation study to compare
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the numerical performances of the estimators obtained with first and second
order approximations of E. We show in particular that the computational times
associated to the second order estimator are substantially larger with no obvious
improvement from the statistical point of view.

The model we study and the main definitions are given in Section 2. Section
3 contains the first order approximation of the expectation E with the corre-
sponding estimator of * and Section 4 presents our consistency result for this
estimator. The second order approximation of F is given in Section 5 and the
numerical comparison of the two estimators can be found in Section 6. In Sec-
tion 7, we discuss the results and potential perspectives. Finally, the proofs are
given in Section 8.

2. Model and definitions
2.1. Liability model

Let us denote K the prevalence of a disease in a population, that is the propor-
tion of the population affected by the disease. Let Y; be the random variable
such that Y; = 1 if the individual ¢ is affected (then, individual ¢ is called a
case) and Y; = 0 if the individual ¢ is unaffected (then individual i is called
a control). We assume that the Y;’s are linked to unobserved variables 1; as
follows

Y= 1{17‘,>t}7 (21)

where ¢ is a given threshold, related to the prevalence K by (1.6), and the 1;’s
are defined as
l=Zu+e, (2.2)

where 1 = (13,...,1,), u and e are random effects such that u ~ N (0, 0%*Idz~)
and e ~ N(0,0:?Idgm). The vector u corresponds to the genetic effects and
e to the environmental effects. Moreover, Z is a m x N random matrix which
contains the genetic information, and which is such that the Z; ;, are normalized
random variables in the following sense: they are defined from a matrix A =
(Aik)1<i<m,1<k<n by

A — A
Zip="F""F =1, m k=1...,N, (2.3)
Sk
where
_ 1 & 1 — —
AkzazlAi’k? Si:%;(‘Ai’k—Ak)Qa k:177N (24)

In (2.3) and (2.4) the A; s are such that for each kin {1,..., N} the (4; k)1<i<m
are independent and identically distributed random variables and such that the
columns of A are independent.

In practice, the matrix A contains, for all the individuals in the study, the
genetic information described by the Single Nucleotide Polymorphisms (SNPs).
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More precisely, at each SNP, the genotype can be either qq, qQ or QQ, ¢ being
the less frequent (or minor) allele.

Then for each k, A;; = 0 (resp. 1, resp. 2) if the genotype of the ith indi-
vidual at locus k is qq (resp. Qq, resp. QQ). In this paper, we consider a more
general case with mild assumptions on the distribution of the random variables
A; ., which are described in Section 4. However, note that the assumption of in-
dependence between the columns of A is quite strong, since in particular it does
not take into account the linkage disequilibrium, that is precisely the correlation
betweens genetic variants. To the best of our knowledge, the other theoretical
works regarding estimation of heritability (Jiang et al. (2016) and Bonnet, Gas-
siat and Levy-Leduc (2015)) also neglect these correlations, even in the Gaussian
scenario, which shows the difficulty of getting rid of this assumption.

With the definition (2.3), the columns of Z are empirically centered and
normalized, and one can observe that

77’
Var(1|Z) = No >R + 0 *1dg» , where R =

The heritability at the liability scale, which is the parameter we want to esti-
mate, is defined as the ratio of variances:

B Nox?

~ Nox2 4022’

*

n (2.5)
The variance of 1 conditionally to Z can then be rewritten with respect to n*
and 0*2 = No2 + 07?2 as:

Var(1|Z) = n*o**R + (1 — n*)o**Idgn .

We will assume in the sequel without loss of generality that o*2 = 1. Indeed, if
0*? # 1, we can consider the variable l; = % and then, instead of estimating ¢
from the prevalence K with the relationship (1.6), we estimate directly ¢/o*.

Note that in Model (2.2), we consider a particular case of linear mixed model
where there is no fixed effects. In the PCGC method, Golan, Lander and Rosset
(2014) propose a solution to handle covariates that we did not study here, but
it would be interesting to investigate as well the theoretical properties of such
an approach. This point is further discussed in Section 7.

2.2. Case control study

Since the prevalence P in the study can be very different from the prevalence
K in the general population (the cases are substantially oversampled in a case-
control study), it is essential to consider that the observations that we have
access to depend on the probabilities for both cases and controls to be selected
in the study. We recall that m corresponds to the total size of the population
and we define n the number of individuals in the study. Each individual of
the population will either be selected or not for the study with a probability
depending on their status (case or control).
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More precisely, if pcontror denotes the probability for a control to be selected
in the study, we can define the corresponding variable U; ~ B(pcontror) which is
equal to 1 if individual 7 is part of the study. Similarly we define the probability
Pease for a case to be selected for the study and the corresponding variable
Vi ~ B(Pease). We will increase the size population until we obtain n individuals
in the study. Then for any individual i, we define the variable ¢; by

e =V,Y; +U;(1-Y,),

which is equal to 1 if individual 7 belongs to the study and 0 if not. We assume
that the variables Uy,...,U,,, Vi,...,V,, are independent and independent of
Y.,...,Y,, and Z.

Since we do not observe Y, for the whole population but only for the indi-
viduals who belong to the study, we will work with the variables W; defined
by

Y,—-P

P(1-P)

which are centered versions of Y; in the study and are non-zero only if individual
1 belongs to the study.

The probabilities pease and peontror are chosen such that the prevalence in
the study is equal to P. Indeed, if we assume that

€y

Pcase = ]-7 (26)

it implies that
_K(1-P)
DPcontrol = P(l — K)
The proof of (2.7) is given in Appendix A.1l. Equation (2.6) means that all

cases are accepted in the study and it is usually called a “full ascertainment”
assumption (see for instance Golan, Lander and Rosset (2014)).

(2.7)

3. Heritability estimator
3.1. Description of the PCGC regression

Golan, Lander and Rosset (2014) considered a version of Model (2.2), where the
liability is given by
l=g+e,

where g is a genetic random effect, which can be correlated across individuals,
and e is the environmental random effect, which is assumed to be independent
of the genetic effect. Both effects are assumed to be Gaussian: e has a variance
equal to (1—n*)Idgr~ and g has a covariance matrix V, defined for all1 <i,j <n,

as: . )
Wy ={ 1G9 17

i ifi =j.
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The covariance matrix of (1;,1;) is given by

_ 1 "G,
5= (e, ")

The heritability estimator of the PCGC regression is a least squares estimator
obtained by minimizing

Z (Win — E[Win|ei =€ = 1])2 . (31)
i#]
Since the expression of E[W, W |e; = €; = 1] has no explicit formula as we shall
see hereafter, Golan, Lander and Rosset (2014) proposed to take advantage of

the fact that the correlations G ; are typically small for ¢ # j.
The ground of the method is to write

E[WW|61 =€ = 1]
LPp(Y; =Y, =1) - $5=83 i) P(Y: #Y;) + S DP(Y, =Y, = 0)
_ _ K(1-P) _ _ K(l P)
P(Y; =Y; =1)+ (m) B(Y; =Y, =0) + SDP(Y, £Y))
(3.2)

and to propose approximations of P(Y; # Y;), P(Y, =Y; = 0) and P(Y; #
Y ;) thanks to Taylor developments around the quantity G; ;. The computations
leading to (3.2) can be found in Appendix A.2.

This approximation, plugged in the least squares criterion (3.1), led to the
heritability estimator given by

W WG, .
A= Lizs Wi a1 vo, (3.3)
¢ it G
where
P(1-P)
2
= o o (34)

¢ being the density of the standard Gaussian distribution. The proof of (3.3)
and (3.4) can be found in the supplementary material from Golan, Lander and
Rosset (2014).

3.2. Our method

In Model defined in (2.1) and (2.2), the variance matrix 3™ of (1;,1;) condi-
tionally to Z can be written as

S _ (1 +0'(Gn (i) =1)  p*Gulij) )
n*Gn(i,7) L+ n*(Gn(j,5) — 1)
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where for all 1 <4, 5 < n,

N
o 1
Gn(i,j) = ~ > ZiwZin (3.5)
k=1

Note that in the model we consider, Gy (%, j) is a random variable, which is not
the case of the quantity G; ; in the model studied by Golan, Lander and Rosset
(2014). A key element is to notice that (V) is close to the n x n identity matrix,
more precisely

) 14 n* A\Z/V%i) n* Blj/%j)
D= By A ANG) (3.6)
TN R

where An (i) = Op(1), An(j) = Op(1) and By (4, j) = Op(1). The proof of (3.6)
can be found in Appendix A.3.
Then, following the idea of Golan, Lander and Rosset (2014), we propose to
approximate
E[W¢Wj|z,6i =€ = 1]

An() An(d)

defined in Equation (3.2) thanks to Taylor developments around N UN

and % The detailed computations are devised in Section 8.2.

A first order approximation of E[W,W;|Z,¢; = ¢; = 1], plugged in (3.1),
leads to the same estimator 7(1) as the one obtained with the PCGC regression.
Indeed, we obtain

77(1) Zi;éj WinGN(ivj)

= — A1 VO, 3.7
CZi;&j GN(Zvj)2 ( )

where ¢ = qb(t)2%.
In Section 5, we consider the second order approximation, which is different

from the one devised by Golan, Lander and Rosset (2014).

Remark 1. Note that in practice, we cannot access directly Gy (4,7) defined
in (3.5), since the matrix Z should be centered and normalized in the whole
population. This is obviously a limitation, but we propose to show with a nu-
merical study that replacing Z by Z which has been centered and normalized
in the study has a small influence on the heritability estimates. The results are
displayed in Section 6.3.

Remark 2. The main difficulty to study the theoretical properties of /(1) is due
to the approximation

E[WZWJ|Za€2 =€ = 1] =~ CU*GN(ivj)v

neglecting a remainder term which depends on Ay (i), An(j) and By (4, J) de-
fined in (3.6), which means that it varies for each pair of individuals ¢ and
J
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4. Consistency of the heritability estimator 7(*)

In this section, we consider the heritability estimator 7(!) defined in Equation
(3.7).

Assumption 1. There exist d > 0, C' > 0 and a neighborhood Vj of 0 such that
for all A in Vy

1.1 Elexp ()\(Ai,k —E[A;£])? - ,%) ] < Cexp(d)?)
1.2 Elexp (A(A4;  — IE[AZ k]))] C exp(d)\?)
1.3 Elexp (M(Aix — E[A; 1)) (A1 — E[4i &])] < Cexp(dA?)
for all i # j and for all k, where the A;;’s are defined in (2.3) and o7 is the
variance of A; j.
Assumption 2. 2.1 inf 0’,% = Omin >0
k=1.N

2.2 sup 0} = ez < +0
k=1..N

Theorem 1. Let Y = (Y4,...,Y,) satisfy Model (1.4) with A satisfying As-
sumptions 1 and 2, and 1Y) the estimator of n* defined in Equation (3.7). Then,
as n, N — oo such that n/N — a € (0, +00),

ﬁ(l) = 77* + 0p(1).

Note that we focus on the case where both the number n of individuals and
the number N of genetic variants tend to infinity, which is the same framework
chosen for instance by Jiang et al. (2016) and Bonnet, Gassiat and Levy-Leduc
(2015). In practice, these values are obviously finite upper bounded, for instance
by the length of the human genome for N.

The proof of Theorem 1 relies on the following lemmas.

Lemma 1. When n and N tend to infinity and n/N tends to a,
1 .2 , .
— Z G (2, j)° converges in probability to a.
iz
We will then have to focus on

1 . 1 .
- > WiW;Gy (i, ) = - > (W;W; —E[W;W,|Z,e; =¢; = 1))Gn(i, )
i#£j i£j

1
+ > EW:W;|Z, & =¢; =1Gn(i,j) | - (4.1)
i#£j
Let En be the following event

En = {squN(z 1) — 1| < ey and sup |Gy(i,7)] < EN}

i#]
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where
1

€N
with v a positive number such that v < 1/10.

The choice of ey is crucial, since it has to be large enough so that on the one
hand, the probability not to be in event Ey is very small (Lemma 2). On the
other hand, e must be small enough to verify Lemmas 3 and 4, which ensure
respectively that if Fy holds, the first term converges to 0 and the second term
of (4.1) will converge to n* (up to a constant).

Let us denote Ef; the complement of the event Ex. We consider the following
decomposition

7™ =M 1g, + 7V Leg.

Lemma 2. For all values of q, the probability of ES; satisfies P(E$) = O(5)
when N — +00.

Using the result of Lemma 2, 711 Eg, converges in probability to 0 since

1
5(1) cy —

Lemma 3. When n and N tend to infinity and n/N tends to a € (0,+00),
1 .
o ZE[WiWﬂZ, € =€ = 1|Gn (i, j)1Ey
i#]
converges in probability to acn*, where ¢ is defined in Equation (3.4).
Lemma 4. When n and N tend to infinity and n/N tends to a € (0,400),
1 ..
n Z(Win —E[W:W;|Z,e; = ¢; = 1])Gn(i,))1Ey
i#]
converges in probability to 0.

The results of Lemmas 3 and 4 achieve the proof of Theorem 1.

Section 8.1 contains a short version of the proofs, while the detailed proofs
of Lemmas 1, 2, 3 and 4 are given in Section 8.3.

5. Second order approximation of E[W;W;|Z,¢; = €; = 1]

The purpose of this section is to study the behaviour of the heritability estimator
obtained thanks to a second order approximation of E[W;W,|Z,¢; =¢; = 1].
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Instead of computing the approximation till order 1/+/N, we compute the
approximation till order 1/N and we obtain:

E[WiWﬂZ,Ei =€ = 1]

* P1-P I
_ j_ﬁﬁw B (i,j)
+ %%AN(Z')AN(J)KIQ)S : 1;))2
n2 P(1—P) 10 LA Gl 95
+ N (1K) ¢(t)*Bn (i, ) [5 - m}
*2 _
i Z_N%Wt)QBN(iJ)(AN@ +An ()

P-K 1
2 —1— ————to(t o, | —=
<[ -1- maen) vor ()
The proof of this computation is detailed in Section 8.4.
The minimizer in n of the quantity

9(n) —% (wiwj \/LNK];TS - 5;,))2¢(t)QBN(z,j)
Y
o Bti? 5 e
- %%w)%w,jxmm + AN (7))

x [t2—1-— K](Dl__fj() t¢(t)D2

is the root of a third order polynomial and could be found thanks to a closed-
form formula. Since the expressions are quite complex, we propose here, for the
sake of simplicity, to use a Newton-Raphson approach to obtain the correspond-
ing heritability estimator 7(?) of the second order approximation.

Note that the second order approximation, which depends on By (4, j) but
also on An (i) and An(j), is different from the one found by Golan, Lander and
Rosset (2014).

6. Numerical study

In this section, we propose to study the numerical performance of the estimators
A1) and #®) devised respectively in Sections 3 and 5. Since Golan, Lander and
Rosset (2014) already compared the estimator #(*) to the one proposed by Lee
et al. (2011) and stated several arguments in favor of their estimator, we will
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focus on comparing our two estimators in terms of statistical and computational
efficiency.

6.1. Simulation process

In this simulation study, we generated data sets with n = 200, N = 10000
that is smaller than the size of typical data sets (n ~ 5000, N ~ 500000 for
instance). The reason is purely computational, since we have to generate data
for m ~ n/K individuals in the population in order to have n individuals in the
study. However, we choose the values of n and IV such that the classical scenario
where N >> n is respected. The value of the prevalence in the population varies
from 0.005 to 0.1. The observations were generated as follows.

e We set the parameters n*, K, P = 1/2 and the size of the general popu-
lation, chosen very large. Notice that the size of the population can vary
from one sample to another. In practice, we generate new individuals in
the population until we have n individuals in the study.

e We generate the SNPs matrix A, the columns of which are independent
binomial variables with parameters 2 and p;, p; being uniformly generated
between 0.1 and 0.5 (it represents the probability of appearance of the less
frequent SNP). The matrix Z is then obtained by centering and normaliz-
ing A in the whole population. Notice that we use Z to generate the data,
but since we would not access to the whole matrix in practice, we will use
for the estimations the matrix that we denote Z, which is centered and
normalized in the study. This point is further discussed in Section 6.3

e We generate the Gaussian random effects u and e with respective variances
o2 =n*/N and 02 =1 — n*.

o We generate liabilities, from which we generate binary observations in
order to have a prevalence equal to K in the general population.

e For each individual, we determine those who stayed in the study: the
cases are automatically selected (full ascertainment assumption) but each
control is selected with probability peontrot computed in Equation (2.7).

6.2. Results

Figure 1 displays the estimations of n* obtained with both estimators #*) and
7(?). First, we can notice that both estimators seem empirically unbiased. Sec-
ond, we observe no obvious improvement of the performance of 7(?) compared
to 71 in terms of empirical variance.

Table 1 and Figure 2 show the computational performance of both estima-
tors. The computation of the estimator /(2 obtained with the more refined
approximation is obviously slower, but for small values of n (namely, n = 100),
the time required to compute an estimation of n* remains quite small (86 sec-
onds, against 40 seconds for the other estimator). However, when n is larger, the
computational time increases substantially and the “slower” estimator needs up
to 13500 seconds, that is almost 4 hours, to compute an estimation of n*.
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n* = 0.5 n* =07

T T T T
first approx second approx first approx second approx

—

T T T
first approx second approx first approx second approx

i

T T T T
first approx second approx first approx second approx

F1G 1. Bozplots for (1) (“first approz”) and 72 (“second approz”) for different values of
n*: 0.5 (left), 0.7 (right) and different values of the prevalence K: 0.005 (top), 0.01 (middle),
0.1 (bottom). The sample size is n = 200 and N = 10000. Each bozplot is generated from 100
replications.

In conclusion, both estimators are empirically unbiased and since the com-
putation of the estimator 7(®) is slower and does not improve the estimations
of n*, we are satisfied with the first order approximation and the corresponding
estimator 7).

6.3. Normalization of Z in the study

We propose to study the impact of performing normalization described in Equa-
tions (2.3) and (2.4) in the study and not in the whole population. Since for
synthetic data we have access to the complete matrix Z, we propose to compare
our results to those we would obtain when considering the reduction of Z to
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TABLE 1
Times in seconds to compute an estimation of n* obtained with iV and 72 for different
values of n (100 and 1000) and N (from 1000 to 10°).

n N 1000 10000 50000 10°
100 | 7 | 0.478 2.390 28.595 40.528
7 3.148 7.127 56.761 86.156

1000 | 7@ | 69.047 | 327.240 | 2887.518 | 7845.281
7 | 376.363 | 936.845 | 6624.186 | 13500.510

n = 100 n = 1000

300 400 500
L L

200

100
I
2000 4000 6000 8000 10000 12000  140¢

0
L

T T T T T T T T T T T
0e+00 20+04 40404 60+04 80+04 10405 0e+00 20+04 40404 60+04 80404 16405

Fic 2. Time in seconds to compute an estimation of n* obtained with 7V and 72 for
n =100 (left) and n = 1000 (right) and for different values of N (from 1000 to 10°).

e T T T T
Z centered in the study Z centered in the population Z centered in the study Z centered in the population

Fic 3. Comparison of heritability estimates obtained when centering Z in the study or in the
whole population, for two values of n*: 0.5 (left) and 0.7 (left) and for K = 0.1.

the individuals of the study. The results are displayed in Figure 3, and we can
see the minor changes obtained between the manners of centering the genetic
information matrix.

7. Discussion

In this paper, we propose theoretical grounds to support the heritability estima-
tor in case-control studies developed by Golan, Lander and Rosset (2014). We
prove indeed its consistency in the framework where both the number n of indi-
viduals and the number N of SNPs tend to infinity, when the ratio n/N tends to
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a constant a. This consistency result was obtained under several assumptions,
the necessity of which it would be interesting to question. For instance, removing
the Gaussianity assumption on the distribution of the random effects could allow
to take into account possible sparsity and remains a very challenging issue.

The independence of the columns of the SNP matrix is also a very strong as-
sumption, which neglects the linkage disequilibrium (LD) between alleles. Going
beyond this assumption seems challenging from the theoretical point of view,
even for quantitative traits (Jiang et al., 2016; Bonnet, Gassiat and Levy-Leduc,
2015). Indeed, independence is required to prove consistency, to determine the
order of magnitude of different quantities but also to be able to apply large
deviation results that are essential to prove Lemma 2. For quantitative traits,
LD has been shown to result in an overestimated contribution of variants in
strong LD (Speed et al., 2012). Despite theoretical limitations, several efficient
filtering procedures (Patterson, Price and Reich, 2006; Speed et al., 2012) were
proposed to modify the kinship matrix G before estimating heritability.

Another sensible question is the closeness to the asymptotic results on finite
samples. One key ingredient could be a careful calibration of ey defined in
(4.2) of Theorem 1. This quantity is indeed constrained by a lower bound to
ensure that Lemma 2 holds and an upper bound coming from Lemmas 3 and
4. Determining the optimal balance for ey should lead to a lower bound of the
convergence rate of the estimation procedure. The numerical results also confirm
the good performance of the PCGC method on finite samples, and in particular
the similar results obtained with first and second order approximations suggest
that the remainder term is indeed negligible compared to the main term.

We would also like to extend our theoretical grounds to a more general model
that includes fixed effects, and for instance investigate the properties of the
PCGC regression in this scenario. Finally, it would also be interesting to com-
plete this work with theoretical results which could allow the user to compute
accurate confidence intervals, similarly to existing results for quantitative traits.

8. Proofs
8.1. Summary of the proofs
Since the proof of Theorem 1 is quite long and requires heavy computations, we

propose in this section a short version of the main arguments that we used to
prove Lemmas 1, 2, 3 and 4.

8.1.1. Short proof of Lemma 1

Let us write

N
. 1 1
Gy(i,j)? = N2 Z 77,25, + N2 Z VARY ARV ARYAN:
k=1 kAl
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Then let us show that

11 a
2 b2 P
Sz 2 2 Bt
i#j k=1

and

11 P

E m Z Z Zi,kzj,kzi,lzj,l —0.

i#] k#l

We will prove these two results by computing the expectation and variance and

both terms, the order of magnitude of which we will evaluate thanks to the
properties on Z that are given in Proposition 1 of Section 8.

8.1.2. Short proof of Lemma 2

We will show that P(E,) can be upperbounded by a sum of two terms of theform

Cn® exp(—fn),

with C' and « being positive constants and Sy going to infinity when N tends
to infinity.
These two terms come from the first upper bound

N
P(Ey) <n sup P (I Yz -1z N6N>

k=1

N
+n(n—1) sup P <| ZZi’ijM > N€N>

i#] =1
N N
=nP <| (23 -1)] = N6N> +n(n—1)P <| > 2y kZoxl > N6N> .
k=1 k=1

We will rewrite each term with the A; instead of Z;; so that we can use
Assumption 1. We need for instance to upper bound the probability that the
difference between empirical mean and theoretical mean exceeds a certain value,
that is:

P(A, — mi > V).

By Chernoff inequality, for all A > 0,
P(n(Ar —my) > nVs) < exp {—n\/g/\ + log (E[exp(n(Ax — mk))])}
= exp { ~nV/o + nlog (Elexp (A — mi)]) |

Then, we use Assumption 1.2 to upper bound the right term and we obtain
that, for all positive values of A,

P(n(Ay — my) > nVd) < Cexp {—n\/g)\ + nd/\z} . (8.1)
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The right term of (8.1) is minimum when

Vo
A= g

which implies in particular that

P(Ay — my > \/3) < Cexp{—Z—g}.

Similarly we will upper bound all terms using on the one hand Chernoff inequal-
ity and on the other hand, one or several assumptions from Assumptions 1 and
2. The detailed computations are given in Section 8.3.3.

8.1.8. Short proof of Lemma 3
According to the results of Section 8.3.2, we have

1 .
CS EIW.W,(Z,6 = ¢ = 1]G (i, )1,
i#j
1 .. . .
= D ("G (i, ) + B (i, )G (i, ) Ley
i#]
* 1 . . - .
= acn” + — > R (i, /)G (i, ) Ley + 0p(1)
i#]
Thus, we just need to prove that Y Gn(4,7)Rn(i,7)1Ey = 0p(1).
i#]
We shall compute an explicit form of the remainder term Ry (%,7) and then

we shall see that Ry (4, j)1g, may be upper bounded by a finite sum of terms
of the form
G (i) G (i,1) = 1% Gv(7.) = 11,
with k in [2,22] and ky + k2 + k3 = .
Thus, L 3" Ry (i,j)Gn(i,j)1E, is upper bounded by a finite sum of terms

" i#]
of the form

1 . .. .
=3 1GN ()G ) — 117G () — 1.
i#]
But

1 -1
LS G )G (i) — 172|G () — 1591, < etk 22 =1
n

7]
1
-0 (57)

=o(1),

n

since k1 + ko + ks +1 > 3 and v < 1/10.
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8.1.4. Short proof of Lemma 4
Let us show that

1 .
Var(— > (WW; — E[W,W,|Z))Gy (i, )Le,) — 0,
i#j
that is

1 .

ﬁ Z E[(E[W21WZ2WMW24|Z] - E[Wllwlz |Z]E[W13WM|Z])GN(7’1a 22)
i1 #£42
1370
X GN(ig, i4)]1_EN] —0 (82)

For this purpose, we will separate three cases depending on the cardinal of the
set {41,12,73,%4} in the sum of Equation (8.21).

-If card({iy, 42,13, 14})=2, since the sum in Equation (8.2) has only n(n — 1)
terms, the upper bound of Gy (i1,42)G N (i3,44) on the event Ey will be enough
to obtain the convergence to 0.

-If card({i1, i2,i3,i4})=3, we will first prove that E[W? W;, W, |Z] has no
term of order less than 1/v/N, that is no constant term.

Then the other terms can be upper bounded on Fy by terms of the form e’fv,
with k large enough to compensate the n(n — 1)(n — 2) terms of the sum.

-If card ({1, 92, i3, 14 } ) =4, each term can be handled using one of the following
arguments:

e The order of the term is high enough so that it can be upper bounded
on Ey by terms of the form €%;, with k large enough to compensate the
n(n —1)(n — 2)(n — 2) terms of the sum.

e The term is equal to 0 (we will propose a detailed computation to verify
this).

e The terms are equal in  E[W,;W;,; W, W, |Z] and
E[W11WZ2|Z]E[W’LJW14|Z]

This achieves the proof of Equation (8.2).
8.2. Taylor development of E[W;W;|Z,¢e; = €; = 1] in Model (2.1)
According to Equation (3.2), we only need to compute approximations of P(Y; =

Y; =1Z), P(Y; =Y, = 0|Z) and P(Y; # Y;|Z) to obtain an approximation
of E[W,W”Z, € = €5 = ].]

P(Y: =Y, = 1|Z) = / / f( y)dady,
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P(Y; =Y, =0|Z) = /too /too f(z,y)dxdy

and
t e3¢}
PYAY ) =2 [ [ fegdedy
—oco Jt
with
(N)-1 ¢
f(x,y) _ L|Z(N)|*% exp {_(l’,y)z (x,y) } )
2T 2

where the matrix ©(™) is the covariance matrix of (;,1;).
We will use the result of Equation (3.6), which will be demonstrated in Ap-
pendix A.3, that is

1+ * An (1) * By (4,)
) = ( NN 11 YA (8.3)
KN VN
where An (i) = O,(1), An(j) = O,(1) and By (3, j) = Op(1).
We have
|Z(N)|_§ 1 2 n* . 2 n* .
= _— 1+ —=A 1+ —=A
f(z,y) . exp 2[x (V)] z*(1+ JN NG +y (1 + JN ~ (7))
— 2y jNBNu,j)} }
B |Z(N)|—% 22 y? 2

5
1) - y2<|21N>|[”anN”}‘> SO ) |

Using a first order Taylor development around 2 \/N TN

1SN = 1 — (AN (i) + AN () >>jﬁ+ow
and ) )
BOOE = 1= S (AN () + AN ()= + B

where any = Op(%) and By = Op(%f
More precisely,

*2

ay = ~(An()An (i) = Bx(i.4)") 5
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1 ’ a N AN
+ 5 (~ a0+ AV 2~ (An A8 ) - By )
with 6] < [(Ax (i) + An(3)) iy + (Ax(DAn() — Br(5.9)2) % |

Similarly,

N |

By = —5 (An() An () — B, 1)) -
" *2\ 2
‘s (——(AN< )+ An () = - 3 (AN (D)A() = Bx(i.3) >—> :
X 1~ 5
(1+3)?

with 3] < [3(An () + An () 2= + S(AN () An(j) — B (i, 5)?) % |. Then,

e = (1= 5An () + A () 2 + b ) 9(a)o()
X { — x_2 A i y_2 — A v
exp 5 (—AN(i )\/NJF’YN) 5 ( AN(J)\/N+7N)
+xy(\7;vB (4,7 +7N>}
where yv = —An(j)(An(i) + AN( D)5 + an(+ AN ZL) = 05 (%),

T = —ANG)(ANG) + An()) i + an(l+ An()25) = Oy (3) and 7y =

2B () (~(An (D) + AN () Zg +an) = Oy ()
A Taylor development of the exponential function leads to

Fo,y) = (1 — (ARG + AN +ﬁN) 8(2)é(y)

2z
{1”2 T <>+y2 T An(G) + oy-L By (i, ) + vn(a)
- — NI 9 N
7N 2 YN N
with
I’Z 2~ ~
vn(2) = =N = 5N YN
1 12 ,,7* y2 * ,,7* $2 y2
+ - = —=An(i +z By (i,j) — —yN — =7
3 (5 At + 5T A ) 4y B (i) - G —

+ xy':yN) exp

y2 n* . * L. 2 2 ~
where |i] < |4 2% T AN )+ 5 TS AN () oy J5Ba (i, J) = 5 n — SN T Ty |-



Heritability estimation in case-control studies 1683

Then,

/ N / " fla,y)dedy

(1——(AN()+AN( +BN)

*

Ui

>K<K+t¢><ﬁ>>+BN<¢7j)j—;v | +

(A (i) + An( ))jNKw( )+ Bw,j)j—*ﬁmw? T iy

{K2+ (An(j) + An(i

1
2

%

= K24

l\DI»—l

where uy = (1= $(An (i) + A () + B3) 3 ) S S 6 v () dzdy

and py = pn + By (K2 + %\/n*N(AN(j) + An(i)) K (K +to(t))

6(0?) = (A (0) + A () K- B(i.d)o(0)

77*

+ By (4,])—=

N( j)\/ﬁ

This remainder and its order will be carefully studied in Section 8.3.4.
Similarly, we can compute P(Y; =Y, = 0|Z) and P(Y; # Y;|Z):

/ / f(z,y)dzdy

(1-K)*— _(AN( )+ An(5))

*

n

(1 — K)to(t) + Bu (i, ) ~=(1)? + fin

\/_]*v
/ / fxydxdy+/ / f(z,y)dady

— 2K (1 — K) + (An(i) + An(j)) <1—2K>t¢<>—2BN<z',j>j—N

%

*

o(t)*

=

—H:u\h

Replacing these terms in the expression of the numerator of E[W,W;|Z,¢; =
€; = 1] given in equation (3.2) leads to:

\/NBN(Z,])¢(t)2m

where 7y is a linear combination of pfy, fixy and fiy.

Since there is no constant term in this numerator, we only need the devel-
opment of order 0 of the denominator of E[W;W,|Z,¢; = ¢; = 1] to obtain the
first order approximation of E[W;W;|Z,¢; = €; = 1].

We obtain that the denominator can be written as

+ry, (8.4)

2
+TN7
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where 7y is the sum of a term of order \/Lﬁ and a linear combination of 1y, fin
and fiy. Thus, we obtain that

*

BN (6, )00 pi=gs + T

E[W,W;|Z,¢; = ¢; = 1] = YN o (8.5)
Bz TN
— Gl )6 g — o + (i) (56)
where
* _ 2
(i) = (B li )P pr gz + ) it g (81)

8.3. Proof of Theorem 1

8.3.1. Properties of Z

In the following proofs, we will use several properties of the matrix Z, which are
stated in Proposition 1.

Proposition 1. Uniformly in k,

(1) ElZy xZs ] =

T n—1-

(2) EZ,] = O(1), for all p.

(5) BIZ3 23 4] = 1+ o(1).
(4) E msz O (3)-
(5) E

[

[

[

Z

23 1 Z25Z5) = O (3;)-
(6) E[Z1 kLo k23 12y 1) =

A

[

[

Z

[

[

(7) E[Z3 ,Zo i) = O (+).

(8) E[Z3,23,] = O(1).

(9) E[Z},Z3,] = O(1).

(10) E[Z1 ;22 1Z31) = O(%).
(11) E[Z} ,Z3 1 Z3.x] = O(3,).
(12) E z{*sz kZskZai] = O(35).

The proof of Proposition 1 is given in Appendix A.4.

8.3.2. Proof of Lemma 1

Let us prove that, when n and N tend to infinity and n/N tends to a,

1
= Gn(i,j)’ =a
n

i#]
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where 5 denotes the convergence in probability.
1
Gn(i,j)? =2 Z 73235+~ N2 > ZinZ;12i1Z5,
kL

Since Z; ;, and Z;,; are independent for any ¢ and j when k # [, we will always
consider separately the cases where k = [ from the cases where k # [.
Indeed, let us show that

nN?ZZZ kzjk—m (8.8)

i#] k=1
and
11 P
~ S ZinZ1Zi1Z50 0. (8.9)
i£j k£l
Note that
nNQZZZ =nNQZZE
i#j k=1 i#£j k=1
-1
= nN (14 0(1)) by (3) of Proposition 1
=a+o(l)
Moreover,
11 &
2 2 2
Var(o s D00 Z) = a2l D D BIZL A W T )
i#j k=1 k=11d17#j1 i2#j2
11 & i
— T S D EZ,Z3,] (8.10)
k=1 \ij
The second term of (8.10) can be rewritten as
N 2
11 Nn2(n —1)2
i Z ZE[szZ?k] = 771”(27;\]4 ) (1+0(1)) by (3) of Proposition 1

ot

Z Z 1, kZ k?Z]Q k]

i17#J1 i2F ]2

4
Z Z? 22 73 23 ] = [Zz ] =nt

11,J1,82,]2
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This last equality comes from the definition of Z as a centered and normalized
variable given in Equation (2.3), which implies that for all k,

Zzzk_

Then

11 AN .
EWZZ ZE 11kZJ1kZz2kZ]2’]_n2N4:O ~).
k=1141#£j1 i2#j2

This proves (8.8).

11 11
n N2 Z Z ZiZ;12:,Z;,) = ENE) Z ZE[Zi,ij,k]E[Zi,le,l]

i#j k#l porefewr
—1)N(N -1
- ”(”nNz()nE 1)2 ) by (1) of Proposition 1

o()

Var Nz ZZZZkZ]7kZle7,)

z;ﬁ] k#l

- n2 N4 Z Z Z ]E 11,]€Z12,kz 71 k;zjz’ ]E[Zil’lziz,lzjl,lzj%l]
k#l 1751 12#72

2
n2 N4 ZE Zi1Z;+]E[Zi1Z;,]
k#L \ i#j
2
n2 N4 ZE ZiZ;k|E[Z;,Z;,]
k#L \i#]
N(N — 1)n?(n —1)?
- (n2N4zz _(n1)4 ) by (1) of Proposition 1

-0 ()

In the first term, {i1,142,71,j2} can be of cardinal 2, 3 or 4 and counting the
number of combinations gives the expression:

Z ZE[Zil7kzi2’kzjlvkzj27k]E[Zi1,lZ’L'27le1-,le2,l]
i17#j1 127 ]2

=2 Z E[Z?,kZ?,k}E[Z?,zZil]
i#£j
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+4 Z E[Zg,kzﬁ,kzj%k]E[Z?,lZﬁJijal]

i#j17#]2
+ Z ]E[Zil,kzi27kzj1,ijzyk]E[ZilJZizalzleZj’z,l]
i1 Al FJ1F 2
—1 -2
— on(n - 1)(1 4 0(1)) + 4= DM =2) g
n(n—1)(n —2)(n —3)
+ - o(1) = O(n?)

This was obtained by using (3),(5) and (6) of Proposition 1.
Finally,

11 1
Var EFZZZi’kzj’kZi’le’l = O (ﬁ) .
i#j k#l
This completes the proof of (8.9).
8.3.3. Proof of Lemma 2

Note that

N
P(EY) <n sup P ( Z(Zik -1)| > N€N>
‘ k=1

N
+n(n—1) sup P <| ZZi,ijH > N€N>

i#j k=1
N N
=nP <| (23 -1 > N6N> +n(n—1)P <| > 2y kZoxl > N6N> .
k=1 k=1

Let § be a positive real number such that \/5/20 € Vpand § < %7 where Vj
and 0,4, are defined in Assumptions 1 and 2.1 respectively.

N
P <| Z(Zik -1l = NGN) <P (Jk, 53 <6)
k=1

N
+P<| (Ai,kfzzlk)ZfsiN 2N5€N>
k

=1

Note also that

Tk, s2 <6} =
k

=
—

(Ai,k — Ak)2 § n5}

b
Il
-

M= 1

Il
—

(Ai g —mp +my — Ap)? < né}

=~
Il
MR

I
=
—N—
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where mrg = E[Az7k]
Observe that

{Z(Ai,k —my +my, — Ag)? < n5}

i=1

- {‘Ak — mk| > \/g} U {i(A”k — mk)Q < 4n5} . (811)

=1

Let us show that

P(| A — my| >\/5)<206Xp{—2—2}. (8.12)

P(| A — my| > V6) = P(Ax — mi > V8) + P(Ar —my, < —V6)
By Chernoff inequality, for all A > 0,
P(n(A, —my) > nVé) < exp {—n\/g)\ + log (Elexp(n(Ax — mk))])}
— exp { ~nV/OA + nlog (Elexp (A — mi)]) |
Then, by Assumption 1.2, for all positive values of A in Vj,
P(n(Ay —my) > nvVeé) < Cexp {—n\/g)\ + nd)\z} : (8.13)

The right term of (8.13) is minimum when

Vo

)\:%,

which implies in particular that
P(A), —mi > V6) < Cexp {——} .
Similarly, for all negative values of A in Vj,
P(n(A), — my) < —nv/3) < Cexp {m/SA + ndA2} . (8.14)

The right term of (8.14) is minimum when

Vo
A= o

which implies that

P(Ay, —my, < —V05) < CCXP{—Z—j},
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which proves (8.12).

n n

P> (Aig — mi)® < 4nd) <P [(Aig — mx)? — 07] < n(40 = Smin))

=1 i=1

Since 49 — 0,4, < 0 by assumption on §, we apply again Chernoff inequality,
which gives us that:

B3 [(Au = me)? — ) < (46 — i) < Cexp { - 40~ Imin)®
P b ki = min)) > ¥
This result, combined with (8.12), proves that

532
P (3k,si <6) SQNC’eXp{—Z—g}—FNC'eXp{—nW} (8.15)

Notice that

N
{ Z(Ai,k — Ap)? = sp| > N(SeN}
k=1
1 N n
= {_ ZZ(Azk - Ak)2 —(Apr — Ak)2 > N&N}
"i=ii=
N
Née
C{Z(Ai,k_mk) _0-]26_ 4N}
k=1
SR nNde
S St o] 2
k=1 1=1
N
- Née
U { Z(Ai,k —my)(my — Ag)| > g N}
k=1
S - nNde

Using Chernoff inequality and Assumption 1.1, we can prove that

N
Néen N(S%?V
> < —
( 2 — ) < 2C’exp{ 61d

§ 2
zk_mk _Uk

k=

and
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Moreover,
- - Née
P( (Aig —mg)(my — Ax)| > 4N>
k=1
<P (Z(Ai,k —mg)? > Nn‘%N>
k=1
- de

+P ;;(Ai,k —mg)(my — Arg)| > nNTN

Using Chernoff inequality and Assumption 1.3, we obtain that

- 5€N nN§2€2
P g g A — —A >pN— | <2 - N
2 l#( & — mg)(mg k)| >n 3 < Cexp{ 9E6d }

and with Assumption 1.1 we have

" )
]P) (Z(Al’k — mk)Q 2 Nn€8N>

k=1

n?Né%e3,  nNOSmazen N(Smw}

< — _
—CeXp{ 256d | 16d 4d

(8.16)
with n2Ne%, = a>2N?t27 and nNey = aN 27 where v > 0, which implies that
77,2N626?\,

the main term in the exponential is ——

Similarly, we can show that

N nNde
p ([35 S5e - mome - ] 2 20
k=11=1
n2N§2e
< _ "7 N
ZCGXP{ 256d }
n?’N&Qe?\, N2NO0mareN  Nnbmaz
+CeXp{_ o564 | 16d  4d }

This concludes the proof that for all values of ¢,

- 1
P < Z(ka -1z N€N> =0 (m) .
k=1
We use similar techniques to otain an upper bound for

]P( Z Zi,krzj,k Z N6N>.
k=1
> N€N>

p< 2N6N>:p<

zn: (Aig — Ap)(Ajx — Ax)
32
k=1 k

Z VARY AN

k=1
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< P(3k, 5} < 0)

H»(

Since we have already proved (8.15) and (8.16), we will conclude the proof
by showing that

'

and

n

> (Aik — AR)(Ajk — Ay)
k=1

Z N(5€N>

D (Aig =) (Aj — ma)
k=1

> N&TN> < 2Cexp {—N&N } ,  (8.17)

=L den Noe
N 2 > IEN ) < 2 _ N
P ( E (Ax — my) N 1 ) N Cexp{ 16 } . (8.18)

k=1

(8.17) is obtained using Assumption 1.3 and Chernoff inequality.

P Z(Ak_mk)QZN&—N SIP’(Sup(mk—Ak)QZ&—N)
— 4 k 4
. 0
< N sup P((mk—Ak)2Z%>
k
N66N
< N? —
_NC’eXp{ 16d },

which proves (8.18) and achieves the proof of Lemma 2.

8.8.4. Proof of Lemma 3

According to the results of Section 8.3.2, we have

1 .
- ZE[Win|Z7€i =¢; = 1|Gn(i,§) 1y
i#]
1 * . . o
= > (en*Gn(i,j) + R (i, §))Gn (i, j)1Ey
i#]
1 . .
= acn” + - ZRN(Za])GN(Za]):ﬂ-EN + 0p(1)
i#J
Thus, we just need to prove that Y Gy (4,7)Rn(i,7)1gy = 0p(1).
i
We shall see that Ry(i,5)1g, may be upper bounded by a finite sum of
terms of the form

|G (6, 5)|" |G (4,1) — 1" |G (4, 5) — 1", (8.19)
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with k in [[2, 22H and k1 + ko + k3 = k.
Thus, % Z{‘ RN (i,j)Gn(i,5)1E, is upper bounded by a finite sum of terms
i#j
of the form

S IGN ()G (i) — (G () — 1.
i#j

But

1 —1
LS G )G (i) — 112|G (G, ) — 1500y < etk M= 1)
n

i%i "
1
-0 (57)
= 0(1)a

since k1 + ko + k3 +1 > 3 and v < 1/10.

This achieves the proof of Lemma 3.

Let us explain why Equation (8.19) holds.

We need to evaluate |Ry(i,7)1g,y|- Then, let us look at the previous re-
mainders which compose Ry (4, j), and we will provide upper bounds when Ey
holds.

*2

o] = AN () An () ~ B (0,315 + S 1A () + An ()

*

Ui

=

*2
. . NN/ 1
+ (AN(Z)AN(]) - BN(%J)Q)—N |2m,

*

with |a] < |[(An(i) + AN(J)) = + (AN (D) AN(5) — BN(i,j)Q)",:,2| < 2enn* +

VN
2e2,n*2.
Similarly,
_ 1 . N . N9 77_*2 11 ) N
|Bn| = 2|AN(7’)AN(]) By (i, ) |N + 2|2(AN(Z)+AN(J))\/N
1 . . o .31
+ —(An(i)A — Bn(i,§)%)—?< —,
2( ~N(1)AN()) N ( ]))N|4|1+5|5

~ * *2
with 8] < |3(An (i) + An (1) T + 5(An(DAN(5) — Bn(6,5)) | < enn” +
e4n*2. R

The remainders vy ,Yy and vy are only products of ay, Ay(i), Ax(j) and
By (i, 7)-

*2 *

] < AN () (A () + An () 5] + lan (1 + An ()

*2 *

|+ Jan (14 An(7)

] < AN (0)(An () + An ()
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*

By (.9) (|<AN< )+ AN () ]+ aN|)

A R

Iy | < |

UN = (1— S(An(i) + An(j

with
22 v? 5
vn(z,y) = —5 N~ 7’YN+I97N
1 ‘,1:2 2 * LE2
+- +a ij)— =
3 (5 (i) + G A ) 4y B (i) - G
2 2
y- o x -
—EWN-HUZHN) exp u

The integral of the first terms of vy (z,y) is

/ / oz (——w - y2 v+ va) dwdy
= —§K(t¢(t) + K) (v + ) + ¢(t)* Y

2 *

Moreover, exp i < max(exp{%Q\’}—*ﬁAN(i) + %jﬁAN(j) + xy\ﬁBN(z J) +

2 2 =
LN — v — 2y |, D).
There are two possibilities, either

2 * 2 * * IZ y2

€ . . .o ~
max(oxp { 5T A () + 5 Lo Av) + oy Balind) = S — G

+xy’y§v},1) =1,

or max(e {xZ n*A (i)—i—y T 4 (4)+=z "_p (i,7) <
X{€exX — - — y -
P2\/NN 2\/NN] y\/NN] 2’7N
2
- %77\/ + xyv}v}, 1)
* ,'7 ,rl*
=ex A +x By(i,j
p{ S () + & A () + 2y B ()
Z'Q
TN TS WN-HUWN}

2 * 2 *

2
I max(exp { 5 I An () + % 5 AN () + oy B By (6,7) = San = v +
er%v}vl) =1,

T * y2 ,’7* * x2
/ / é(x <? An(i) + = An(j )+$y By(i,j) — N
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2 2
- . 1
- %’YN + xyw) dwdy = —J, (8.20)
o0 oo z? . 2 . .. -
where J = [, [, ¢($)¢(y)(7’7*f41v(l) + 50" An (j) +xyn* By (6, 5) — 5 % —
2

- = 2
%'Y—\/% + gcy'y—\/%) dzdy is finite.

Otherwise,
) 22 y?
exp(i) < expd G (e + Palew) + 2 (e + Patea) + e + Pafex )}

where P;, P,, P3 are polynomial functions. This expression comes from upper
bounding the terms Ay (i)/N, An(j)/N and By(i,j)/N by ex in vy, v and
,YNThere exists Ny, such that for all N > Ny, enn* + Pi(en) < %, enn* +
Py(en) < % and eyn* + P3(en) < 1.
Then exp(i) < exp {% + Yy ﬁ—y} < exp{% + %}
Then similarly to the expression 8.20,
* 2

[ SIS .%'2 * 2 % T
[ oo (5 T + G T ant) + oy e Batiid) + G

2
Vi — xyfz’v) exp(a)dxdy

2
~ 1
Y N — l‘y’ﬂv> drdy < NJ/
where J' is finite.

Similarly to the computations made for ay, By, YN, VN, all the remain-
der terms can be upper bounded by products of Ax(i)/v'N, Ax(j)/VN and
Bn(i,5)/v/'N, which proves (8.19).

8.8.5. Proof of Lemma 4

In this section, all the expectations that we consider are conditionally to the
presence of the observed individuals in the study, for instance {¢; = €; =1} or
{€i, = €;, = €;; = 1}. However, for the sake of simplicity, we will not always
make explicit such conditioning.

Let us show that

1 ..
Var( > (WiW; — E[W,W,|Z])Gn (i, j)1Ey) — 0,
i#]
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that is

1
3 > E(E[Wi, Wi, Wi, W,,|Z]
i1 #02
13714
— E[Wilwirz|Z]E[W13Wi4|Z])GN(i1,ig)GN(i3,i4)]].EN] — 0 (821)

For this purpose, we will separate three cases depending on the cardinal of the
set {i1,12,13,%4} in the sum of Equation (8.21).

-If card ({41, %2, 43,94 })=2, the corresponding terms in (8.21) are equal to

1 .
3 > E [E(WiW3(Z] ~ EW,W;|Z]*)Gx (i, )15, ]

i#]

1 . .
<3 > El(a+ pn (i, )Gy (i, 5)*1Ey]

i

where « is a positive constant and py(i,7) can be upper bounded by a finite
product of Gy (3,7), Gn(i,7) —1 and Gy (7, ) — 1, according to proof of Lemma
3. This result is obtained by using a similar decomposition of E[W7W?|Z] than
the one that we explicited for E[W,;W,|Z].

Since E[Gn (4,7)*1Ey] < €% and all terms of py (i, j) are upper bounded by
a finite sum of eﬁ,, with k greater than 1, which all tend to 0, it is clear that

1 . .
— Y E[E(WIW?|Z] - E[W,W,|Z]*)Gn (i,§)*Lp,] — 0.
1#]

- If card ({1, 42,3, 74})=3, the corresponding terms in (8.21) are equal to

1
= Y E(EWEW,W,,Z)

i1F£i2#£13
—EW,W.|Z|E[W;, W, |Z])Gn(i1,i2)Gn(i1,i3) L1 py] (8.22)
Since the sum of Equation (8.22) has n(n — 1)(n — 2) terms, we have the refine

the upper bound that we used in the case where the cardinal of {iy,1i2,13,%4}
was equal to 2. Indeed, we will use the following proposition:

Proposition 2. E[W? W;, W, |Z] has no term of order less than 1/v/'N, that
s mo constant term.

Let us explain why Proposition 2 is enough to prove
1
Y E(EWEW,W,,Z)
i1F£12#13
—E[W,;,, W, |ZIE[W,;, W, |Z])Gn(i1,i2)Gn(i1,93)1Ey] — 0. (8.23)
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Let us first recall that, according to Lemma 3,

E[W:, Wi, |Z]E[W;, W, |Z]
= NP Gy(in,i9) G (in, is) + en* G (in, is) R (i1, i2)
+en* Gy (i, i2) Ry (i1, 43) + Ry (i1, i2) Ry (i1, 13),
where, if En holds, all these terms are upper bounded by a finite sum of terms

of the form €%, with k > 2.
Then,

E [E[Wi, W, |Z]E[W;, W, |Z]G y (i1, i2) G (i1,i3)1 5, ]

can be upper bounded by a finite sum of terms of the form €%;, with k > 4.
Since
N(N —1)(N —2)e%

n2

— 0,

it shows that

1

11 A2 #13
Similarly, according to Proposition 2, each term of

E [E[W; Wi, W,|Z|G (i1, i2) Gy (i1, i3) L5y |

can be upper bounded by a finite sum of €%;, with k > 3.

Since
n(n —1)(n —2)ex

1
. =0 <N1/23W) — 0,

it achieves the proof of (8.22).
- If card ({41, 42,i3,44})=4, let us first observe that

N(N = 1)(N — 2)(N — 3)3,

— 0,
n

which means that we shall only focus on the approximation of
E[W“WZQW’LSWM |Z] - E[WHWQ |Z}E[W13WZ4 |Z]

of order 1/N.
Let us recall that

E[W;, W, |ZIE[W;,W,,|Z] = *n** Gy (i1,i2)Gn (i3, ia) + R (i1, 42, i3,44),
where

R (i1,12,13,14) = cn* G (i1, 92) Ry (i3, 1a) + cn* G (i3,94) Ry (11, i2)
+ Ry (t1,%2)Rn (i3, 44)
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is a remainder, each term of which is upper bounded by a finite sum of terms
of the form €%, with k > 2. In particular, it implies that

N(N _ 1)(N2_ 2)(N _ 3) RN(il,ig, ig,i4)GN(i1, iz)GN(i37i4)] — 0.

E[

n
Thus, we need to prove that

1
2 Z E[(E[WH Wi2Wi3Wi4 ‘Z]

i1 A£12#£13

— G (i1, i9) G (i3,44)) G (i1, d2) G (i3, i4)1my ] — 0, (8.24)
To do so, we shall prove first the following proposition:

Proposition 3. The terms of order less than or equal to 1/\/]V mn
E[Wll W12W23W14 |Z]
are null.

The term of order exactly 1/N in E[W;, W,;,;W,;,W,,|Z] contains all com-
binations of products of two terms between Gy (i1,12), Gy (i1,13), Gn(i1,14),
GN(i27i3), GN(iQ, i4), GN(i3,i4), GN(il,il) -1, GN(iQ,iQ) -1, GN(i3,i3) -1
and GN(i4,i4) —1.

We will demonstrate the propositions:

Proposition 4. The term in Gy (i1,i2)Gn (i3, i4) of E[W;, W;, W, . W, |Z] is
equal to 2n*?Gy (i1,i2)GN(i3,i4).

Proposition 5. For all terms T (i1,42,13,14) of order 1/N in
E[Wll Wiz Wis Wi4 |Z]7
ﬁE[TN(’Ll,Zg,’Lg,Z4)GN(11,12)GN(Z3,Z4)] =0,

except for the term in Gy (i1,12)Gn (i3, i4).

Propositions 3, 4 and 5 prove (8.24).

Let us prove now Propositions 2, 3, 5 and 4.

If card ({41, i2, i3, 14 })=3, conditionally to {e;, = €;, = €;, = 1}, W7 W, W,
can take several values:

(1-pP)* . - _ _

L] P2 if Yil = YiQ = Yi3 =1.

o =P ify, =1 and Y,, # Yy,

o] lfY“ =1 and Yiz :Yig =0 or Yil =0 and Yi2 :Yig =1.

(] % lfY“ =0 and Yi2 # Yi3~

o it Yi, =Y, =Y, =0.

Since each case has a probability 1 and each control a probability K(1 —
P)/P(1— K) to be in the study (these probabilities are given in Equation (2.6)

and (2.7)),

1

E[W; Wi, Wi,|Z,¢;, =€, = €, = 1] =
[ 11 2 %‘ €y €iy €is ] P(Eh:eiz:EiB:l)
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P2
X P(Yil = 17Yi2 7& Yl3|Z)

N (M) P(Yi, =0,Ys, =Y =1Z) + (MY

1 — P)? 1-P
X {QP(Y“ = Yig = YZ'3 = 1|Z) — P (

P1-K) P1-K)
X ]P(Yil = 1,Yi2 = Yi3 = O|Z)

P [(K(-P)\? B (1-P)? (K(1-P)\*
T 1-P (P(l — K)) P(Yi, =0.Ys, # Yal|Z) + = <P(1 — K))

The development of order 0 of P(Y;, =Y;, =Y,;, =1|Z) is

: 2;)% / - / - / ™ b6 (w)o(2)dedydz = K* + 0, (Tlﬁ) .

Similarly,

PIY,, = 1Y, £ Y, 2) = 26%0 - )+ O,

=l
~—

P(Y;, =0,Y, =Y, =1|Z)= K*(1-K)+ 0, (

=il
N~—~7

P(Yll = 17Yi2 = Yiz = O|Z> = K(l - K)2 + O;D (

=l
~—~

P(Y;, =0,Y;, # Y, |Z) =2K(1 — K)?

_|_

S
N
2~
~—

P(Ys, =Y, =Yy, =01Z)=(1-K)>+0, (\/N)

Replacing all these expressions in E[W? W, W;,|Z, €;, = €;, = €;, = 1] gives us
that the approximation of order 0 is null, which achieves the proof of Proposition
2.
Let us prove now Proposition 3.
If card({i1,ia,i3,i4})=4, let us compute the approximation of order 1/vN
of E[W; W;,W;;W,,|Z].
Conditionally to {e;, =€, = €;; = €;, =1}, W, W, , W, W,, can take val-
ues:
(1;—1;)2 if all individuals are cases, that is Y;, =Y,;, =Y;, =Y;, = 1.
# if one individual is a control and the three others are cases.
1 if two individuals are controls and two are cases.

° % if one individual is a case and the three others are controls.

% if all individuals are controls.
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The matrix of variance covariance of (1;,,1;,,1;,,1;,) is

1+n*(GN(i1,i1)—1) GN(il,ig) GN(il,ig)
5 _ G (i1, i2) 14+ n*(Gn(i2,i2) — 1) G (i2,13)
GN(il,i3) GN(iQ,ig) 1+77*(GN(i3,i3)—1)
G (i1,14) G (i2,14) G (i3,14)
Gn(i1,14)
G (i2,14)
Gy (i3,14)

1+ n*(GN(i47i4) — 1)

For the sake of clarity, let us denote A; = \/—— Z?l’k -1)= \/N(GN(il, i1)—
1), and similarly we define Ay, A3 and Ay.
Let us also denote C 2 = \/NGN(il,iQ) and similarly, C; 3,...,Cs 4.

Then, let us rewrite X as:

HMZ

Ci,2 Ci3 C1,4
R N VN
Ciz ot Cas Caa
s_| w tturt U VN
- Ci3 Ca3 1+ n* A C3.4
VN VN VN3 VN
Cra Ca.4 Csa o
o oy W IE A

The approximation of order 1/y/n of its inverse matrix is given by

-1 ~ |E|71
* C,
1+ \ZN(A2C+ Az + Ay) ) - \/ﬁ2
y - 1+ Z= (A1 + As + Ayg)
_Cis _Cos
VN VN
_Cia _Caa
VN VN
_Ci3 _Cia
VN VN
O3 _Copu
VN VN
1+ (A1 + As + Ay) —%
C *
—2 1 e (Ar + Ag + A3)

where [S|7F =1 — J= (A1 + Ay + A3 + Ag) + Oy (
Let us compute

).

2=

P(Y;, =Y, =1|2)

=Y,
+oo +oo +oo +oo
\E| / / / / (w, z,y, z)dwdzdydz,
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= (271_‘_)2 exp{ — ﬁ(l + 3—%(1‘12 + Az +A4)) -

~ 2+ j—_(A1 + Ay + A3))

wxn yz n* 1
\E|f012+|2|f013+ g/t O (N)}

*

:#exp{ 1‘2(1_\7/7N(A1+A2+A3+A4))

(As+ As + Ay)) —

*

><(1+\/77_
7,]*

— —=(A1+ A2 + A3 + A4))(1 +
y 1 g Aet st A

* *

NG
jﬁ(l = jN(Al + Ay + Ag + A)Cra + .
Fyz(l— j—N(A1+A2+A3+A4)) i

WC:;A
= Bw)d(2)p(y)o(2) exp {

T (A1 + Ay + A3))

+ wx

* 2 *

2\/—A1+ —|—

n
— —=C12— ... —yz—=C34+ 0,
YN T2 \/N 34 ( )}
2

= ¢(w)p(x)d(y)(2) [1 + x2 \/n*—Al ot \/UJ*VA4

ty
_o T +0<1>}
N 1,2 \/— 3,4 N

Finally,
[ ] ]P)(le1 = Y1'2 = Yi3 = Yu == 1|Z)

1 . K3
-5h [K + o+ 5)

nT(Al + Ay + As + Ay)

FK26(t)? "n (Cro+ ...+ Cs4)

Similarly, we compute

e P(“1 control, 3 cases”|Z)
— [4K*(1 - K)
bk
K2
+ - (B—4K)te(t) + 4K (1 — K))

\/n]v(Al + As + As + Ay)

F20(t)2K (1 — 2K)——(Cha + ... + Cs.4)

2
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e P(“2 controls, 2 cases”|Z)
1

= — [6K%(1 — K)?

Dk O )
+ M (1 — 2K)t6(t) + 2K (1 — K)) \/HN(AI b Ayt As A
+o(t)*(6K? — 6K + 1) \/”;V(CLQ + ... + Cs4)

e P(“3 controls, 1 case”|Z)

1
= — [4K(1-K)?
S K- R)
— 2 N
+ % (1 —4K)tp(t) + 4K (1 - K)) %(A1 + Ay + Az + Ay)

(Cro+ ...+ 03,4)]

*

n

—2¢(t)*(1 - K)(1 - 2K) iy

L] ]P)(Y“ = Yi2 = Yig = Yi4 = 0|Z)

1 o (1-K)3
_|2|% (1-K) +72

(—to(t) +1— K)j}—%ml Ayt Ay + Ay)
+(1— K)2¢(t)2\7/7—*N(C1,2 +..+ 0374)}

Regrouping all the first terms in the expression of E[W; W,, W, W, |Z] gives

1 [1-P? , (1-P)/K(l1-P)
zﬁ[ K50 () - )
2
+<7§((11__§;> 6K2(1— K)?
P [(K(1-P)\* P2 K(1-P)\* .
‘1P(P<1K>) WA= 5 <P<1K>> “‘K)}
:|21|1<(1_§2)2K4)[1—4+6—4+1]:0

Similarly we regroup the terms in \Z—*N(Al + Ao+ Az + Ay):

|21; \;%(Al + Ay + A3+ Ay) {ﬂﬁ(w(t) + K)

(1 ;P) <§((11_§;> KT (3 — AK)to(t) + 4K (1 - K))

P2 2
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(K P)) (1_2K)t¢(t)+2K(1—K))

(1 — 4K)tp(t) + 4K (1 — K))

P ( a P))( 9 o +1- 50

(1-P)> \P(1-K)
1 P)2K*
= [1—4 441
|z|é< 2P2 > +6-4+1]
+ L (0= PP 1—K—-3+4K+3(1-2K)—-1+4K - K|=0
Mk 2P2(1—K)

Finally, we regroup all the terms in <= (Cl 2+ ... +Cs4):

1 /(1-P)2K?
w7 (P ae) 407

x [1-K)>-2(1-K)(1-2K)+6K>—6K +1+2K(1—2K)+ K] =0.

This proves Proposition 3.

Let us prove Proposition 5.

The main term of the second order approximation of f(w,z,y,z) can be
written as:

2

Falw, 2., 2) = S(w)6(@)ow)o(:) |1+ (] f ST Ol

2
n*
+CFy) + +Z 5 (\/_A4 - —(AQ +C,+C3,+C5y)
n* 77*2
+ww(om\/ﬁ N [(A1 + A2)Cr 2+ C1 30 3+ C1,4C24]) +
* *2
+ 92(03,4% — UN (A3 + A4)C3.4 + C1 3C1 4 + Co 3C 4])
’LU4 77*2 ) 24 77*2 ) w2x2 77 0 A1A2
e s A R ety B
222 p*2 Az A w>x
+5 %@34* g 4”7%“‘1(’1»2*”
2,3 *2 2 A C
+ Ty%Az;C?,A + w xynN [ 1223 + C12C1 3] +
n*? AyCo n*?
+z xyﬁ[ 5 + C2.4C5 4] +InyZf(O1 2034+ C23C 4

+C1,3C24) | (8.25)
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In order to prove Proposition 5, we will show that:

1
) Z E[A?CLQC?,A] —0

i1 FiaFizFis

— Z E[AlAQOLQCgA} — 0
i1F92F£ 1370
— Y. E[AC,C54] =0

2
1179213704
— Z E[A101’201303’4] —0
i1 £l A13F 04

ﬁ Z E[OIZ)QCZ;J,C?,A] —0
i1 FioFisFia

1
— Z E[Cl72017302,403,4] —0

i1Fi2F£ i3 70

1
— > E[C},C54] =0

" i tin s
We will develop the proof of Equation (8.27).
By exchangeability of the (Z; ;)1<i<n, We can write

E[A1A2Ch2Cs4] = > E[(Z} ), — 1)(Z3, — 1)Z1,mZomZs .+ Za.r]

k,l,m,r
= Z E(Z3 25 1Z1,mZ2,m 23+ Zs ]
k,l,m,r
—2N Z E(Z3 . Z1,mZ2,mZs.+ Za,r]
k.m,r
+ N2 Z E[Zl,mZ2,mz3,7'z4,7']-

1703

(8.26)

(8.27)

(8.28)

(8.29)

(8.30)

(8.31)

(8.32)

(8.33)

(8.34)

(8.35)

We recall that since Z;; and Z;,; are independent for any ¢ and j when &k # [,
we will always consider separately the cases where k = [ from the cases k # [.

Let us first focus on the last term of (8.35).

N
ZE[Zl,mZ2,mzs,rZ4,r] = Z E(Z1 mZ2mZ3 mZim)
m.r m=1
+ Z E[Zl,mZQ,m]E[ZS’TZZLT]
m#r

:Nxol+NN—1><
(3)+nvev -1

1

(n—1)?
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Thena %# Z (N2 Z ]E[Zl,mZZ,mZS,TZ4,T]) = (N—l?;((]x:f))z(N—?)) +0(1)
i1£1i2 £ 13704 m,r
Now let us decompose the second term of (8.35) as:

N
> EZ} 20 mZomZs Loy = Y EIZ3 7 12k Zs 1]

k,m,r k=1

+ Y E[Z3} 22 kEZ3,Z41) + > _EZ] ,|E[Z11Z2,1Z3,Z4,1]
[ [y

+ Y EZ3 23123 E(Z1,Z21) + Y E[Z3 JE[Z1, 221 EZs 1 Zs )
k£l ktl£m

Using the results given by Proposition 1, we obtain that

11
i | 72V D ElZ3 20 mZo mZs ]
k,m,r
2(N —1)2(N — 2)(N — 3)
= 1).
n2(n —1)>2 +oll)

Similarly, we can prove that

11
1 | D ElZ14Z31Z0m %0 Zs 1 D)
k,l,m,r
(N —1)2(N —2)(N —3)
= 1
nz(ni 1)2 +0( )7

by using the properties of Proposition 1 or similar relationships coming from
other properties of Z that we have not detailed here.

Hence we have shown (8.27). The proofs of (8.26), (8.28), (8.29), (8.30),
(8.31), (8.32) are very similar to this proof.

It remains to prove Proposition 4.

According to the expression of fo(w,x,y,z) given in (8.25) and since

* *2
SE =1 Q”W(Al + A+ Ag + Ag) + T (Ar Ay + .+ AgAd)
32 o 2 2 N 2 1
+8N(A1+A2+A3+A4)+ﬁ(01,2+...+03,4)+0p ~i )

the OIﬂy term in 01720374 of P(le1 = Yig = Yig = Yi4 = 1|Z) is

1 ,'7*2 oo ptoo ptoo ptoo OO dwdvdud 40 . 77*2
(QW)QW/t /t /t /t wzyzC1,2C3 adwdzdydz = ¢(t)"C1 2 84T

The term in C; 2Cs5 4 of P(“3 cases, 1 control”|Z) is

*2

74¢(t)4(]1720374%.
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The term in C; 2C5 4 of P(“2 cases, 2 controls”|Z) is
60(0)'C1 2Cas -
1’203’4W'
The term in C; 2Cs5 4 of P(“1 case, 3 controls”|Z) is
72
v
The term in C1 9C54 of P(Y;, =Y, =Y,, =Y, =0|Z) is

—4¢(f)401,203,4

77*2
¢(t)401,zc3,4ﬁ-
It remains to compute the approximation of the denominator of

E[Wilwizwi3wi4 |Z]

of order 0, that is

a0 (B ) oK1 (=)
s (K0=P)Y’ K(1-P)\*
e (pir=gg) 090 (7o)
= };7;1 [P4+4P3(17P)+6P2(1*P)2+4P(]_fp)3+(1ip)4]
K4
5

Finally, the term Cy 2C3 4 in E[W;, W,;, W,;, W, |Z] is

L2 (1-P)2 _1-P (K(1-P) K(1-P)\?
o(t) WCI,QCBA P2 +2 2 (P(lK)) +6 7}3(1[())
P (K1-P)\® [(K1-P\' P*
+21—P<P(1—K)> <P(1—K)> * KA
P2(17P)2 *2

which is exactly the term in Cy 2C3 4 of E[W;, W,,|Z|E[W,;, W, |Z].
This proves Proposition 4.

8.4. Second order approximation of E[W;W;|Z,€e; = €; = 1]

The density function f can still be written as

1
f(w,y)—mexp{—m

*

[w%l L)
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1+ An(1)) — 2zy———=| »,

y (14 Z=AN () = 2oy =2

but with the explicit term of order 1/N in the expressions of |Z(™)|~1 and
|E(N)|7%

*

ISR (An(i) + An(5))

\/ﬁ
+ L (A AN + By + (A + AvG)F) + 0, (=7 )
N ’ PANE
— 1= (A () + Ax(i)
+% (AN(i)AN(j)+AN() + An(5)* + By (i, 5)? )—f—Op (%)
and
=04 = 1= (A (i) + Ax ()
L (~ v () + B0 + v+ Ax(0)?)
1
+op(N%).
Thus,
1 T P Balid)
e { st [£20+ ZeAn (i) + 570+ (@) - 20,220
2 *
= olpo(s) exp {5 (A () + (A0 + Be(i. )
— L) + LAy G + B3 + ol B
*2
- B B An () + A | + 0 15 )
= 0(000(0) [1+ ()L~ I (A0 + (0.0
+ L) - %(Am )7+ B, )%) + e Ay
+ B AN G+ oyl T Balid) = e B 1) (A(0) + An (7))
.’L'2 2 %2
+Ty%BN(i,j)2+Op<]\;g>}

with the last term obtained by developing the exponential function.
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Since

/ h / h rldzdy = t3¢(t) + 3te(t) + 3K
t t

[ atvrdsay = ot + 52
t t
we have:

n* , 2 n* :
| e = g [0+ A 520+ (i)
I Ly = 12+ 0000 + )| L)+ An ()

- ”—*Q(ANW +An(5)* + 2Bzv<iaj>2>}

and

— 2xy

KU 3

+ 5 R (E50(0) + 3t6(1) + 3K) (Ax () + Ax (7))

+ (1) [\%Bw,j) — LBy (i.) (An (i) + AW’))}
(t0(6) + KL (B (i, )2 + X DANY)

)+ 2
é) L2+ 2)Bli. )4 () + () + 0,17 )

@l\)l»—l

Multiplying by

*2

2O = 1= LA () + AN () + g (~AVDANG) + (i)
2 ax@) +Ax6)?) +0, (7).
we obtain
/too /too flz,y)dady = K* + 5w)(t) j*N(AN(i) + An(4))
* *2 12 2
007 Blig) + 5 00— 3i0(6) + 2 P Ay ()
+ B o + T2 2 ) By (i) ) + Av ()0
1
+0u(53):
Similarly,

/t /t stdedy = —t3¢(t) — 3tp(t) + 3(1 — K)
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" , n .
exp{ T [ (14 T (i) + 70+ A (D)
1

~(i,5) n ‘
2 yW}}dmg( - K B 0l + 1= K)| T (An ()
*2
+ () — (AN @ + A () + 280,57
I (- = stoto) +30 - 1)) (A (0 + Ax (i)
+ PO 2 2) B, ) (An() + An()

Multiplying by

\E(N)\_% =1- < An(i)An(5) + Bn(i,5)?

(AN( ) + An

o),

//fxydxdy—l— Ky = 1 o) ] ( N (i) + An ()

_ *2
0P T B) + g B (AN + AN (90 + 3t0(0)
*2 12 2 *2 2
1O A An) + B3 S o0

*2 2
- L Byad) () + Avi) 5@ -1+ 0, )

Finally, we compute similarly P(Y; # Y,|Z) = fioo j:_oo flx,y)dxdy +

S5 L f(,y)dady.
We obtain

1-2K

t0(0) T (Aw(i) + An()
L (AN + AN 6P ()

P(Y; #Y,|Z) =2K(1 - K) —

¥ ¢2(t) AN@)AN(J‘)—%Bw(z‘,.ift%(t)z

B Bl )(A(0) + Ax(DoH- + 1+ 0, (517 ).

*
]
.

<



Heritability estimation in case-control studies 1709

We replace the expressions of P(Y; = Y, = 1|Z), P(Y; = Y; = 0|Z) and
P(Y; # Y,|Z) in the expression of E[W;W,|Z,¢; = ¢; = 1]. Since we already
computed the terms of order ﬁ for the numerator, it only remains the terms

1
of order .

Eventually, we find that the numerator can be writen as:

n* 1-P 9 o
\/—Nm(b(t) By (i, j)
*2 42 2 _

1B A ) AN ) e

4
PO LB 2 1)) (An() + An () + O, =

N 2 P(l_K)? N ) AN {2 N P\ N3 )"
Similarly, we compute the expression of the denominator (at order \/% since

the main term of the numerator is of order \/Lﬁ) We obtain the following ex-

-F St20(t)?

77*2 9 1

=

pression:
I;_j + \/U*N%Mt)(AN(i) + sz(ﬁ)% + fﬁd’(t)QBN(@j)%
(3)
BIWIW, 2.6 = 5 = 1] = 5 |1 = 2 Lo (An() + Ax () s
_ \7/7_%¢(t)2BN(i,j)Igil_—_Kf):)2}
X {j—*ﬁ P(ll%];()zcb(t)zBN(Z,y) + zvjt%f)QAN(i)AN(J)P(ll :};()2
+ %Bw,ﬁﬁt%@)z - %%(;)2 P(ll :foz (-1)
x B (i, 5)(An/(i) +AN(j))} +0p (Nl)
i oo S

Appendix A: Appendix
A.1. Proof of Equation (2.7)

By definition, the probabilities peqse and Peontror are linked to the variables ¢;
as follows:
Pcase = ]P)(Gz = ]-|ZaYz = ]-)
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and
Pcontrol = P(Gi = 1|Z,Yi = O)

The ratio of the two following equations:

POVi=Le=1) _B(Yi=LVi=1) _ Kpeus
P=P(Y;=1l¢=1)= = -
(Yi=1le =1) Pl = 1) P(e; = 1) P(e; = 1)

and

1-P=P(Y; =0l =1) = S =

(1 - K)pcontrol
P(GZ‘ = 1) ’

with the full ascertainment assumption given by (2.6) prove equation (2.7).

A.2. Proof of Equation (3.2)

This equation was proved in Golan, Lander and Rosset (2014), we recall the
proof here for the sake of completeness.

Conditionally to the event {e¢; = ¢; = 1}, the variable W; W can take the
following values:

e LLIfY; =Y, =1

o L ifY,=Y;=0.

e —1ifY; #Y;.

Let us write the expectaction of W; W conditionally to Z and conditionally
to {e; =¢; =1}

1-P
E[WZW]|Z,EZ = Ej = ].] = T]P)(YZ = Yj = 1|Z,€i = 6]‘ = 1)

—]P(YZ 7& Yj\Z,eZ- =€ = 1)

+ L]P’(Yi =Y, =0(Z,¢ =¢; =1). (A1)
1-P
P(Y: =Y, =1|Z,¢; = ¢; = 1)
Ple;=¢; = 1Y, =Y, = 1,Z)P(Y; = Y; = 1|Z)
B Ple; =¢; = 1|Z)
P(Y; =Y, =1|Z)
T Pl =¢ =1]2)

under the full ascertainment assumption given by Equation (2.6).

Similarly, since we have seen in Equation (2.7) that a control has a probability

g((ll:;;; to be selected in the study and since ¢; and €; are assumed to be
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independent conditionally to Z, Y; and Y:

P(Y; =Y, =0|Z,¢; =¢; = 1)
Ple; =e; = 1]Y; = Y; = 0,Z)P(Y; = Y; = 0|Z)
Ple; = ¢; = 1|Z)
B (K(l - P))2 P(Y; =Y, =1|Z)
P(1-K) Ple; =¢; = 1|Z)

and
_ (K(1-P)\ P(Y; #Y,|Z)
- (P(l—K)> Ple;=¢; = 1|Z)"

The probability that both individuals ¢ and j are included in the study is
equal to

P(Q’ =€ = 1|Z) = P(ﬁl =€ = 1|Z,Yl = Yj = 1)P(Yl = Yj = 1|Z)
+P(6i =€; = 1‘Z,Yi = Yj = O)P(Yl = Yj = O|Z)

=P(Y, =Y, =1Z) + <§((11—1]3> P(Y; =Y; =0|Z)
(o) Py £ Y02

If we combine all these computations and we plug them in the expression
(A.1), we obtain (3.2).

A.3. Proof of Equation (3.6)

Notice first that

| 1 &
Gn(i,i) — 1= N <\/—N ;(Zik - 1))
with
1 1
Var <\/—N D (23~ 1)> = D ElZi,] - (E[Z3,])*
k=1 k=1

Moreover, since the variables (Z; x)1<;<n are normalized according to Equa-
tion (2.3),
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By taking the expectation and since the variables (Z; 1 )1<i<n are exchange-
able, we obtain that

E(Z?,] =1. (A.2)
Using (2) of Proposition 1 and Equation (A.2), we obtain that

LN
Var (\/—N lc:l(Zi,€ - 1)>

is bounded and

N
1 1
Gulii) 1=+ 3 (2 -1 =0, (1)
N= VN
Similarly,
1 & ISN o s
Var | ——= Y ZinZjx | = ~ > R(Z3 23 ) — B(ZikZr)
N3 k=1
LS (o
N ¢ (n—1)2
k=1
using (3) and (1) of Proposition 1
=1+0(1)
Then, L % ZirvZix = O (L)
=T PAVN

Thus, we can write

AN (@) % Bn(i,5) %
s _ (L N¢AN i
BN(W),,?* 1+ NG, x|

\/Nn

VN
N
where An(i) = —< > (Z?, — 1) = Op(1) for all i, and By(i,j) =
k
N
Tlﬁ k21 Z;,Zj = O,(1) for all i # j.

A.4. Proof of Proposition 1

Observe that for all k =1,..., N,

> Zin=0 (A.3)
i=1

and
Z Zik =n (A.4)
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Moreover, for each k, the random variables (Z; ;)1<i<n are exchangeable. Thus,
we deduce from (A.4) that for alli =1,...,nand k =1,..., N, E(ka) =1.
Hence, by (A.3), we get that

n 2 n
o=<zzi,k> =72+ Y ZinZj,
i=1 i=1

1<i#j<n
which, by (A.4), implies that for all k =1,..., Nandi#j=1,...,n,

n 1
E(ZixZjx) = a1 no1 (A.5)

that is (1).
The proof of (2) comes from the decomposition:

|Z1,k|p = |Zl,k p]l{si> 57%’”7,} + |Z1,k|p]]-{si§ éném}

< | A1k — AglP

T ()’

+nP1

{Si S 5n§in }

Assumption 1.2 implies that sup E UALk — Ak|p] < 400 and the upper bound
k

for P(s? < §) of Equation (8.15) prove (2).
By (A4), forallk=1,... N,

n 2 n
i=1 i=1

1<i£j<n

Since the (Z;)1<i<n are exchangeable for each k = 1,..., N, we get that for
alk=1,...,N,
n=E[Z],]+ (n - DE[Z] .73 ] ,

which gives us (3) by using (2).
If we take the expectation of

Z3 > Zix =0,
=1
we obtain
E(Z1,] + (n — 1)E[Z} ,Z2 k] = 0.

Then, (2) implies (4).
Similarly, since

n
2
VARY /W) E Z; . =nZy 12y,
i=1

we obtain that

2E(Z3  Zai] + (n — 2)E[Z7 , Z2 1k Z3 1) = nE[Z1 1 22 ).
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Then (1) and (4) imply (5).
Since

n
Z1kZ2xZsx Yy ZLis =0,
=1
we obtain that

3E(Z3 1 Z2kZs ) + (n — 3)E[Z1 xZ2 1 Z3 124 1] = 0.
Then, (5) implies (6).

Since .
Z3,.> Zix =0,
i=1
we obtain that
E(Z$ ;] + (n — 1)E[Z} 4 Z2 k] = 0.

Then, (2) implies (7).
The proof of (8) is very similar to the proof of (2) but we use Assumption
1.3 which gives us that sup E [|(Al,;c — Ap)(Ag g — Ak)\p} < 4o00.
k

Since

n
4 2 _ 4
Zl,k E Zi,k = ”Z1,k7
i=1

]E[Z?,k] +(n— 1)E[Z411,kzg,k] = ”]E[Zik]~
Then (2) implies (9).
Similarly, since

n
Z11Z2k Y Zin =0,
i=1
we obtain that
E[Z} yZo.x] + B[Z1 4 Z5 1) + (n — 2)E[Z] 22 4 Zs k] = 0.
Then, (7) and (9) imply (10).

Since

n
Z?,kzlk Z Zzz,k = nz?,kZQ,]ﬁ
i=1
we obtain that

E[Zikzlk] + E[Z?kZ%k} +(n — 2)E[Zi’,kZ§,kzs,k] = nE[Zikzlk]'
Then, (7), (8) and (4) imply (11).
Finally, since Z3 , Z k()" Zix)* = 0,
i=1

E(Z3 1 Zo ) + EIZ3 ,Z3 }) + 2E[Z , Z3 ;] + 2(n — 2)E[Z] . Z2 1 Z3 1]
+2(n — 2)E[Z3 23 v Z3 k] + (n — 2)°E[Z3 , Z2 1 Z3 1 Z41]) = O
Then, (7), (8), (9), (10) and (11) imply (12).
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