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Limiting empirical distribution of zeros and critical
points of random polynomials agree in general *

Tulasi Ram Reddy’

Abstract

In this article, we study critical points (zeros of derivative) of random polynomials.
Take two deterministic sequences {ay }»>1 and {b, },»>1 of complex numbers whose
limiting empirical measures are the same. By choosing &, = a, or b, with equal
probability, define the sequence of polynomials by P,(z) = (z — &1)...(2 — &.). We
show that the limiting measure of zeros and critical points agree for this sequence
of random polynomials under some assumption. We also prove a similar result for
triangular array of numbers. A similar result for zeros of generalized derivative (can
be thought as random rational function) is also proved. Pemantle and Rivin initiated
the study of critical points of random polynomials. Kabluchko proved the result
considering the zeros to be i.i.d. random variables.
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1 Introduction

The oldest known result relating the zeros and critical points of a polynomial is Gauss-
Lucas theorem, which states that the critical points of any polynomial with complex
coefficients lie inside the convex hull formed by the zeros of the polynomial. In general
nothing more can be said. Our interest in this article is dealing with sequences of
polynomials, usually randomness included, with increasing degrees. We consider the
case in which the point cloud made from the zeros of these polynomials converges to a
probability measure in the complex plane. We want to understand the behavior of critical
points of these sequences of polynomials. We recall the definition of weak convergence.

Definition 1.1. For a sequence of probability measures, {u,} and u on C, we say that
{in —+ p weakly, if for any f € C°(C), we have lim [ fdu, = [ fdp.
n—oo

We deal with sequence of complex numbers whose empirical measure converge to a
probability measure.
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Limiting measures of zeros and critical points of random polynomials

Definition 1.2. Let {ay, }n>1 ({@n,i}n>1;:1<i<n) be a sequence (triangular array) of num-
bers such that - 3" | 84, (£ 31" | ba, ) converge weakly to a probability measure yi, we
call such a sequence (triangular array) to be u-distributed. Here ¢, denotes the Dirac
measure supported at a.

The question was raised by Pemantle and Rivin in [9] whether it is true that if the
empirical measure of zeros of a sequence of polynomials converges to a probability
measure u, then the corresponding empirical measure of critical points also converges to
u. It is false in general as there are counterexamples. For convenience we will introduce
the following notation. For any polynomial P, let Z(P) denote the multi-set of zeros of P
and M (P) to be the uniform probability measure on Z(P).

In the case where all the zeros of the polynomials are real, because the zeros and
critical points interlace, the empirical measures of zeros and critical points agree in limit.
We now look at some examples where the limiting measure of zeros and critical points
do not agree.

The most commonly quoted [9] sequence of polynomials where the limiting measure
of zeros and limiting measure of critical points do not agree is P,(z) = 2™ — 1. In this
case the limiting zero measure nh_?go M (P,) is the uniform probability measure on S!

and the limiting critical point measure lim M (P)) is the Dirac measure at origin. In the
spirit of this example we construct nev\;Z :t;j of examples for which the limiting measures
of zeros and critical points are different.

Example 1.3. Recall that if a polynomial has all zeros real, then all its critical points
have to be real and are interlaced between the zeros of the polynomial. Consider the
polynomial P, (z) = (z—a})(z—a¥)...(z—a}), where ay, as, . . ., a, are real numbers such
that 0 < a1 < az < -+ < ai. Define the sequence of polynomials to be Q,,(z) = P,(z"),
then Q/,(z) = nz""1 P/ (2"). The zero set of Q,, is

n

Z(Qn) = U U{ajGQﬂi%}7

j=1¢=1

where as the zero set of @), is

1 )
{br,e* ) | LJ{0,0,...,0},

C:=

k—1
2@ = U

12

1

where by, < by, < --- < by_1, are the zeros of the polynomial P/(z). Note that
aj < bjn < ajy,. The probability measure M (Q;,) has mass 2-L at 0, hence its limiting
measure will have mass % at 0. On the other hand the probability measure M (Q,,) is

k
supported on |J a;5 1. Hence the limiting measures do not agree.
j=1

Example 1.4. Choose a polynomial P with degree k, whose zeros are in the disk D,. =
{2 € C:|z| < r}, where r < 1. Define Q,(z) = P"(z) — 1, then Q/,(2) = nP" " 1(2)P'(2).
If z is a zero of ,,(z), then it satisfies P"(z) = 1, or |P(z)| = 1. Therefore the limiting
zero measure of @, (z) is supported on the boundary of the polynomial lemniscate
{z : |P(z)| < 1} of the polynomial P. The limiting zero measure for the sequence {Q,, },>1
exists because (@, is the nk-th Chebyshev polynomial of the polynomial lemniscate
of P. Hence the limiting zero measure is the equilibrium measure for the domain
{z : |P(2)| < 1} (see Chapter 5 in [11]). Where as, if 21, 29, ..., z; are the roots of the
polynomial P, then the limiting zero distribution of @)}, will be % Zle 0,,. Hence the
limiting measures of zeros and critical points of the given sequence of polynomials do
not agree.
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Limiting measures of zeros and critical points of random polynomials

Before we discuss the above question, we recall the modes of convergence for random
measures.

Definition 1.5. Let P(C) be the set of probability measures on the complex plane,
equipped with weak topology. Let {u,}»>1 be a sequence in P(C) and i € P(C) we say,

* Wn — p in probability if lim P(u, € N,) = 1 for any neighbourhood N, of p,
n—oo
* pin — p almost surely if P( lim p,, = p) = 1.
n—oo

Pemantle and Rivin in [9] considered a sequence of random polynomials whose zeros
are i.i.d. with law p having finite 1-energy and proved that the empirical law of critical
points converges weakly to the same probability measure pu.

Conjecture 1.6 (Pemantle-Rivin [9]). Let X1, X5,... be i.i.d. random variables dis-
tributed according to a probability measure p and P, (z) := (z — X1)(z — X2) ... (2 — X,,).
Then M (P!) %% u almost surely.

A weaker form of Conjecture 1.6 was proved by Kabluchko in [7].

Theorem 1.7 (Kabluchko [7]). Let X1, Xs,... be i.i.d. random variables distributed
according to a probability measure p and P, (z) := (z — X1)(z — X3) ... (2 — X,,). Then
M (P.) % 1 in probability.

Further results concerning critical points and zeros of random polynomials are
discussed below. Subramanian in [14] showed that the limiting empirical law zeros and
critical points agree for the polynomials whose zeros are i.i.d. with law x supported in
S1. In [1] the authors prove that the empirical law of zeros of the higher derivatives
for the polynomials whose zeros are i.i.d. with law u supported in S' converge to the
same probability measure p. In [1] the authors also obtain similar results for the zeros of
generalized derivatives of polynomials. Similar results for critical points of characteristic
polynomials of random matrix ensembles (Haar distributed on O(n), SO(n), U(n), Sp(n))
are proved in [8] by O’Rourke. Hanin in [6] shows the pairing of a typical zero with a
critical point of random polynomials with i.i.d. Gaussian coefficients and in [5] a similar
result was shown for zeros taken as i.i.d random variables from a probability measure
on Riemann sphere.

We organize the article as follows. In Section 2 we state and explain the main results
along with corollaries. In Section 3 we give the proofs of corollaries stated in Section 2.
In Section 4 we prove the theorems stated in Section 2.

2 Main results

In [9] and [7] the random polynomials are constructed by choosing the zeros to be i.i.d.
random variables. We show similar results by reducing the randomness in Theorem 1.7,
in the sense that we choose the zeros from a deterministic sequence and perturbing it
randomly independent for each term. In Theorem 2.2 we will start with two sequences of
complex numbers which are asymptotically distributed according to the same probability
measure. We also assume that the two sequences are sufficiently different (precise
conditions are stated in the theorem). Then we construct a sequence of random numbers,
whose terms are chosen independently at random from the corresponding terms of either
of the sequences. If we make a sequence of polynomials whose zeros are the terms of
the obtained random sequence, then the limiting measure of the critical points of this
sequence of polynomials will agree with that of the limiting measure of the sequences
we started with. This result only assumes the independence of zeros and they need not
necessarily be identically distributed. This enables us to state the Corollary 2.5 which
asserts the result when the zeros are from a deterministic sequence and are perturbed
randomly. We also state a similar result for triangular arrays of numbers as Theorem 2.8.

EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
Page 3/18


http://dx.doi.org/10.1214/17-EJP85
http://www.imstat.org/ejp/

Limiting measures of zeros and critical points of random polynomials

We prove the result for a specific class of sequences (triangular arrays) which we call
as log-Cesaro-bounded and is defined as follows.

Definition 2.1. We say a sequence (triangular array) of complex numbers
{an}n>1 ({ani}tn>11<i<n) to be log-Cesdro-bounded if the Cesdro means of the pos-
itive part of their logarithms are bounded i.e., the sequence {3 7"  log, |a;|}n>1
({2 3" log, |an,|}n>1) is bounded.

Theorem 2.2. Let {ax}r>1 and {by}ir>1 be two p-distributed and log-Cesaro bounded
sequences of complex numbers. Additionally assume that, ay # by for infinitely many k.
Define the sequence of independent random variables &, such that &, = ay or by, with
equal probability, for k > 1. Define the polynomials P, (z) := (z — &1)(z — &2) ... (2 — &,).
Then, M (P,)) % 11 almost surely and M (P!)) % u in probability.

Remark 2.3. For the assertion of the above Theorem 2.2 to hold, it is necessary to
assume that the two sequences differ in infinitely many terms. Suppose not, we may
choose one of the sequence to be a sequence for which the assertion of the theorem
doesn’t hold. Since both the sequences differ only in finitely many terms, the resulting
sequence will be same as that of the sequence for which the assertion doesn’t hold, with
positive probability. Hence the statement of Theorem 2.2 doesn’t hold.

In the following example we will see a deterministic sequence, where the limiting em-
pirical measures of zeros and critical points do not agree for the sequence of polynomials
made through considering the terms of the sequences as zeros.

Example 2.4. Let the sequence {z,},>1, be defined recursively as follows. z; = 1,

zo = —1land for 1 < k <27, define zon 4 = zkezml . It can be verified that this sequence
n

is p-distributed, where y is uniform probability measure on S*. Define P, (z) = [] (z—zx).
k=1
Then M (P,) — u whereas M (P5,.) = dg.
Theorem 2.2 can be used to obtain corollaries of the following form. Choose a
deterministic sequence which is p-distributed and perturb each of its term by a random
variable with diminishing variances. It can be shown that the empirical measure of the

critical points of the polynomial, made from the perturbed sequence also converge to
the same limiting probability measure u.

Corollary 2.5. Let {u, }»>1 be a p-distributed and log-Cesaro bounded sequence. Let
{vn}n>1 be the sequence such that v,, = u,, +0,X,,, where X,,s are i.i.d random variables
satisfying X, < —X,, E [log, |X,|] < cc and o, | 0, 0, # 0. Define the polynomial
Po(2) = (z —v1)(z —v2)...(2 — v,). Then, M (P,) % 1 almost surely and M (P)) = pu
in probability.

Remark 2.6. In Corollary 2.5, we may choose the random variables X,,;s to have complex
Gaussian distribution or uniform distribution on the unit disk centered at 0. In the case
of complex Gaussian distributed random variables we get the result for unbounded
perturbations and in the case of uniformly distributed random variables the perturbations
are bounded. It can also be proved in the case where the perturbed random zeros are
confined to the support of 4. For example in the case when P, (z) = 2" — 1 we can perturb
only the angular parts of the zeros, which will confine the perturbed zeros to the unit
circle.

A special case of Theorem 1.7 can be obtained as the following corollary of Theorem
2.2. The special case being the one in which the probability measure p in consideration
has bounded log , -moment.

Corollary 2.7. Let i be any probability measure on C satisfying [log, |z|du(z) < co.
C
Let X1, Xo,..., X, be ii.d random variables distributed according to p. Define the
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polynomials P, (z) := (z — X1)(z — X5) ... (2 — X,,). Then, M (P,)) = ;1 almost surely and
M (P!) % i in probability.

We present a similar result of Theorem 2.2 for triangular arrays of numbers.
Theorem 2.8. Let {aj,;}r>1.1<i<k and {bg:}r>1.1<i<k be two u-distributed and log-
Cesa’ro bounded triangular arrays of complex numbers. Additionally assume that,

Z log m = o(n?). Define the sequence of independent random variables & ;

such that & ; = ay,; or by ; with equal probability, for1 < ¢ < k and k > 1. Define the se-
quence ofpo]ynormals whose n-th term is given by P, (z) := (z—&n.1)(2—&n2) - .- (2=&nn)-
Then, M (P,)) % 11 almost surely and M (P!)) % y in probability.

Example 2.9. In [13], the author studies the real zeros of the Cauchy location likelihood
equation to estimate the location parameter of Cauchy random variables. Let X1, Xo,...,
be i.i.d. Cauchy distributed random variables with the density Notice that the
zeros of the Cauchy location likelihood equation

— 9 1
2 5 e @D

1
m(1+x2)"

are the critical points of the polynomial P,(z) = [[,_,(z — X) +4)(z — X} — ). Following
the proof of Theorem 2.2 (tweaking Lemma 4.3 appropriately), it can be shown that the
limiting empirical measures of zeros and critical points agree for the sequence of the
polynomials {P, },>1. The limiting empirical measure of zeros M (P,) is uniform mixture
of Cauchy distribution supported on the lines §(z) = +1. As a consequence we get that
the number of real zeros of Cauchy location likelihood equation is o(n).

We return to the example of the sequence of polynomials whose n-th term is P, (z) =
z™ — 1. By removing a zero from P,,, we can see that the empirical measures of zeros
and critical points agree in limit. Define the sequence {Q,},>1, where Q,,(z) = Pz%ll(z)
From the definition of @,,, the limiting zero measure of the sequence {Q,},>1 is the

uniform probability measure on S'. The derivative of these polynomials is
nz"tl —(n+1)2" +1
(z—1)?

Fix € > 0, then for any |z| > 1+¢, the polynomial n2"*! — (n+1)2" + 1 does not vanish for
any n large enough as the term nz"*' dominates the rest of terms uniformly in absolute
value. Similarly, for any |z| < 1 — € for any n sufficiently large enough, 1 dominates
the rest of the terms uniformly and hence the polynomials does not vanish. Hence for
every € > 0 there is N, such that for any n > N, and whenever |z| > 1+eor|z| <1 —¢,

1.(z) # 0. Therefore the limiting zero measure of the sequence {Q/, },,>1 is supported
on S*.

To get the angular distribution of zeros of @)}, we use a bound of Erdds-Turén for the
discrepancy between a probability measure and uniform measure on S!. We will sate the
inequality in the case where the probability measure is the counting probability measure
of zeros of a polynomial.

Qn(2) =

Theorem 2.10 (Erdds-Turédn [2]). Let {ax}o<k<n be a sequence of complex numbers

N
such that apay # 0 and let P(z) = 3. ayz*. Then,

k=0
2
il/N(e ¢)_¢_9 Zk O|a‘]€|
N ’ 21 - N A/ |a0aN|
for some constant C and vy (0, ¢) := #{zr : 0 < arg(z;) < ¢}, where z1,22,...,zy are
zeros of P(z).
EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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Applying the above inequality to the polynomial (z — 1)2Q’,(z), we infer that the
limiting zero measure of )/, is uniform probability measure on S* which agrees with the
limiting zero measure of Q,,. As an application of the forthcoming Theorem 2.11, we
will see that if we choose random subsequence from a p-distributed sequence, then the
limiting distribution of zeros and critical points agree for the polynomials made from
this random sequence.

The next result deals with counting the zeros and poles of a random rational function.
The random rational function is defined as L, (z) = >, _; -2 —. In a special case where

v_iar = n and ap > 0 for every k = 1,2,...,n, it is called generalized Sz.-Nagy
derivative. For a classical derivative all a,s are equal to 1. It is mentioned in [10] that
the motivation in studying generalized derivative is that many of the results for classical
derivatives extend to the generalized derivatives. In the case where the poles of the
rational function are real and the weights are chosen from Dirichlet distribution the
exatct density of zeros of the rational function can be exactly solved and is referred as
Dixon-Anderson density (see Proposition 4.2.1 in [4]).

Theorem 2.11. Let a;,az,... be ii.d. random variables satisfying E [|a1|] < co. Let
{z»}n>1 be a sequence that does not converge to infinity and not dense in C. Define
the random rational function L, (z) := ;% + ;*2---- + ;22— Then, in the sense of

distributions, 1 Alog(|L,(z)|) — 0 in probability.

‘’'n
Remark 2.12. In Theorem 2.11, let L, (z) = ?3((5)) Where P, (z) = (z—21)(2 —22) ... (2 —
zn) and @, (z) is defined to be the generalized derivative of the polynomial P,, given
by the relation Q,(2) = Ly,(z)P,(z). Then Theorem 2.11 asserts that 1 Alog|L,(z)| — 0,
which in turn imply that M (@) — M (P,,) — 0 in the sense of distributions. If we assume
that the sequence {zy};>1 is p-distributed then it follows that the limiting measure of
critical points converge to .

Any p-distributed sequence that is not dense in C (for an appropriate u) satisfies the
assumptions on the sequence {zj},>1 in Theorem 2.11.

As an application of Theorem 2.11 we choose a random subsequence of a p-distributed
sequence and show that the limiting empirical measures of zeros and critical points
agree. We state this result as the following corollary.

Corollary 2.13. Let {z,},>1 be a p-distributed sequence that is not dense in C, for a u
which is not supported on the whole complex plane. Choose a subsequence {z,, }r>1 at
random that is, each of z,, is part of subsequence with probability p < 1 independent of
others. Define the polynomials Py(2) := (2 — 2n, ) (2 — Zny) - - . (2 — 2n, ). Then, M (P) = p
almost surely and M (P}) - u in probability.

We believe a strengthened version of above Corollary 2.13 is true. We state it as the
following conjecture.

Conjecture 2.14. Let {Zn}nz1 be a pu-distributed and log-Césaro bounded sequence.
Define the sequence of random polynomials to be P, (z) = G=z1)(z=z2)-(z=2n41) yhere s,

2= Zsp

is a random number distributed uniformly on the set {1,2,...,n+ 1}. Then, M (P,) % pu
almost surely and M (P!)) % u in probability.

3 Proofs of Corollaries 2.5, 2.7 and 2.13.

In Corollary 2.5 we deal with perturbations of a u-distributed sequence. We expect
that the perturbed sequence will also have the same limiting probability measure as of
the original sequence. It is formally stated and proved in the following lemma.

Lemma 3.1. Let {a, },>1 be a u-distributed sequence, o,, | 0 and X, X5, ... are i.i.d.
random variables. Then, {a, + 0, X, }n>1 is a p-distributed sequence almost surely.
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Proof. 1t is enough to show that for any f € C>°(C),

72 ak+Jka)) — 0,

almost surely. Fix € > 0, choose M such that P(|X,,| > M) < e. Then,

1 n

— X < - X)) {1 X M

”lkzzo flar + o X)) < Z| flar + 0, X)) 1{| Xi| > M}|
+ 7Z| flar + on Xp)) I{| X | < M},
<

L'Q'“ S 11Xl > )
k=1

1 n
+ 52 |0k X ||V flloo L[ X | < MY,
k=1

201 oo — M -~ —
k=1 k=1

IN

Using law of large numbers and o,, | 0 in the above equation, we have t

n

> (flaw) = flax + oxXr)

k=0

1
lim —
n—oo N

< 2||f||oc€ a.s.

Because ¢ is arbitrary, we infer that 1 m LS (f(ak) — f(ak + 0xXk)) = 0 almost surely.

k=1
O

The main idea in proving the corollaries is that we condition the random sequences
suitably, so that the resulting sequences satisfy the hypothesis of Theorem 2.2 and then
apply to obtain the result. More formally, say we condition the sequence on the event FE.
Assume the conditioned sequence can be realized as a random sequence which satisfies
the hypothesis of Theorem 2.2. Let vf be the empirical measure of the critical points of
the degree-n polynomial formed by conditioned sequence. Fix ¢ > 0, then

P (d(vn, p) > €) = E [1{d(vn, n) > €}], (3.1)
E [E [1{d(vn, p) > €}| E]], (3.2)
=K [ﬂ{d(l/n L) > e}] . (3.3)

We will use the following inequalities, whenever required.

log, |ab] < log, |a|+log, |b]. (3.4)
log_ |abl] < log_ |a|+ log_ |b|. (3.5)
log, |ay +az+---+a,| < log, |ai|+1log, |az| +--- +log, |ay|+log(n). (3.6)

Remark 3.2. The inequality (3.6) is obtained by using the inequalities |a1 + -+ + a,| <
lar| 4+ -+ |an| < nmax |a;| and log+(m<ax|ai|) <log, |ai| + - +log, |an|.
i<n i<n

Lemma 3.3. Let {a, },>1 be a sequence that is log-Cesaro bounded and {b, },>1 be a
sequence such that b, = a, + 0, X,, 0, | 0 and Xy, Xs,... are i.i.d. random variables
with E [log, | X1|| < co. Then the sequence {b,},>1 is also log-Cesaro bounded.
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Proof.
1 — 1 —
> log, [be] < = > (log, (|ax| + [ax — b)), (3.7)
k=1 k=1
1 — 1 —
<=3 =31 X| + log(2 3.8
,ngogﬂaan;ogﬁak k| +1og(2), (3.8)

IA

1 — 1 — 1 —
=3 =37 1+ 25 log, | Xkl +1og(2). (3.9
n§0g+\ak\+n;og+lak\+nk;og+l Kl +log(2). (3.9

The sequence {1 >"/'_, log, |o%|}n>1 goes to 0, because 71113%) o, = 0. Using law of large

numbers and the fact that E [log, |X;|] < oo, the sequence {3} log, |Xy|}n>1 is
bounded almost surely. Combining (3.9) and the above facts we get that the sequence

n
1% log, |bk| is bounded. This completes the proof. O
=1

Proof of Corollary 2.5. Fix r,, and 6,, for n > 1. Choose E = {w : X,(w) = +r,e'"
for n > 1}. Because X,,s are symmetric random variables, the n'" term of the resulting
sequence will be u,, + o,rpe?™ or u, — o,r,e’®r with equal probability independent of
other terms. Choose a,, = uy,, + oprne'?™ and b, = u, — oprne®™. We need to show that
almost surely the sequences {a, },>1 and {b, },>1 satisfy the hypotheses of Theorem 2.2.
It follows from Lemmas 3.1 and 3.3 the sequences {a,, },>1 and {b,, },>1 are u-distributed
and log-Ceséaro bounded almost surely. Therefore invoking Theorem 2.2 and using 3.3 we
have that the limiting measures of zeros and critical points of the perturbed sequences

agree. O

Proof of Corollary 2.7. If i is a degenerate probability measure then the result is trivial

to verify. If i is not degenerate then choose two independent sequences of random

numbers {a, },>1 and {b,}»>1, where a,s and b,s are i.i.d random numbers obtained

from measure u. Choose X,, = a,, or b,, with equal probability independent of other terms.

Then, notice that {X,,},>1 is a sequence of i.i.d random variables distributed according

to probability measure p. Using the hypothesis [ log, |z|du(z) < co and applying law
C

of large numbers for the random variables {log, |X,|},>1, we get that the sequences
{an}n>1 and {b,},>1 are log-Cesaro bounded almost surely. Therefore the constructed
sequences satisfy the hypothesis of Theorem 2.2. O

Lemma 3.4. Let {a; }r>1 and {b; }r>1 be two sequences which are i and v distributed
respectively. Define a random sequence {& },>1, where §, = a;, with probability p and
n

&, = by, with probability 1 — p. Then pu,, = % >~ b, weakly converge to A = pu+ (1 — p)v
almost surely. =

Proof. It is enough to show that for any compactly supported smooth function f C C2°(C),
1 kil f(&) converge to [, f(z)dA(z) almost surely. But from a version of law of large

numbers we know that if X;, X5, ... are independent random variables (not necessarily

identical), then
n

1 a.s
ﬁ (Xk—E[Xk])—>O
k=1

[e.e]
provided that > %Var (X 1) < co. Applying this to the random variables f({;) we get
k=1

n

that %kz f(&x) converge to [ f(z)dA(z) almost surely. O
=1
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Proof of Corollary 2.13. Choose a1, as,... be i.i.d Bernoulli(p) random variables. Let

{kn}n>1 be a random sequence such that ay, = 1 and ay = 0 whenever ¢ ¢ {ki, ko,...}.
Define Lg)(z) =1L (2) = Ez; It is enough to show that L Alog|Ly, (z)| — 0 in prob-
ability. The sequences {an}n21 and {z,},>1 satisfy the hypothesis of Theorem 2.11.

Therefore L Alog|L,(z)| — 0 in probability. Because {L,(:n)(z)}nzl is a subsequence of

{Ln(2)}n>1 it follows that 7-Alog |L§€1n)(z)| — 0 in probability. Because k,, is a negative bi-
nomial random variable with parameters (n,p), we have %" — p almost surely. Therefore,
LAlog|L{"(2)| = 0 in probability. O

In the next section we provide proofs for the Theorems 2.2, 2.8 and 2.11.

4 Proofs of Theorems 2.2, 2.8 and 2.11.
4.1 Outline of proofs.

The proofs here are adapted from the proof of Kabluchko’s theorem as presented

in [7]. The proofs involve in analyzing the function L, (z) := iﬁgz; =

prove the theorems by showing that the hypotheses of the Theorems 5.2, 2.8 and 2.11
imply the following three statements.

1

For Lebesgue a.e. z € C and for every ¢ > 0, lim P ( log | L, (2)| > e> = 0. (A1)
n— 00 n
1

For Lebesgue a.e. z € C and for every ¢ > 0, li_>m P (n log|L,(2)| < —e) =0. (A2)

1
For any r > 0, the sequence {/ — log? |Ln(z)|} is tight. (A3)
D, T

n>1

Statements (A1) and (A2) assert that 1 = log |L (z)| converge to 0 in probability. State-
ment (A3) assert that the sequence { [ =3 log”|L,(z)|}n>1 is tight. A lemma of Tao and

D,
Vu links the above two facts to yield that { [ 1 log |L,(2)|},>1 converge to 0 in probability.
Dy

We state this lemma below.

Lemma 4.1 (Lemma 3.1 in [15]). Let (X, A, v) be a finite measure space and f,, : X — R,
n > 1 random functions which are defined over a probability space (2, B,P) and are
Jjointly measurable with respect to A ® B. Assume that:

1. Forv-a.e. x € X we have f,(z) — 0 in probability, as n — oco.
2. For some § > 0, the sequence [ | fn(2)|'™dv(z) is tight.

Then, [ fn(x)dv(z) converge in probability to 0.

Thus it follows from the above assertions (Al), (A2), (A3) and Lemma 4.1, that
[ +log|Ly(z)|dm(z) — 0 in probability for any r > 0. Choose any f € C¢°(C), assume
D,
that support(f) C D, and define f,(z) = = (log|L,(z)|) Af(z). Because f is a bounded
function and 1 log|L,(z)| satisfy the hypothesis of Lemma 4.1, the functions fn also
satisfy the hypothe51s of Lemma 4.1. Therefore we have that f fu(z)dm(z) — 0 in

probability. Applying Green’s theorem twice we have the 1dent1ty,

17T/JDT f(z)A 10g|L ()] —/ %IOg‘Ln(z)\Af(z)dm(z).

T

EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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The left hand side of the above integral is defined in the sense of distributions. Therefore
it follows that fDT f(2) 52 Alog| Ly (z)| — 0 in probability. This suffices for Theorem 2.11.
We complete the proof of Theorem 2.2 by the following arguments. In the sense of
distributions we have

1 1 1 — LS
— —Alog|L, = — — 4.1
o R CENPAC] PR (1)
From Lemma 3.4 it follows that the sequence {,},>1 is p-distributed. Hence
L Zk L f&k) — f f(z ) almost surely. Therefore from (4.1) we have,

1 n—1

=S ) - / #(2)du(2) in probability. (4.2)

n

k=1 b,

Because for any f € C°(C) and € > 0, the sets of the form {u : |ff(z)du(z)| < €} form

n—1

an open base at origin, from Definition 1.5 and (4.2) it follows that 1 ) ™ N I
in probability.

We show (Al), by obtaining moment bounds for L,,(z). To show (A2) we will use a
concentration bound for the function L, (z). In either of the Theorems 2.2 and 2.11,
observe that L,(z) is a sum of independent random variables. We state a version
of Kolmogorov-Rogozin inequality below to be used later in the proofs to obtain the
concentration bounds for L, (z).

Kolmogorov-Rogozin inequality (multi-dimensional version) [Corollary 1. of The-
orem 6.1 in [3].] Let X, X5,... be independent random vectors in R". Define the
concentration function, Q(X, §) := sup,cr. P(X € B(a,9)). Let 6; < ¢ for each 7, then
5) cé
a \/Zz 107 (1= Q(X3,0:))
It remains to show that the hypotheses of Theorems 2.2, 2.8 and 2.11 imply (A1), (A2)
and (A3). We show this in the subsequent sections.

QX1+ + X, (4.3)

4.2 Proofs of Theorems 2.2 and 2.8
In the following lemma we show that the hypothesis of Theorem 2.2 imply (Al).

Lemma 4.2. Let {s, k }n>1.1<k<n be any triangular array of numbers. Define L, (z) =

Z po— . Then for any ¢ > 0, and for Lebesgue a.e. z € C,
k=1 "

lim sup — log\L (2)| <e.

n—oo

n
Proof. Define A5, = |J {z: |[z—s, x| < e ™} and F¢ = limsup A, then F© are decreasing
k=1

n—roo

o0 o0
sets in €. For these sets we have > m(AS) < > 2mne 2" < oo, where m is Lebesgue
n=1 n=1
measure on complex plane. Applying Borel-Cantelli lemma to the sequence {A¢},>1
we have m(F€) = 0. Because F© are decreasing sets in ¢, we have that if ' = J F¥,
e>0
then m(F') = 0. Choose z € F¢, there is Nf such that for any n > NS we have z ¢ A¢.

Therefore ﬁ > e"¢ is satisfied only for finitely many n. Hence we have |L,(z)| <

EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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M + ne™, where M is a finite number obtained from the sum of terms for which the
inequality ﬁ > e is violated. It follows from here lim sup * log|L,(z)| < e. Therefore
" n—o00

for z ¢ F, we have limsup < log |L,(2)| < e. O
n—oo

n

Lemma 4.3. Let L,(z) = Y, z—lgk where £ s are as in Theorem 2.2. Then for any ¢ > 0,
k=1

and almost every = we have lim P(Llog|L,(2)| < —€) = 0.
n—oo

Proof. Fix z # ay, or by, for any k > 1. From Kolmogorov-Rogozin inequality (4.3) and
taking §; = § = e~ we have,
C
< e’“) . (4.4)

P< <
V(1= Qg e )

We shall show that 37}, (1 — Q(;=¢ ¢~ ™)) goes to oc. Observe that,

n

1
ZZ—&C

k=1

1 n 1
— e ") = supP —al<e™) <1
Q<Z—§k ) aeg ( 7L ) -2
whenever | = — | > 2¢7"
Define S,, = {k <n: |Z_1ak — Z_lbk_| > 2e~"¢}. Notice that if a; # by, then there is N

such that whenever n > Ny, we have k € S,,. Because ay # by, for infinitely many &, |S,,|
increases to infinity as n — oo. The denominator on the right hand side of (4.4) is at

[EN] N 1| cpne) < COVE
least 5+ . Therefore P ( kz::I | <e ) S Vs — 0, as n — oo. O

n

Lemma 4.4. Let L,,(z) = > Zﬁék where &, s are as in Theorem 2.8. Then for any
k=1 o

€ > 0, and almost every z we have lim P(1log|L,(z)| < —¢) = 0.
n—oo

Proof. Fix any z € C that does not agree with any of the terms in the given arrays. From
Kolmogorov-Rogozin inequality (4.3) and taking §; = 6 = e~ "¢ we have,
C
< e”5> . (4.5)

b ( <
Vi (- Qg o))

It is enough to show that Y ;_, (1 — Q(-——, e~ "¢)) goes to cc.

n

1
Z z _gk,n

k=1

z2—E&k,m’
n
Because we have that ) log, m = o(n?), there are sets C,, C {1,2,...,n}
&
such that |C,,| = [22] and such that whenever k € C,, we have log, W = o(n).

The given two triangular arrays are p-distributed. Therefore we can choose M > 0 and
N €N, such that for any n > N we have 4,, = {k : |axn| > M} and B,, = {k : |bgn| > M}
satisfying |A,| > 2 and |B,| > 2. For k € A, N B,, N C,, we have

1 1 —b
| - | = % benl (4.6)
zZ—agn 22— Dbkn |z — ag.n||z — bnl
|ak,n - bk:,n| (47)
(12| + lakn]) (2] + [be,nl)
|ak: n bk: n|
—_— 4.8
(=1 + )2 @
EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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= o, = o(n). Therefore from 4.6 we have |- -1 1>
_ak n Z_bk,n

1
Let 10g+ |ak,n_bk,n‘
—an

(EEST e|+M) . Hence for sufficiently large n, and we have Q(m,e—"f) = % Because

|An, "B, NCy| > %, the sum ), (1 Q(ﬁm, e~"¢)) is at least §. Therefore the right
hand side of 4.5 approaches 0asn — oo. O

Lemma 4.5. Let {s,, k}n>1.1<k<n be any log-Césaro bounded triangular array of numbers.

Define L,,(z) = >

-—— Then, foranyr > 0, the sequence { [;, - log? | L (2)|dm(2) }rn>1

is bounded.

Proof. We will first decompose log|L,,(z)| into its positive and negative parts and analyze
them separately. Let log|L,(z)| = log, |L,(2)| —log_ |Ly,(z)|. Then,

1 1 1
| o iLa@lamt) = [ logt ILu@ldnE) + [ log® |La(2)dm(:)

r

Using (3.6), we get,

/—log+\L )| dm(z) /—1ogi

n7

2
_1‘ +log(n)> dm(z).
z Sn.k

Using the Cauchy-Schwarz inequality (a3 + a2 + -+ + a,)? < n(a? + a3 + -+ a?) for
the above, we get,

1 n
/ 3 log? |Ln(2)|dm(z) < fDT ndl (Z log?. |27;n - | + logQ(n)> dm(z), (4.9)
k=1 ’

r
n

) log” |2 — sp.x|dm(2) + 25t log®(n)mr?.(4.10)

Because Lebesgue measure on complex plane is translation invariant, we have

/ log? |z — &|dm(z) = / log? |z|dm(z) < / log? |z|dm(z) < oo.
4Dy

s Dl

Therefore sup [, log? |z — £|dm(z) < oo for any compact set K C C it can be seen that
ec

each of the terms in the final expression (4.10) are bounded. Hence the sequence
{Jp, = L log? | L, (2)|dm(2)}n>1 is bounded.
We will now show that the sequence {fD L log? |Ln(2)|dm(2)}n>1 is bounded. Let

P,(z)= [l (#—snk)and P, (z) =n H (z — n,i")). Applying inequality (3.5) and Cauchy-
k=1 k=1
Schwarz inequality we get,
P(2)

1. 5 1. 5
/ww&mwmw—éﬁm_mem

/ = log? | P} (2)|dm(z / = log? ’()

EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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Again applying inequalities (3.5), (3.4), (3.6) and Cauchy-Schwarz inequality to the above
we obtain,

1
/ —log? | (2)]dm(2) @.11)
D,
n—1 2 n 2
2 (n) 2
§/ — Zlog_ |z —mp | dm(z)+/ — Zlog+|zfsn7k| dm(z),
D, 7 \io D, 7 \i=1
(4.12)
9 n—1 (n)
<= log® |z —n,"|d 4.13
—nZ/D,,Og-'Z 0" dm(2) (4.13)
k=1"Dr
I ’
+ 2/ (10g(2) +log, |z| + - zjlogJr sn’k|> dm(z). (4.14)
D, k=1

From the hypothesis, we have that the triangular array {s, i }n>1;1<k<n is log-Cesaro
bounded. Therefore (4.14) is bounded uniformly in n. Using the fact that sup [ % log? |z —
gec

&ldm(z) < oo, we get (4.13) is bounded uniformly in n. From the above facts we get that
the sequence {# I, log? |Ln(z)|dm(z)} s bounded. O

Lemmas 4.2, 4.3, 4.5 show that the statements (Al), (A2) and (A3) are satisfied.
Hence Theorem 2.2 and Theorem 2.8 are proved.

4.3 Proof of Theorem 2.11

Because the sequence {z,},>1 is not dense in C, there is w € C which is not a limit
point of z,s. We will prove the theorem when w = 0 i.e, 0 is not a limit point of the
sequence {z,},>1. For other cases we can translate all the points by w and apply the
theorem. We will first prove a lemma about sequences of numbers which will later be
used in proving the subsequent lemmas.

Lemma 4.6. Given any sequence {zj},>1, where z;, € C, linrgigf <|;|n_fr |z — zn|i> > 1 for

Lebesgue a.e. r € R w.r.t Lebesgue measure.

Proof. Fixe >0andlet A, ={r>0: |i‘nf |z—2z,| < (1—€)"}. Let m denote the Lebesgue
measure on the complex plane. Then,

m ({7‘ > 0: liminf( inf |z — zn|%) <(1- e)}) =m <1imsupAn>

n—oo \z\:r n—o0
S lim m (Un>k An)
k—oo -
If r € Ay, then from the definition of A, we have that r € [|z;| — (1 — €)*, |z| + (1 — €)*].
Hence we get,

m <{T >0: liminf(‘i?f |z — 2z, %) < (1 e)})
n—oo |zl=r

< Jim S m({r szl = (1= " < <zl +(1-9")
n==k

< 1i 20l —e)" =0
< fim > 201-9

EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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The above is true for every e > 0, therefore liminf ( inf |z — zn|i> > 1 outside an
n—00

|z|=r
exceptional set £ C R™ whose Lebesgue measure is 0. O
Define the set F' = {z : liminf |z — z,|# < 1}. Because 0 is not a limit point of {z, },>1,
n—oo el

we have liminf|z,|» > 1. Hence 0 ¢ F. For |z| = r, we have
n—oo

liminf |z — 2| > hmlnf < inf |z — Zn")

n—00 n— |z|=r

Hence F C {z : |z| = r,r € E} and by invoking Fubini’'s theorem we get m({z : |z| =
r,r € E}) = 0. From the above two observations it follows that m(F') = 0.
The following lemma shows that the hypothesis of Theorem 2.11 implies (A1).

Lemma 4.7. Let L, (z) be as in Theorem 2.11. Then for any ¢ > 0, and Lebesgue a.e.
z€C,

hmsupflog|L (z)| < e

n—oo

almost surely.

Proof. From the hypothesis, Lemma 4.6 and using Markov’s inequality we get

E [lan|]
P E

n—=112l=r

Denoting t,(r) = sup |=—| we have
| I_’]" n
E [lan|]  Eflan]]
su = t . 4.15
nz:ﬂ 2 12— Znlene ; ene () (4.15)
Because a,s are i.i.d. random variables, E[|a,|] = E[|ai|]. Using the root test for

the convergence of sequences and the Lemma 4.6, it follows that the right hand side
of (4.15) is convergent for Lebesgue a.e. r € (0,00). Invoking Borel-Cantelli lemma

we can say that sup ‘Zla’;l > e™ only for finitely many times. From here we get

|z|=r

|L,(2)| < M. + ne™, where M. is a finite random number which is obtained by bounding

the finite number of terms for which sup = lan] P e"¢ is satisfied. Therefore we get that
|z|=r

limsup 1 log|L,(z)| < € almost surely. O

n—roo

Notice that we have proved a stronger version of the Lemma 4.7. We will state this
as a remark which will be used further lemmas.

Remark 4.8. Define M,,(R) := sup |L,(z)|. Then for any ¢ > 0, we have
|z|=R

hmsup log M,,(R) < €

n—oo

for almost every R > 0.

For proving a similar result for the lower bound of log |L,,(z)| and establish (A2), we
need the Kolmogorov-Rogozin inequality 4.3 which was stated at the beginning of this
chapter.
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Lemma 4.9. Let L, (z) be as in Theorem 2.11. Then for any ¢ > 0, and Lebesgue a.e.
zeC

1
lim P (1og|Ln(z)| < —e> =0.
n—o00 n

Proof. Because the sequence z, donot converge to infinity, there exits a compact set K,
such that there are infinitely many z;’s in K. Fix z € C which is not in the exceptional
set I. If K is a singleton set, then choose z not in F'U K. Let 2;,, z;,, ... 2;, be the points
in K from the set {z1, 22, ..., 2, }. From the definition of concentration function and the
fact that the concentration function Q(X; + Xs + --- + X,,, 0) is decreasing in n we get,

P(La(x)| <e™) <Q (X0, 2. e7™),
<@ (Zk 1 zasz 767716) ‘

The random variables — "“ -s are independent. Hence we can apply Kolmogorov-Rogozin
inequality to get,

P <) <c sl 1 Q())}

Denote the distance between z and K by d(z, K) = in% |z — w| and the diameter of K
we

by diam(K) = sup |w; — wsy|. From the choice of z, we have d(z, K) + diam(K) > 0.
wi,w2€K
Because |z — z;, | < d(z, K) + diam(K), from above we get,

M

P(ILa() <€) < C{ Sl (1= Qaiy, (dlz, K) + diam(K)) 7))}

Because a;, s are non-degenerate i.i.d random variables and /,, — oo, the right hand side
of (4.16) converges to 0 as n — co. Hence the lemma is proved. O

It remains to show that the hypothesis of Theorem 2.11 implies (A3). Fix R > r. The
idea here is to write the function log |L,,(z)| for z € D, as an integral on the boundary of
a larger disk Dy and bound the integral uniformly on the disk ID,.. This is facilitated by
Poisson-Jensen’s formula for meromorphic functions. The Poisson-Jensen’s formula is
stated below. Let oy, aq,...ax and 31, Bs, ... B¢ be the zeros and poles of a meromorphic
function f in Dg. Then

1 [ Re + 2 0 k R* —@;z
log |f(2)] = %/o %(Reiez) log | f(Re™)|df — Z log m
5 z

+Zlog )

The following lemma 4.10 gives an estimate of the boundary integral obtained in the
Poisson-Jensen’s formula when applied for the function log |L,(z)| at z = 0. Define

27 i0
To(2 R) = 1/ §R<Re.tz>log|Ln(Rew)d0.

2r Re?

Lemma 4.10. There is a constant co > 0 such that

lim P <1I(O,R) < 02> =0.
n

n—oo
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Proof. From Poisson-Jensen’s formula at 0 we get,

Z“n

~Z,(0;R) = log | L, (0 Z log (4.16)

l
E ‘ im
m=

where z; s and «;,, s are zeros and critical points respectively of P,(z) in the disk

]_ .
Dg. Because 0 is not a limit point of {z1, 22,...}, { anzl log } Z;%” is a sequence
n ‘ n>1
1 .
of negative numbers bounded from below. { Zinzl log % } is also a sequence
n n>1

of negative numbers. Therefore the last two terms in the right hand side of (4.16) are

bounded below. Because 0 is not in exceptional set F', from Lemma 4.9 we have that the

sequence lim P (% log |L,(z)] < —1) = 0 is bounded from below. Therefore there exists
n—oo

(] such that

. 1 Zip, _
nlgroloIP’<nlog|L()|<1andZI Zlog‘ < Cl>0.
Choosing c; = C + 1 the statement of lemma is established. O

Using above lemma 4.5 and exploiting formula of Poisson kernel for disk we will now
obtain an uniform bound for the corresponding integral Z,,(z, R).

Lemma 4.11. There is a constant b > 0 such that for any z € D,

lim IP’( n(z, R) < —b) =0. 4.17)

n—oo

Proof. We will decompose the function log|L,(z)| into its positive and negative compo-
nents. Let log|L,(z)| = log, |L,(z)| — log_ |L,(2)], »(2)| and log_ | L, (2)|
are positive. Using this we can write,

2T, (2) = [ log | L, (Rele)|§R(Re+z>d0,

[ 10g, | Ly (Re“’)|§R(+Z> — [ log_ |Ln Rele)m(”ye.

R 0
We can find constants C3 and Cy such that for any z € D,,, 0 < C3 < 8‘%<Re,e+z) <
ew —z

(4 < oo is satisfied. Therefore,

27 27
21T, (2) >Cs / log., |L,(Re)|do — Cy / log_ | L, (Re™)|~d#, (4.18)
0 0
>21C3Z,(0) — 2w (Cy — C3) M, (R). (4.19)
From the Remark 4.8 and Lemma 4.10 we get

. 1 1
lim P (In(o) < —cor —M,(R) > 1) =0 (4.20)

n—00 n n
The proof is completed from above (4.20) and (4.19) and by choosing b = 27 (cC3 +
Cy — C3). O
EJP 22 (2017), paper 74. http://www.imstat.org/ejp/
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To complete the argument we now need to control the other terms in Poisson-Jensen’s
formula. Let &;, s and 5;,, s be the poles and zeros of L, (z) in Dy and k,!(< n) are the
number of zeros and poles of L, (z) respectively in Dg. Now applying Poisson-Jensen’s
formula to L, (z) we have,

1 2
5 [, 1o8? L (e)ldm()

k

1 R(z — i)
= s (In(z) + Z log‘ 25

m=1

2
+ Z log’];gz__éi"g ) dm(z)

Invoking a case of Cauchy-Schwarz inequality (a1 +az + -+ +ay)? < n(ad + a3+ +a2)
repeatedly we get,

im m=1

1
/D 108 | L (=) dm(2)

3
< [ mPant) /DT<21°g

““ m=1

+—/ <mzllg‘32 ;Q) m(2),
SA;EMd 22/
Z/ Rz - &) |,

m=1 €1 m

R(z = Bi,.)
R2 — B z

2
) dm(z)

For z € D,, we have |R? —
get,

B, z| > R(R —r). Applying this inequality in the above we

e

m=1

1 3 i
10 L(2)ldm(z) < [ () Pdm L

A

m=1

dm(z)
(4.21)

&T” dm(z). (4.22)

From the Lemmas 4.10 and 4.11, the corresponding sequence - fD |Z,.(2)|*dm(z)
is tight. The function log? |z| is an integrable function on any bounded set in C. Comblnlng
these facts and above inequality (4.22) we have that the sequences
{fDT + log? |Ln(z)|dm(z)} _, are tight. Hence the hypothesis of Theorem 2.11 implies

n

(A3). Therefore the proof of the theorem is complete.
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