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LARGE DEVIATIONS FOR SOLUTIONS TO STOCHASTIC
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Uniwersytet Wroclawski, Uniwersytet Wroclawski, University of Copenhagen
and Uniwersytet Wroclawski

In this paper we prove large deviations results for partial sums con-
structed from the solution to a stochastic recurrence equation. We assume
Kesten’s condition [Acta Math. 131 (1973) 207-248] under which the solu-
tion of the stochastic recurrence equation has a marginal distribution with
power law tails, while the noise sequence of the equations can have light
tails. The results of the paper are analogs to those obtained by A. V. Nagaev
[Theory Probab. Appl. 14 (1969) 51-64; 193-208] and S. V. Nagaev [Ann.
Probab. 7 (1979) 745-789] in the case of partial sums of i.i.d. random vari-
ables. In the latter case, the large deviation probabilities of the partial sums
are essentially determined by the largest step size of the partial sum. For the
solution to a stochastic recurrence equation, the magnitude of the large devia-
tion probabilities is again given by the tail of the maximum summand, but the
exact asymptotic tail behavior is also influenced by clusters of extreme val-
ues, due to dependencies in the sequence. We apply the large deviation results
to study the asymptotic behavior of the ruin probabilities in the model.

1. Introduction. Throughout the last 40 years, the stochastic recurrence
equation

(1.1 Y, =A,Y,—1+ By, n ez,

and its stationary solution have attracted much attention. Here (A;, B;), i € Z, is
an i.i.d. sequence, A; > 0 a.s., and B; assumes real values. [In what follows, we
write A, B, Y, ..., for generic elements of the strictly stationary sequences (A;),
(Bj), (Y;), ..., and we also write ¢ for any positive constant whose value is not of
interest.]

It is well known that if Elog A < 0 and Elog™|B| < oo, there exists a unique,
strictly stationary ergodic solution (¥;) to the stochastic recurrence equation (1.1)

Received May 2011; revised January 2012.
I'Supported by NCN Grant UMO-2011/01/M/ST1/04604.
2Supported in part by the Danish Natural Science Research Council (FNU) Grants 09-072331
“Point process modeling and statistical inference” and 10-084172 “Heavy tail phenomena: Modeling
and estimation.”
MSC2010 subject classifications. Primary 60F10; secondary 91B30, 60G70.
Key words and phrases. Stochastic recurrence equation, large deviations, ruin probability.

2755


http://www.imstat.org/aop/
http://dx.doi.org/10.1214/12-AOP782
http://www.imstat.org
http://www.ams.org/mathscinet/msc/msc2010.html

2756 BURACZEWSKI, DAMEK, MIKOSCH AND ZIENKIEWICZ

with representation

n
Yo=Y Aiy1--ABi,  nel,
1=—00
where, as usual, we interpret the summand for i =n as B,,.

One of the most interesting results for the stationary solution (Y;) to the stochas-
tic recurrence equation (1.1) was discovered by Kesten [15]. He proved under gen-
eral conditions that the marginal distributions of (Y;) have power law tails. For
later use, we formulate a version of this result due to Goldie [10].

THEOREM 1.1 (Kesten [15], Goldie [10]). Assume that the following condi-
tions hold:
o There exists o > 0 such that
(1.2) EA* =1.

e p=E(A%log A) and E|B|* are both finite.
e The law of log A is nonarithmetic.
e Forevery x,P{Ax +B=x}<1.

Then Y is regularly varying with index o > 0. In particular, there exist constants
¢k, e > 0 such that ¢, + ¢, > 0 and

(1.3) P{Y >x}~ctx™ and P{Y <—x}~c x® as x — o0.
Moreover, if B =1 a.s., then the constant ¢ takes on the form

Coo :=E[(1 4+ Y)* = Y*]/(ap).

Goldie [10] also showed that similar results remain valid for the stationary so-
lution to stochastic recurrence equations of the type Y, = f(Y,—1, An, By) for
suitable functions f satisfying some contraction condition.

The power law tails (1.3) stimulated research on the extremes of the se-
quence (Y;). Indeed, if (¥;) were i.i.d. with tail (1.3) and cjo > (0, then the maxi-

mum sequence M, = max(Yy, ..., Y,) would satisfy the limit relation
. -1 N
(1.4) 1im P{(cLn) M, <x}=e" “=®u(x), x>0,

where &, denotes the Fréchet distribution, that is, one of the classical extreme
value distributions; see Gnedenko [9]; cf. Embrechts et al. [6], Chapter 3. However,
the stationary solution (¥;) to (1.1) is not i.i.d., and therefore one needs to modify
(1.4) as follows: the limit has to be replaced by CI>§ for some constant 8 € (0, 1),
the so-called extremal index of the sequence (Y;); see de Haan et al. [4]; cf. [6],
Section 8.4.
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The main objective of this paper is to derive another result which is a conse-
quence of the power law tails of the marginal distribution of the sequence (Y;): we
will prove large deviation results for the partial sum sequence

S,=Y1+---+Y,, n>1, So =0.

This means we will derive exact asymptotic results for the left and right tails of
the partial sums S,,. Since we want to compare these results with those for an
i.i.d. sequence, we recall the corresponding classical results due to A. V. and S. V.
Nagaev [19, 20] and Cline and Hsing [2].

THEOREM 1.2. Assume that (Y;) is an i.i.d. sequence with a regularly varying
distribution, that is, there exists an o > 0, constants p,q > 0 with p +q =1 and
a slowly varying function L such that

L L
(1.5) P{Y>x}~pﬂ and P{Yf—x}’vqﬂ as x — oo.
x¢ x¢

Then the following relations hold for o« > 1 and suitable sequences b, 1 oo:

. P{S, — ES, > x} ‘
1.6 1 —pl=0
(1.6) oo o | T By > x) L
and
P{S, — ES, < —
(1.7) lim sup |10 — 250 = X}—q‘=0.
n—=>00 >p,  nP{|Y|>x}

If o > 2 one can choose b, = \/anlogn, where a > o — 2, and for o € (1, 2],
b, =n*t1% for any § > 0.

For a € (0, 1], (1.6) and (1.7) remain valid if the centering ES,, is replaced by 0
and b, = n®V* for any § > 0.

For « € (0, 2] one can choose a smaller bound b,, if one knows the slowly vary-
ing function L appearing in (1.5). A functional version of Theorem 1.2 with mul-
tivariate regularly varying summands was proved in Hult et al. [11] and the results
were used to prove asymptotic results about multivariate ruin probabilities. Large
deviation results for i.i.d. heavy-tailed summands are also known when the distri-
bution of the summands is subexponential, including the case of regularly varying
tails; see the recent paper by Denisov et al. [5] and the references therein. In this
case, the regions where the large deviations hold very much depend on the de-
cay rate of the tails of the summands. For semi-exponential tails (such as for the
log-normal and the heavy-tailed Weibull distributions) the large deviation regions
(by, 00) are much smaller than those for summands with regularly varying tails. In
particular, x = n is not necessarily contained in (b, 00).

The aim of this paper is to study large deviation probabilities for a particular
dependent sequence (Y;,) as described in Kesten’s Theorem 1.1. For dependent se-
quences (Y;,) much less is known about the large deviation probabilities for the
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partial sum process (S;). Gantert [8] proved large deviation results of logarith-
mic type for mixing subexponential random variables. Davis and Hsing [3] and
Jakubowski [12, 13] proved large deviation results of the following type: there
exist sequences s, — oo such that

P{S, > ansn}
nlP{Y > a,s,}

Ca

for suitable positive constants ¢, under the assumptions that Y is regularly varying
with index o € (0,2), nP(|Y| > a,) — 1, and (Y},) satisfies some mixing condi-
tions. Both Davis and Hsing [3] and Jakubowski [12, 13] could not specify the rate
at which the sequence (s,,) grows to infinity, and an extension to o > 2 was not
possible. These facts limit the applicability of these results, for example, for deriv-
ing the asymptotics of ruin probabilities for the random walk (S,,). Large devia-
tions results for particular stationary sequences (Y;,) with regularly varying finite-
dimensional distributions were proved in Mikosch and Samorodnitsky [17] in the
case of linear processes with i.i.d. regularly varying noise and in Konstantinides
and Mikosch [16] for solutions (Y;) to the stochastic recurrence equation (1.1),
where B is regularly varying with index « > 1 and EA® < 1. This means that
Kesten’s condition (1.2) is not satisfied in this case, and the regular variation of
(Yy,) is due to the regular variation of B. For these processes, large deviation re-
sults and ruin bounds are easier to derive by applying the “heavy-tail large devia-
tion heuristics”: a large value of S, happens in the most likely way, namely it is
due to one very large value in the underlying regularly varying noise sequence, and
the particular dependence structure of the sequence (Y,,) determines the clustering
behavior of the large values of S,. This intuition fails when one deals with the
partial sums S,, under the conditions of Kesten’s Theorem 1.1: here a large value
of S, is not due to a single large value of the B,’s or A,’s but to large values of
the products A; --- A,.

The paper is organized as follows. In Section 2 we prove an analog to The-
orem 1.2 for the partial sum sequence (S,) constructed from the solution to the
stochastic recurrence equation (1.1) under the conditions of Kesten’s Theorem 1.1.
The proof of this result is rather technical: it is given in Section 3 where we split
the proof into a series of auxiliary results. There we treat the different cases o < 1,
a € (1,2] and @ > 2 by different tools and methods. In particular, we will use
exponential tail inequalities which are suited for the three distinct situations. In
contrast to the i.i.d. situation described in Theorem 1.2, we will show that the
x-region where the large deviations hold cannot be chosen as an infinite interval
(b, 00) for a suitable lower bound b, — oo, but one also needs upper bounds
¢ > by. In Section 4 we apply the large deviation results to get precise asymptotic
bounds for the ruin probability related to the random walk (S,,). This ruin bound
is an analog of the celebrated result by Embrechts and Veraverbeke [7] in the case
of a random walk with i.i.d. step sizes.
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2. Main result. The following is the main result of this paper. It is an analog
of the well-known large deviation result of Theorem 1.2.

THEOREM 2.1. Assume that the conditions of Theorem 1.1 are satisfied and
additionally there exists € > 0 such that EA**¢ and E|B|**¢ are finite. Then the
following relations hold:

(1) Fora e (0,21, M > 2,

P{S, —d, > x}
(2.1) sup sup —_——
n pl/e(logn)M <x nP{|Y] > x}

If additionally e* > n'/*(logn)™ and lim,_, o0 s,/n = 0, then

P{S,, —d, > x} B cg'ocoo

2.2) lim sup =0,

700 /e (log )M <x <esn nP{|Y] > x} Cg_o + oo
where d, =0 or d, = ES,, according as a € (0, 1] or @ € (1, 2].

(2) For a > 2 and any ¢, — 00,
P{S, — ES,
(2.3) sup  sup S n> )
n c,n%5logn<x nP{|Y| > x}
If additionally ¢,n°3 logn < % and lim,_, o0 s,/n = 0, then
P{S, — ES, +

(2.4) lim sup S n>x) ioocoo_ =0.

70 05 logn<x<esn nP{|Y| > x} Coo + Coo

Clearly, if we exchange the variables B, by — B, in the above results we obtain
the corresponding asymptotics for the left tail of S,. For example, for o > 1 the
following relation holds uniformly for the x-regions indicated above:

P{S, —nEY < —x} CooCoo
im = .
n=oo nP{|Y]> x} &+ cx

REMARK 2.2. The deviations of Theorem 2.1 from the i.i.d. case (see Theo-
rem 1.2) are two-fold. First, the extremal clustering in the sequence (Y, ) manifests
in the presence of the additional constants c, and céco. Second, the precise large
deviation bounds (2.2) and (2.4) are proved for x-regions bounded from above by
a sequence e for some s, — oo with s,,/n — 0. Mikosch and Wintenberger [18]
extended Theorem 2.1 to more general classes of stationary sequences (Y;). In
particular, they proved similar results for stationary Markov chains with regularly
varying finite-dimensional distributions, satisfying a drift condition. The solution
(Yz) to (1.1) is a special case of this setting if the distributions of A, B satisfy some
additional conditions. Mikosch and Wintenberger [18] use a regeneration argument
to explain that the large deviation results do not hold uniformly in the unbounded
x-regions (by,, co) for suitable sequences (b,,), b;, — 00.
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3. Proof of the main result.

3.1. Basic decompositions. In what follows, it will be convenient to use the
following notation:

A Ay ES, .
Mij = { 1, otherwise, and ;= TT;
and
Y; =Ty By + 3By +---+ ;i Bi—1 + Bi, i>1
Since Y; = I1; Yo + Y;, the following decomposition is straightforward:
n n - -
(3.1) Sp=YoY T+ Y =:Yonu + Sy,
i=1 i=1
where

(32 S=Yi+---4Y, and np,=T;+---+0,  n>1
In view of (3.1) and Lemma 3.1 below it suffices to bound the ratios
]P’{gn —d, > x}
nP{|Y| > x}

uniformly for the considered x-regions, where Jn = Egn for @ > 1 and gn =0 for
a<l1.
The proof of the following bound is given at the end of this subsection.

LEMMA 3.1. Let (s,) be a sequence such that s,/n — 0. Then for any se-
quence (by) with b, — oo the following relations hold:
P{|Yolnn > x}

. . P{[Yoln. > x}
im sup ———=0 and limsupsup ————
n=>00p, <x<esn NP{Y]>x} n—oo p,<y NP{|Y|>x}

Before we further decompose S, we introduce some notation to be used
throughout the proof. For any x in the considered large deviation regions:

e m = [(log x)0'5+"] for some positive number o < 1/4, where [-] denotes the
integer part.

e ng= [p‘l log x], where p = E(A%log A).

e ny=ng—mand n, =ng+ m.

e For a > 1, let D be the smallest integer such that —DloglEA > o — 1. Notice
that the latter inequality makes sense since EA < 1 due to (1.2) and the convex-
ity of the function ¥ (h) = EA", h > 0.

e For o < 1, fix some B < «, and let D be the smallest integer such that
—DlogEA? > a — B where, by the same remark as above, EA? < 1.
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e Let n3 be the smallest integer satisfying
3.3) Dlogx <nas, x> 1.

Notice that since the function W (k) = logv(h) is convex, putting g = 1 if
a > 1, by the choice of D we have % < %}ﬁ’(ﬁ) < ¥'(a) = p; therefore
no < n3 if x is sufficiently large.

For fixed n, we change the indices i — j =n — i + 1 and, abusing notation and
suppressing the dependence on n, we reuse the notation

?j:Bj+Hjij+l +“‘+Hj,n—an-
Writing n4 = min(j + n3, n), we further decompose 17-,
G.4) Vi =Uj+W;j=Bj+Tj;Bjs1 + -+ g1 Buy + W

Clearly, w j vanishes if j > n — n3 and therefore the following lemma is nontrivial
only for n > n3. The proof is given at the end of this subsection.

LEMMA 3.2. For any small § > 0, there exists a constant ¢ > 0 such that

Y (Wj—c)

j=l1

>x}§cnx_°’_‘s, x>1,

(3.5) IP’{

where cj =0 or c; =EW; according as a < 1 or a > 1.

By virtue of (3.5) and (3.4) it suffices to study the probabilities ]P’{Z’}: 1((7 =

aj) > x}, where a; =0f0r~oz <landa; =El7j foro > 1.
We further decompose U; into

(3.6) U =X+ + 7,

where fori <n — ns,

X;=Bi + i Biv1 4+ i jsn,—2Bisn -1
3.7 Si = iivn;—1Bitn, + -+ iitny—1Bitnys
Zi= I ivny Bignot1 + -+ + I ivny—1Bign,.

Fori > n — nj3, define X;, S;, Z; as follows: for n) <n —i < n3 choose X;, S; as
above and
Zi= Hi,i+nzBi+n2+1 +---+ l_Ii,n—an-

Forn; <n —i <ny, choose Z; =0, X; as before and

~

Si =M i4n—1Bign, +---+ 11 y_1By.
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Finally, for n —i < ny, define §,- =0, Z- =0and

~

Xi=B;+11;jBit1+---+ 1l 1 By.

Let p1, p, p3 be the largest integers such that pyjny <n—n;+1, pny <n—n»
and p3n; < n — n3, respectively. We study the asymptotic tail behavior of the
corresponding block sums given by

jny N jni - Jm ~
G8) X;j= > X S= > S z;= Y Z
i=(j—Dni+1 i=(j=Dni+1 i=(=Dni+1

where j is less or equal p1, p, p3, respectively.
The remaining steps of the proof are organized as follows:

e Section 3.2. We show that the X ;’s and Z;’s do not contribute to the considered
large deviation probabilities. This is the content of Lemmas 3.4 and 3.5.

e Section 3.3. We provide bounds for the tail probabilities of S;; see Proposi-
tion 3.6 and Lemma 3.8. These bounds are the main ingredients in the proof of
the large deviation result.

e Section 3.4. In Proposition 3.9 we combine the bounds provided in the previous
subsections.

e Section 3.5: we apply Proposition 3.9 to prove the main result.

PROOF OF LEMMA 3.1. The infinite series n = Y ;, I1; has the distribution
of the stationary solution to the stochastic recurrence equation (1.1) with B =1
a.s., and therefore, by Theorem 1.1, P(n > x) ~ coox™ %, x — 00. It follows from
a slight modification of Jessen and Mikosch [14], Lemma 4.1(4), and the indepen-
dence of Y; and n that

(3.9 P{|Yoln > x} ~cx™*logx, X — 00.
Since s, /n — 0 as n — oo we have

Pll¥olma > x} _ Hl¥aly > x}
by<x=<esn n]P){|Y| > X} o b,<x<esn H]P{|Y| > )C}

There exist cp, xo > 0 such that P{|Yp| > y} <oy~ for y > xq. Therefore
P{[Yolna > x} <P{x/ny < x0} + cox ™ “Eny Lz /p,>x) < cx™ “Enp.
By Bartkiewicz et al. [1], EnS < cn. Hence

P{Yolmn > x} cx“En?
Ihy=sup ————— < sup ——— <
by<x nIP{|Y|>X} bnfan{|Y|>x}

This concludes the proof. [
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PROOF OF LEMMA 3.2. Assume first that o« > 1. Since EWJ- is finite,
—DlogEA > «a — 1 and Dlogx < n3, we have for some positive §

(EA)"
1-EA
and hence by Markov’s inequality

|

If B <« <1 an application of Markov’s inequality yields for some positive §,
_gnE|B|P(EAF)"

n n
W, B w8
P{;W]>x}§x JZ::I]EIW]l <x (1 _EAP)

(3.10) E|W]| < E|B| < ceDlogxlogEA < x5

n
Y (W, —EW))
=1

n
> x} <2x7! ZElWﬂ <cnx 99,
j=1

—ﬁneDlogxlogEAﬂ a—(S‘

<cx <cnx

In the last step we used the fact that —D1logIEA? > o — B. This concludes the
proof of the lemma. [l

3.2. Bounds for P{X; > x} and P{Z; > x}. We will now study the tail be-
havior of the single block sums X1, Z; defined in (3.8). We start with a useful
auxiliary result.

LEMMA 3.3. Assume (o + €) = EA*T€ < oo for some € > 0. Then there
is a constant C = C(€) > 0 such that Y (o« + y) < Ce”? for |y| < €/2, where
p=E(A%log A).

PROOF. By a Taylor expansion and since ¥ («) = 1, ¥/'(a) = p, we have for
some 6 € (0, 1),
(3.11) v(@+y)=14py +0.5¢" (@ +0y)y>.
If |0y | < €/2, then, by assumption, ¥ (a + 0y) = EA*T? (log A)? is bounded

by a constant ¢ > 0. Therefore,

Y(+y)<l+py+cy’= elog(toy+er?) < copy -

The following lemma ensures that the X;’s do not contribute to the considered
large deviation probabilities.

LEMMA 3.4. There exist positive constants C1, Cp, C3 such that
P{X;>x} <P{X,>x} < Clx_“e_CZ(logx)C3, x>1,

where
ny

X = Z(|Bi| + i | Big1| + - + i ign, —2| Bign,—11)-
i=1
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PROOF. Wehave X; =32 . R, where form <k <ny,
R = Iy ny—i| Bpng—k+11 + -+ + i ipng—k—11Bitng—k| + - -+
+ Hnl,nl-‘rno—k—l |Bn1+n0—k|-
Notice that for x sufficiently large,
no no
{ Z Ry >x} C U {Rk >x/k3}.
k=m+1 k=m+1

Indeed, on the set {R; < x/k>,m < k < ng} we have for some ¢ > 0 and suffi-
ciently large x, by the definition of m = [(log x)03+0],

ka— _ZSC# <X
P m—+1 = k (logx)V->+o

We conclude that, with [ = P{Ry > x/k3},
no ng
]P’{ Z Rk>x}§ Z Iy.

k=m+1 k=m+1

Next we study the probabilities Ix. Let § = (logx)~?->. By Markov’s inequality,
Ik < (x/k3)*((¥+8)]ERl(:+5 < (x/k3)*(a+5)ng+3(EAO{-HS)’IO*]CElB|Ol+5.
By Lemma 3.3 and the definition of ng = [p~! log x],
I < C(x/k3)*(a+5)n8{+8e(no—k)p5 < Cx—ak3(a+8)ng+56—kp8.

Since k > (logx)o's‘“’ > m there are positive constants 1, {» such that k§ >

k%1 (logx)%2 and therefore for sufficiently large x and appropriate positive con-
stants C1, Cp, C3,

no ni
Z I < cx‘“n%” Z ¢~ Pk (l0g )2 3(ar+8) _ Clx_"‘e_CZ(k’gx)CS.
k=m+1 k=m+1
This finishes the proof. [J

The following lemma ensures that the Z;’s do not contribute to the considered
large deviation probabilities.

LEMMA 3.5. There exist positive constants Cy4, Cs, Cg such that
P{Z) > x} <P(Z, > x} < Cyx e C5toz0)C 5o,

where
n

Zy =2 (Miim|Bitnys1l -+ + Miiny—1|Bisnsl).
i=1
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PROOF. We have Z; = Y"}*7"? Ry, where

Rie =T pytk| Bpgtk 1| + -+ Tli i gy tk—1 | Bigng k| + -

+ Hnl,nl—f—nz—i-k—l |Bn1+n2+k|-

As in the proof of Lemma 3.4 we notice that, with J; = P{ﬁk >x/(ny+ k)3}, for
x sufficiently large,

n3—nyp N n3—np
IP{ Z Rk>x}§ Z Jr.
k=1 k=1

Next we study the probabilities Ji. Choose § = (ny + k)_o'5 < €/2 with € as in
Lemma 3.3. By Markov’s inequality,

Te < (2 + 52 /x)* °ERY ™0 < ((ny + k) /x)* °n¢ S (BAY3) 2T R | B2,
By Lemma 3.3 and since ny + k =no +m + k,

(EAa—é)nz-i-k < Ce—ép(nz—l—k) < Cx—ée—(Sp(m-i-k).

There is £3 > 0 such that § (m +k) > (log x +k)%3. Hence, for appropriate constants
C4,Cs,C6 > 0,

n3—n» n3—nz

_ — _ _ I —  — C
} : Ji < cx otntic 8 § : (n2+k)3(a B)e p(logx+k)°3 < Cyx P Cs(logx) 6'
k=1 k=1

This finishes the proof. [

3.3. Bounds for P{S; > x}. The next proposition is a first major step toward
the proof of the main result. For the formulation of the result and its proof, recall
the definitions of S; and S; from (3.7) and (3.8), respectively.

PROPOSITION 3.6. Assume that ¢, > 0 and let (b,) be any sequence such
that b, — o0. Then the following relation holds:

P{S
(3.12) lim sup |t = T,
”%Ooxzbn I’llP{Y > x}

If ¢t =0, then

) P{S] > x}
3.13 1 - =
G139 A S Y > ¥
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The proof depends on the following auxiliary result whose proof is given in
Appendix B.

LEMMA 3.7. Assume that Y and ny [defined in (3.2)] are independent and
V(a4 ¢€) = EA*T < oo for some € > 0. Then for ny =ng —m = [p~ ' logx] —
[(logx)*317] for some o < 1/4 and any sequences b, — oo and r, — 00 the
following relation holds:

li P{nY > x} 0
m su i —0,
n_>oor,,§k§n|p,bn§x kP{Y > x} o0

provided ¢}, > 0. If cI, =0, then
lim sup w =0.
n=>00 . —k<ny,by<x KP{|Y| > x}
PROOF OF PROPOSITION 3.6. Fori <ny, consider
Si+ 8 = jn, Buy 1 + -+ Miitn—2Bisgn =1 + Si + Wiieny Bieny1 + -+
+ i nytn—1 Byt
= I n; (Buy+1 + Any+1Buy+2 + - + Ty 41,y 41— 1 By )-
Notice that
P{|S] +~-+S,/”| > x} <mP{|S]| > x/n1}.

Therefore and by virtue of Lemmas 3.4 and 3.5, there exist positive constants
C7, Cg, Cy such that

P{|S]+---+35,,| >x}§C7x_°‘e_C8(1°gx)C9, x> 1.
Therefore and since S| = Z?;l §,- it suffices for (3.12) to show that

, P{S1 + YL, S/ > x)
lim sup = —
n=>00 > b, mP{Y > x}

Coo :O.

We observe that
ni
S1+Y .8 =UT; and T\+Tr1V,

i=1
where
U= Hl,nl + Hz,m +-- 4+ H”lﬂ’ll’
Tl = Bn1+l + Hn1+l,n1+an1+2 +- 4+ Hn1+l,n2+n1—1Bn2+n1 s

T2 = Hn1+l,n2+n1 Bn2+n1+l + Hn1+1,n2+n1+an2+n1+2 + -
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Since U =4 np, and Y =4 Ty + 1>, in view of Lemma 3.7 we obtain

. P{U(T1 + 1) > x}
lim sup -
=00 p | mPY > x}

Coo :Oa

provided ¢, > 0 or

. P{U(T) + T2) > x}
lim sup =0,
n=>00>p,  mP{Y|>x}

if ¢, = 0. Thus to prove the proposition it suffices to justify the existence of some
positive constants C1g, C11, C12 such that

(3.14) P{{UTy| > x} < Ciox~®e~Cnloen2 = oy

For this purpose we use the same argument as in the proof of Lemma 3.4. First we
write

o0
P{UT:| > x} <Y P{Up 41,0, +np+k | B +nyk+11 > x/(log x +k)%}.
k=0

Write 8 = (logx + k). Then by Lemma 3.3, Markov’s inequality and since
ny =ng+m,

P{U Ty 410y 4ny k| Buy ny ka1 > 1/ (logx + )}
< (lng + k)3(0{—5)x—(0[—5)EUDl—(S (]EA(M—(S)’Z2+kE|B|C(—5
< c(logx + k)3(01—5)x—(a—5)e—(n2+k)p5
< Cef(m+k)p8 (Ing + k)3(0578)x7a.
There is ¢ > 0 such that (m + k)8 > (logx + k)¢ and therefore,
o0
P{IUT| > x} < cx™@ 3 e 108400 (1og x 4 ) 3@—)
k=0
< cx %o (ogx)p/2
This proves (3.14) and the lemma. [J

Observe that if |i — j| > 2, then §; and S; are independent. For |i — j| <2 we
have the following bound:

LEMMA 3.8. The following relation holds for some constant ¢ > 0:

sup ]P’{|S,~|>x,|Sj|>x}§cn(1)‘5x_“, x> 1.

izl,]i—jl<2
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PROOF. Assume without loss of generality that i = 1 and j = 2, 3. Then we
have

|Sl| = (Hl,nl +--+ Hnl,nl)
X (|Bn1+l| + Hn1+l,n1+l |Bn1+2| +- 4+ Hn1+1,n1+n2—l |Bn2+n1 |)
= UlTl/,

182 < (T 1,00, + -+ 4+ Touy 20))

[A

X (|B2ny+11 4 Mony 41,20, +11Bony+21 + + -+ + Tony 1,20, 4n0—11Bon 40, 1)
= U2T2/,
183 < (I2n 41,30, + -+ + 3y 30,)

X (|B3n1+l| + H3n1+l,3n1+l |B3n1+2| +--+ H3n1+1,3n1+n2—l |B3n1+n2|)
=: U3T3,.
We observe that U; 4 My, Ui, 1 =1, 2,3, are independent, U; is independent of

T/ for each i and the T/’s have power law tails with index o > 0. We conclude
from (3.12) that

P{|S1] > x, |S2] > x} < P{T{ > xn; /®*}
+P{T] anil/(za), U\ T > x, U Ty > x}
<enl x4 Pln, RCI UnT) > x)
<cn Sy~ “+P{U; >n1/(2a)}}P’{U2T2/>x}

In the same way we can bound P{|S;| > 7, | S3| > #}. We omit details. [J

3.4. Semi-final steps in the proof of the main theorem. In the following propo-
sition, we combine the various tail bounds derived in the previous sections. For
this reason, recall the definitions of X;, S; and Z; from (3.8) and that p{, p, p3 are
the largest integers such that pjn; <n—ni+1, pn; <n—ny and p3n; <n —ns,
respectively.

PROPOSITION 3.9. Assume the conditions of Theorem 2.1. In particular, con-
sider the following x-regions:

(n'/*(logm)M, 00),  fora€(0,2], M > 2,

A, =
" (cnno'5 logn, 00), fora > 2, c, — o0,
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and introduce a sequence s, — 0o such that e’ € A,, and s, = o(n). Then the
following relations hold:

* P01 (Sj —¢j) > x}
(3.15) %zlimsup sup =177 ! ,
Coo+Coo n—oo xeA” n]P){|Y| >x}
(3.16) 0 li P{Zﬁ-]:l(sj - Cj) > x} cg'ocOQ
. = l1m su — s
n_)ooxEA,,,logxfsn nPHYl > x} Cc—l_o + cxo
P YL (X —ej)] > x}
(3.17) 0= lim sup =) ,
n=>00 e p, nP{Y] > x}
PUY2(Z; —zp)| > x)
(3.18) 0= lim sup =1y
n=>00 L ep, nP{|Y] > x}

wherecj=ej=z;=0fora <landc;j=ESj,e; =EX;,z; =EZ; fora > 1.

PROOF. We split the proof into the different cases corresponding to o < 1,
ae(l,2]and a > 2.

The case 1 <a <2.
Step 1: Proof of (3.15) and (3.16). Since M > 2, we can choose £ so small that

(3.19) 244 <M and & <1/(4a),

and we write y = x/(logn)% . Consider the following disjoint partition of £:

<

Q= {ISjI <y},

~
I
—

D= {ISil>y. 1>y},

1<i<k<p

p
Q3= (J{ISk| >y, ISi| < y forall i # k}.
k=1

Then for A = {Zle(sj —cj) > x},
(3200 P{A}=P{ANQ}+P{ANDI+PANQ) =11+ L+ L.

Next we treat the terms [;, i = 1, 2, 3, separately.
Step 1a: Bounds for I,. We prove

(3.21) lim sup (x%/n)I, =0.

n—00  n
We have
L=< Y P{Sil>y. IS >y}

1<i<k<p
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For k > i 4+ 3, Sy and S; are independent and then, by (3.12),

P{ISi| >y, IS¢ > v} = (P{ISi] > y})* < e(m1(0))*y %,

where n1(y) is defined in the same way as n| = n(x) with x replaced by y. Also
notice that n1(y) <ni(x). Fork=i+ 1 ori + 2, we have by Lemma 3.8

P{1Si| > y, ISkl > y} < c(n1())* y 7.

Summarizing the above estimates and observing that (3.19) holds, we obtain for
x e,

I < c[p*niy ™ + pn}y 7]
< enx”“[x~n(logn)** + (logn)**n; ]
< enx ™[ (logn)* M 4 (logn)*¢ 0.
This proves (3.21).
Step 1b: Bounds for 1. We will prove

. o .
(3.22) nli)rrolo sup (x%/n)I; =0.

xeA,

For this purpose, we write Sjy- = S;l1ys;)<y} and notice that ES; = IESJ}-’ +
ES;1{s;|>y}- Elementary computations show that

(3.23) 1S11% < n™ 0D @m 4 pmaxeDE g,
Therefore by the Holder and Minkowski inequalities and by (3.12),

IES; 1,1y < (EIS; 1) (®{18;1 > y})' =/

< c(logx) 5oy () 7/

< c(log x) ST H2E@=D ma
Let now y > 1/« and nl/“(logn)M <x <n".Since pn; <n and (3.19) holds,
(3.24) PIES;1s;1>y}] < c(logx)! - Hot28@D ymotly — o),

If x > n?, then

M, 1/a -1

x > (logx) and x~% < (logx) Moy

Hence

(325)  pIES;1ys; =y}l < cx(logx)' o+ 2@=D (1og x) =M = o(x).
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Using the bounds (3.24) and (3.25), we see that for x sufficiently large,

P
Y (87 —ES))

Jj=1

il -

l<j=p, 16{147 3 1=j=p.jef2,5.8,..}

+ X )(Sj’f—E5§)

1<j<p,j€{3,6,9,...}

I1<P{

> O.Sx}

(3.26)

> O.Sx}

< 3p|

> (S] —ES)

l<j=p.je{l.47,..}

>x/6}.

In the last step, for the ease of presentation, we slightly abused notation since the
number of summands in the 3 partial sums differs by a bounded number of terms
which, however, do not contribute to the asymptotic tail behavior of /. Since the
summands S ly .S Z, ... arei.i.d. and bounded, we may apply Prokhorov’s inequality
(A.1) to the random variables Ry = S,f — lESly in (3.26) with y = x/(log n)% and
B, = pvar(Sj). Then a, = x/(2y) = 0.5(logn)* and since, in view of (3.23),
var(S}) < y*"“E|S1]%,

y n "
I < c(&(sl))a < C((logn)(1.5+0)01+2§(a—1)—1)an<l)a ‘

Xy x¢
Therefore, for x € A,,

(x“/n)ll < C(lOg n)((1.5+0)a+2§(a—1))an—Ma(a,,—1),

which tends to zero if M > 2, & satisfies (3. 19) and o is sufficiently small.
Step 1c: Bounds for I3. Here we assume ¢}, > 0. In this case, we can bound
I by using the following inequalities: for every € > 0, there is ng such that for
n > ng, uniformly for x € A, and every fixed k > 1,
P{AN{ISk] >y, ISil =y, i #k}}

(B27) (1—€)xo =< P > x; < (I +€)co-

Write z = x/(log n)¢ and introduce the probabilities, for k > 1,
> (Si—cp)
J#k

D (Sj—¢p)

J#k

s =p{an{

>z,|sk|>y,|S,-|5y,i¢k”,

(3.28) VW :P{Aﬂ{

<z, Skl >y,|S,-|§y,i7ék”.
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Write S =) (S — ¢;), where summation is taken over the set {j:1 < j < p, j #
k,k £ 1,k =+ 2}. For n sufficiently large, J; is dominated by
P{IS| >z — 8y, Skl > v, ISil < y,i #k}
<P{|Sk| > y}P{|S| > 0.5z, |Si| < y,i #k}.

Applying the Prokhorov inequality (A.1) in the same way as in step 1b, we see that
]P){|S| > 0.5z, |Si| < y,i # k} <cnz %< C(logn)—(M—é)ot

and by Markov’s inequality,

P{ISi] >y} <c

ni(y) ni
o EC}](X

Therefore

sup (x*/n1)Ji < c(logn)** =M — 0.
xelA,

Thus it remains to bound the probabilities V. We start with sandwich bounds
for V¢,

P{Sk —ck >x+2z, 1S <z—8y,ISi| <y,i #k}
(3.29)
<V

(3.30) <P{Sk—ck>x—2z,|S| <z +8y,ISi| < y,i #k}.
By (3.12), for every small € > 0, n sufficiently large and uniformly for x € A, we
have

P{Sy —cr >x + 2z} - P{Sx —cx >x —z}
nP{Y > x} - nP{Y > x}

(B.31) (1 —€)coe < < (14 €)coos

where we also used that lim;,_, oo (x + z)/x = 1. Then the following upper bound
is immediate from (3.30):

Vi <IP’{Sk—ck>x—z}

<(1 .
nP{Y >y} — nP{Y > x} = (14 €)coo

From (3.29) we have

Vi >]P{Sk—ck>x+z}_
nP{Y >y} — nP{Y > x}

L.
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In view of the lower bound in (3.31), the first term on the right-hand side yields
the desired lower bound if we can show that Ly is negligible. Indeed, we have

n1IP{Y>x}Lk=IP’{{Sk—ck>x—|—z}ﬂ[{|S| >z—8y}UU{|S,-| >y}“
ik
<P{Sk—ck >x+2z1S|>z—8y}

+Z]P’{Sk —cx>x+2z,|8| >y}
ik
<P{Sx — ck > x + 2}[P{IS| > z — 8y} + pP{ISi| > y}]

+c Z P{Sk — ck > x +z,1Si| > y}.
li—k|<2,isk
Similar bounds as in the proofs above yield that the right-hand side is of the order
o(n1/x%), hence Ly = o(1). We omit details. Thus we obtain (3.27).
Step 1d: Final bounds. Now we are ready for the final steps in the proof of (3.16)
and (3.15). Suppose first ¢, > 0 and logx < s,. In view of the decomposition
(3.20) and steps 1a and 1b we have as n — oo and uniformly for x € A,

P{Z_I;:1 (Sj —cj)>x}

nP{Y > x}
I3
nP{Y > x}
ny Lpet PIE_ (S) —ESj) > x, ISk >y, ISj1 <y, j # k)
n nP{Y > x} '

In view of step 1c, in particular (3.27), the last expression is dominated from above
by (pn1/n)(1 4+ €)coo < (1 4 €)cxo and from below by
nip n—np 35,

——a—ewmz————iﬁkl—oqnza—fxm(r———)
n n np

Letting first n — oo and then € — 0, (3.15) follows and (3.16) is also satisfied
provided the additional condition lim,_, » s, /1 = 0 holds.

If ¢&, =0, then I3 = o(nP{|Y| > x}). Let now x € A, and recall the definition
of Vi from (3.28). Then for every small § and sufficiently large x,

P(X)_,(S) —cj) > x) I
nP{|Y| > x} nP{|Y| > x}
< ni 21[5:1 Vi
— n mP{|Y| > x}
P{S1 > x(1 —3) — |1}
= sup ,

xeA, niP{|Y]> x}
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and (3.15) follows from the second part of Lemma 3.7.
Step 2: Proof of (3.17) and (3.18). We restrict ourselves to (3.17) since the proof
of (3.18) is analogous. Write B = {|Z§7‘:1(Xj —e¢;j)| > x}. Then

Pl
P{B} SP:B N UHIXel > y}} +P{BN{IX;| < yforall j < pi}} = P + P,
k=1
By Lemma 3.4,
Pi < piP{IX1] > y} < Cipry~%e” 080 = p(nx),

For the estimation of P, consider the random variables X jy =X;1jx 1<} and pro-
ceed as in step 1b.

The case o > 2.

The proof is analogous to « € (1, 2]. We indicate differences in the main steps.

Step 1b. First we bound the large deviation probabilities of the truncated sums
(it is an analog of step 1b of Proposition 3.9). We assume without loss of generality

that ¢, <logn. Our aim now is to prove that for y = xc;o's,

p
> (S; —ES))

(3.32)  lim sup X—IP’{
n— 00 —
]_

xeA, 1

>x,|Sj|§yforallj§p}=0.

We proceed as in the proof of (3.22) with the same notation S]y. = Sjlys;1<y)- As
in the proof mentioned, p|ES;1{s > y}| = o(x) and so we estimate the probability
of interest by

(3.33) I:= 31@{

> (5] -Es))

I<j=p.je{l.4.7,..}

>x/6}.

The summands in the latter sum are independent and therefore one can apply the
two-sided version of the Fuk—Nagaev inequality (A.3) to the random variables in
(3.33): witha,, = Bx/y = C2'5,3 and p Var(Sly) < cpn% <cnny,

(1.540)x .\ g 2.2

pny " (I=B)x }

3.34 I<|lc————— e
(-39 - <C xyo~] ) +€Xp{ 2e%cnn

We suppose first that x < n%73. Then the first quantity in (3.34) multiplied by x%/n
is dominated by

(C(logn)(l.5+U)Olc2.5(0l*1))an (n/xol)an_l
(C(logn)(l.5+0')a)an
(no-so‘_l(logn)"‘)an_l

The second quantity in (3.34) multiplied by x“/n is dominated by
x“ { (1 - B)’cilogn)?
Xpy —

— 0.

< C;O.San (I+a)+a

5a } < n®r~lp=ca .
e“cn
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0.75 -0.5

If x > n”’> then xn > x% for an appropriately small 8. Then the first quantity
in (3.34) is dominated by

(c(log x)(1.5+0)a)an C2.5an(a—l) (n/xa)a,,—l

C(lng)(] .5+(I)O()an

050 Teasva—1 O
(n x®°)

< Cn—O.San(l-i-Ol)-i-a (

The second quantity is dominated by

X {_ (1 - B)*cax* (logn)® } < e
n

2e%cn
which finishes the proof of (3.32).
Step 1c. We prove that, for any ¢ € (0, 1), sufficiently large n and fixed k > 1,
the following relation holds uniformly for x € A,
P{0_ 1 (Sj —ES)) > x, Skl >y, |Si| < y,i #k}

(1= &)ce = nP{Y > x}

(3.35)
<(14¢&)coo-

Let z € A, be such that x /z — oo. As for @ € (1, 2], one proves

> (S; —ES))

Jj#k

Apply the Fuk—Nagaev inequality (A.3) to bound

IP’{ > (S; —ES;))
J#k

In the remainder of the proof one can follow the arguments of the proof in step 1c

fora € (1,2].

x¢ p
H—P:Z(SJ—ESDH, >z,|Sk|>y,|Sj|§y,j¢k}—>o.
1 :
j=1

Z .
>5,|Sj|5y,1¢k}.

The case a < 1. The proof is analogous to the case 1 < o < 2; instead of
Prokhorov’s inequality (A.1) we apply S. V. Nagaev’s inequality (A.2). We omit
further details. [J

3.5. Final steps in the proof of Theorem 2.1. 'We have for small ¢ > 0,

>)C8}

Y (Xi —EX;)

i=1

P{Z(’S,- —ES) > x(1 +2e)} — ]P’{
i=1

m}

Y (Zi —EZ))
i=1

o]

(3.36) <P(S, —d, > x}
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< P{Z(E —ES) > x(1— 28)} +P{Z(5€,~ —EX;) > xe}

i=1 i=1

n

+ ]P’{Z(Z —-EZ) > xs}.
i=1

Divide the last two probabilities in the first and last lines by nlP{|Y| > x}. Then

these ratios converge to zero for x € A, in view of (3.17), (3.18) and Lemmas 3.4
and 3.5. Now

IP{ S —ES)>x(1- 28)}

i=pni+1

=]P’{ i (S; —ES) > x(1 —28)}

i=pni+1

n—ni n—nmj
§P{ Yo Simx(1—20)— > |]E§,-|},

i=pni+1 i=pni+1

where S; = Il i4n,—1|Bitn; | + - + Hiitn,—1|Bitn, |-
Notice that if i <n — n then (for o > 1)

ES; =ES;
andforn —ny <i <n-—nj
ES; = (EA)" (1 + EA 4 --- 4+ (EA)" " ~")EB.
Hence there is C such that
n—n

Z IES;| <2n,C
i=pni+1

and so by Proposition 3.6

n—nj n—nj
IP’{ Yo Si>x1-20)— > |E§,-|}

i=pni+1 i=pni+1

SP{Z(E _x(- 22 —2n1C>}

i=1

2ny _ _
+P{Z(5i>x(1 28; 2n1C)}

i=n

<Cinix * =o(mP{|Y| > x}),
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provided lim,_, ~ s, /n = 0. Taking into account (3.16) and the sandwich (3.36),
we conclude that (2.2) holds.

If the x-region is not bounded from above and n > n(x) then the above calcu-
lations together with Lemma 3.1 show (2.1). If n < nj(x), then

P(S, —d, > x} < C1x_O‘e_cz(log’c)c3

and again (2.1) holds.

4. Ruin probabilities. In this section we study the ruin probability related to
the centered partial sum process 7, = S, —ES,;, n > 0, that is, for given u > 0 and
© > 0 we consider the probability

Y(u) = IP’[sup[T,1 — un] > u].
n>1

We will work under the assumptions of Kesten’s Theorem 1.1. Therefore the ran-
dom variables Y; are regularly varying with index o > 0. Only for o > 1 the
variable Y has finite expectation and therefore we will assume this condition
throughout. Notice that the random walk (7;, — nu) has dependent steps and neg-
ative drift. Since (Y},) is ergodic we have n~ (T, —np) N @ and in particular
sup,~1 (T, —nu) < oo as.

It is in general difficult to calculate v (u) for a given value u, and therefore
most results on ruin study the asymptotic behavior of ¥ (#) when u — oo. If the
sequence (Y;) is i.i.d. it is well known (see Embrechts and Veraverbeke [7] for a
special case of subexponential step distribution and Mikosch and Samorodnitsky
[17] for a general regularly varying step distribution) that

ulP{Y > u}

(41) wjnd(u) ~ m, u — OQ.

(We write vipg to indicate that we are dealing with i.i.d. steps.) If the step dis-
tribution has exponential moments the ruin probability vj,q(u#) decays to zero at
an exponential rate; see, for example, the celebrated Cramér-Lundberg bound in
Embrechts et al. [6], Chapter 2.

It is the main aim of this section to prove the following analog of the classical
ruin bound (4.1):

THEOREM 4.1. Assume that the conditions of Theorem 1.1 are satisfied and
additionally B > 0 a.s. and there exists ¢ > 0 such that EA**® and EB**¢ are
finite, « > 1 and ¢}, > 0. The following asymptotic result for the ruin probability
holds for fixed u > 0, as u — 00:

P{sup(Sn —ES, —np) > u} ~ C%wu*‘”l
n>1 ulo —1)
Coo UP{Y > u}

ek na—1"

4.2)
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REMARK 4.2. We notice that the dependence in the sequence (Y;) manifests
in the constant ¢ /cZ, in relation (4.2) which appears in contrast to the i.i.d. case;
see (4.1).

To prove our result we proceed similarly as in the proof of Theorem 2.1. First
notice that in view of (3.9),

P[sup(Yonn —EYonn)) > u} <P{Yon>u}= o(ul_o’).

n>1

Thus, it is sufficient to prove

u“_IIP[sup(gn —ES, —np) > u] ~_ o

n>1 pla—1)

for §n defined in (3.2). Next we change indices as indicated after (3.3). However,
this time we cannot fix n and therefore we will proceed carefully; the details will
be explained below. Then we further decompose S, into smaller pieces and study
their asymptotic behavior.

_Proof of Theorem 4.1. The following lemma shows that the centered sums
(Sp — ESp)n>um for large M do not contribute to the asymptotic behavior of the
ruin probability as u — oo.

LEMMA 4.3. The following relation holds:

im limsupu“_IIP’{ sup S, —ES, — nu) > u] =0.

1
M—o00 y—o0 n>uM

PROOF. Fix alarge number M and define the sequence N; = uM 20 1>0. As-
sume for the ease of presentation that (N;) constitutes a sequence of even integers;
otherwise we can take N; = [uM]2'. Observe that

o0
IP’{ sup (S, —ES, —np) > M} < Zpl,
n>uM =0

where p; = P{max,c[n,, N, ) (5‘,, —ES, — nu) > u}. For every fixed [, in the events
above we make the change of indices i — j = N;41 — i and write, again abusing
notation,

Yj=Bj+T;Bjyi+ - +T N, 2By, 1.
With this notation, we have

Niy1—1 ~ -
=P{ max Y —EY; —u) >u;.
Pl lne(O,Nl] l:Zn (Y; i M)
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Using the~dec0131posigon (3.4) with the adjustment ns = min(j + n3, Ny+1 — 1),
we write Y; = U; + W;. Then, by Lemma 3.2, for small § > 0,

Niy1—1
=P Wi —EW,; — u/4 4
P max ,:Zn (W, i — /4 > u/ }
Nipi-1 . N1

<P} Y (Wi—EWp)+ Y Wi>u/d+ Nyu/4
i=N; i=1

N

Nip1—1
<P} Y (Wi—EWi)>u/4+N1(M/4—EW1)}
i=I

< eNp N9 < c(uM2!)' 770,

We conclude that for every M > 0,
o0
> pii=o(u'"") as u —> 00.
=0

Asin (3.7) we further decompose U, ;= X i+ §,~ + Z-, making the definitions precise
in what follows. Let p be the smallest integer such that prn; > Njy1 — 1 forny =
ni(u).Fori=1,..., p—1define X; asin (3.8), and X, = Z,N:lf,l,:ll)nﬁq X;. Now
consider

Niy1—1
=P Xi —EX; — /4 4
20 L&loa,ufv,] Zn (X; i — /4 >u/ }

Nipi-1 _
sP{ Y. (Xi —EX))
i=N;

Ni—1
X, —EX; 4+ Nju/4
+"é?0%1,~zzn( i —EX)) > u/4+ m/}

P
< P{ max Z(X,- —EX;)>u/8+ Njuu/8
k=p/2i—

P
P X, —EX) <u/8+ Nju/8,
+ {;22—;(2[:2]{( i i) <u/8+ Niu/

kny
max_ max X —EX) > u/8 4+ Niw/S
kSp/zlsjm,.:,;_j( ’ i) > u/8+ m/}

= pi1 + pio.
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The second quantity is estimated by using Lemma 3.4 as follows for fixed M > 0

n
pi < cpPy3 X > u/8+ Njp/8| < CipN; @ e~ 2o N
i=1

— O(MI—ot)z—(a—l)l,

where C;, i = 1,2, 3, are some positive constants. Therefore for every fixed M,
o0
ZP122=0(M1_°{) as u — oo.
=0

Next we treat p;21. We observe that X; and X; are independent for |i — j| > 1.
Splitting summation in pjp; into the subsets of even and odd integers, we obtain
an estimate of the following type

pi21 < ClP{ max Y (Xoi —EXy) > co(u + Nz)},
k<p/2 -
k<2i<p
where the summands are now independent. By the law of large numbers, for any
€€(0,1),k<p/2, largel,
IP’{ > (X2 —EXoi) > —eca(u+ N,)} >1/2.
2i<k

An application of the maximal inequality (A.5) in the Appendix and an adaptation
of Proposition 3.9 yield

pi21 < 21?{ D (Xoi —EX2i) > (1 —€)ea(u + Nz)} <cN/ 7
2i<p
Using the latter bound and summarizing the above estimates, we finally proved

that

o.¢]
im limsupu®~! Z pr=0.

1
M—oo y—o0 =0

Similar arguments show that the sums involving the S;’s and Z;’s are negligible as
well. This proves the lemma. [

In view of Lemma 4.3 it suffices to study the following probabilities for suffi-
ciently large M > 0:

IP’{ max (g,, —ES, —nu) > u}

n<Mu
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Write Ng = [Mu], change again indices i — j = Ng — i + 1 and write, abusing
notation,

Yj = Bj + Hjij+1 + -+ Hj,NoleNo-

Then we decompose Y ; as in the proof of Lemma 4.3. Reasoning in the same
way as above, one proves that the probabilities related to the quantities Wi, X;
and Z- are of lower order than 1!~ as u — oo and, thus, it remains to study the
probabilities

No
(4.3) P!ma]\\)’( > (S —ES;i —p) > uf,
n= Oi:n

where §l~ were defined in (3.7).

Take ny = [log No/p], p = | No/n1] and denote by S; the sums of n; consecu-
tive §,-’s as defined in (3.8). Observe that for any n such that ni(k — 1) +1<n <
kni, k —1 < p we have

No _ . (p+Dm _
DS —ESi - <2m@ESi+w+ Y (5 —ES—w
i=n i=(k—Dn;+1

p
<2mESi+w+ ) (S —ES;—mp)
i=k—1

and

No pni
DS —ES; — )= =20 (ES) + )+ Y (S —ES; — )
i=n i=kni
p—1
> —2n1(ES1 + 1)+ ) _(Si —ES; —nip).
i=k

Therefore and since n is of order log u, instead of the probabilities (4.3) it suffices
to study

p
Vp) =Pimax ) (Si —ES; —mipw) > u .
1=n

Choose g = [M/ 8‘1”1] + 1 for some small ¢; and large M. Then the random
variables
kg—3

Re= ) S k=1,....,r=1p/ql,
i=(k—1)q



2782 BURACZEWSKI, DAMEK, MIKOSCH AND ZIENKIEWICZ

are independent and we have

vp <Plmax (8 —ES —mw > u(l - 3e)|

n<i<qr
iF#kq—2,kqg—1

+P maxZ(Skq 2—ESkq 2—n1M)>81u}

+P maXZ(Skq 1 — ESkg— 1—n1/,L)>81u}

4 4
+P qgg)ipz(si —ES; —nip) > elu} =: Zlﬁ[g’)(u).
I=n

i=l

The quantities wl(,i)(u), i = 2,3, can be estimated in the same way; we focus on

1/1(2) (u). Applying Petrov’s inequality (A.4) and Proposition 3.9, we obtain for
some constant ¢ not depending on &1,

1//(2)(u) <P{max Z(Skq 2 — ESikg—2) >81u}

P

< CP{Z(Skq_z —ESkg—2) > elu/Z}
k=1

<crni(eu)"% <cequ .

Hence we obtain limg, o limsup,_, , u%~ 11//(2) (u) = 0. By (3.15), for some con-
stant c,

v D) < <o Mu :
P (e1u)® ~ r(gu)®

Since r > g > M/elJr for large u we conclude for such u that r—! < M~! ‘f‘“
and therefore 1//p (u) <cequ!~ and limg, o limsup,_, o u*~ 11//},4)(u) =0.
Since A and B are nonnegative we have for large u with wg = u(g — 2),

w(l)(u)<P{maxZ(R —ER; — Onl)>u(1—381)—qn1(ESl+u)}
J=r i=1

[maxZ(R —ER; — pony) > u(l — 481)]

=



LARGE DEVIATIONS 2783

Combining the bounds above we proved for large u, small &; and some constant
¢ > 0 independent of & that

Yp(u) <P maxZ(R —ER; — pony) > u(l —4e)) § + cequ™t.

]<”

Similar arguments as above show that

Yp(u) > P maxZ(R —ER; — pony) > u(1+4e)) } — cequ™t.

J<”

Thus we reduced the problem to study an expression consisting of independent
random variables R; and the proof of the theorem is finished if we can show the
following result. Write

J=r .

J
Q —{maXZ(R — ER; —n1M0)>u}

LEMMA 4.4. The following relation holds

lim limsup|u®~'P{Q,} —

M—00 y—o00

(a—l)‘:

PROOF. Fix some ¢y > 0 and choose some large M. Define Co = (¢ —
2)cooc. Reasoning as in the proof of (3.16), we obtain for any integers 0 < j <
k <r and large u

IP’{Z J+1(R —ER;) > u}
ni(k — j)Co
Choose ¢, > 0 small to be determined later in dependence on gg. Eventually,
both ¢, § > 0 will become arbitrarily small when gy converges to zero. Define the
sequence ko = 0, k; = [én (1 +¢)/=1y], 1 > 1. Without loss of generality we will

assume k;, = M unl_ for some integer number /. For n > &9(2ly) ™ I consider the
independent events

4.4 1 —ego<u”

<14 ¢op.

j
D) = max E (Ri —ER;)) >2nu ¢, [=0,...,[p— 1.
ki<jskir; 2 S+

Define the disjoint sets
Wi=Q.nDN(D;, 1=0,....5—1
m#l
We will show that
lh—1

P2} — Y P{Wi)

=0

4.5) <o(u'"®), u — 0o.
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lo—1

First we observe that 2, C Ul -0 Dl Indeed, on (,_, D; we have

J
max Z(R —ER; —nipo) <lo2nu < eou,

/<r .

and therefore €2, cannot hold for small gy. Next we prove that

(4.6) ]P’{ U Dwn Dl)} =ou'™), u— ooc.
m#l

Then (4.5) will follow. First apply Petrov’s inequality (A.4) to P{D;} with gq arbi-
trarily close to one and power pg € (1, @). Notice that | R; |70 is of the order gny,
hence m, is of the order dequ < c6e M al_“_lu. Next apply (4.4). Then one ob-
tains for sufficiently large u, and small ¢, §, and some constant ¢’ depending on
£, 8, €0, €1,

kit1
P{D;} <qy'P? > (Ri —ER) > nu
i=k+1

<qg 'ni (kg1 — k) (1 4 £0) Co(nu) ™ < /u' .

Hence ]P’{Um#(Dl N Dy} = O (u?1-9) ag desired for (4.6) if all the parameters
&g, 6, €0, €1 are fixed.

Thus we showed (4.5) and it remains to find suitable bounds for the probabilities
P{W;}. On the set W; we have

max Z(R —ER; — pony) < max Z(R —ER)) <2nlu < gou,

J<1 J_lll

j
max Z (Ri —ER;) < 2nlou < gou.
kipi<j=< Tl

Therefore for small &g and large u on the event W,

J
maxZ(R —ER; — uony)

J<”

= max Z(R —ER; — nony)

k1<]<r

I J
<> (Ri—ER; —pon)+ max Y (Ri—ER)
= ki<j=ki+1; Skt
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J
4+ max E (R; —ER;)
kip1<j<r.
i=kiy1+1

J
<2eou — kjuon1 + max Z (R; —ER;).

k<jskier; S0

Petrov’s inequality (A.4) and (4.4) imply for [ > 1 and large u that

J
P{(Wi} <Py max > (R —ER;) > (1—2e0)u+ ponik
f<isher; Zot

kit
< CIO_IP{ Z (Ri —ER;) = (1 —3g0)u +Mon1k1}
i=k+1
- -1 (ki+1 —kpni(1+€0)Co
=90 (1 =3e0) + pod (1 + &) Hyous
1 Se(1+e) 711 +e0)Co
= u
(1 =3e0) + mod (1 + &) 1)e

11—«

For | = 0 we use exactly the same arguments, but in this case (k; — ko)n| = Su
and ko = 0. Thus we arrive at the upper bound

lo—1

ST PIWI) < g5 (1 + o)
=0

5 . Se(1+¢)~! 1
4.7 (1 — 3@ B
4.7 X Co<<1 ~3eg)® + ; ((1 —3¢p) + pod(l +€)l_1)a)u

=gy ' (1+£0)A(e, 8, &0, lo)u' .

To estimate P{W;} from below first notice that on W;, for large u,

j kit1
rjng;(Z(Ri —ER; — pon1) = Y (R —ER; — pony)
=" isl i=1
kit
> Y (Ri—ER;) —kiy1pon1 — kiER,
i=kj+1
kiy1

> Z (Ri —ER;) — kiy1pon1 — &ou.
i=k;+1
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By (4.6) and (4.4), we have for [ > 1 and as u — 00,

kit1
P{w;} > ]P’H Z (Ri —ER;) > (1 +¢0)u +Mon1kl+1} ND;N ﬂ Dfn}
i=k;+1 m#l

kip1—1
z]P{ > (R —ER)>(l +eo)u+u0n1k1+1} —]P{Dlﬂ U Dm}
i=k m#l
. (1 —2e0)Co8(1+ )1
u
~ ((I4e0) + pod(1 + &)l

1—«

. (ki1 —kpni(1 —e0)Co o(u'~)
((1 + e0)u + pokj+1n1)*
Hence
lp—1

> P{Wi} = (1 —2ep)

=0

lo—1 _

S 0 S(1 -1

x Co + Z U+e) ¢ 7 ul =«

(I +e0+wnod)* = ((1+e0)+ pnod(l +&)")*
= (1 —2e0)CoB(e, 8, €9, lo)u' ™.

Thus we proved that

lp—1
(1—2e0) B(e. 8, €0, lp) < liminf Cg'u®™" 3~ P{Wi)

=0
lh—1

(4.8) <limsupCy 'u"" Y P{W}}
u— 00 120

< g5 (1+e0)A(e, 8, €0, lo).

Finally, we will justify that the upper and lower bounds are close for small ¢, 8, &,
large M and gqq close to 1. For a real number s which is small in absolute value
define the functions

fs() =0 +s+pox)™" and  Fi(x)=(1+s+ pox) fs(x) on [§, M].

Letx;=8(1+¢)~ 1, 1=1,...,1. Since Xi41 —x; =de(l + &)= are uniformly
bounded by ¢eM and f; is Riemann integrable on [0, c0), choosing ¢ small, we
have

lp—1

A(e, 8,0, 10) = D f3e0(x1) (i1 — 1)
I=1

M
< /S Fozeg () dx =

F_3¢y(8) — F_3:0(M) + &9
pole — 1) '
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Thus we obtain the bound

4. lim lim lim limg; (1 Ae, 8 = -1
4.9) Jim lim lim Tim g, (14 €0)A(e, 8, €0, o) = (o — 1))

-1

Proceeding in a similar way,
FS()((S) - FS()(M) — &0
pole — 1)

The right-hand side converges to (uo(e — 1H)~! by letting 6 | 0, M — oo and
g0 4 0. The latter limit relation in combination with (4.8) and (4.9) proves the
lemma. 0O

M
B(e. 8, £0.1o) > /5 o) dx =

APPENDIX A: INEQUALITIES FOR SUMS OF INDEPENDENT
RANDOM VARIABLES

In this section, we consider a sequence (X;) of independent random variables
and their partial sums R, = X1 + --- + X,,. We always write B,, = var(R;) and
my = Z’}':l E|X ;|7 for p > 0. First, we collect some of the classical tail estimates
for R,.

LEMMA A.1. The following inequalities hold.
Prokhorov’s inequality (cf. Petrov [21], page T7): Assume that the X,,’s are cen-
tered, | X,| <y foralln > 1 and some y > 0. Then

(A.1) P{R, > x} <ex { I.h< y)} 0
. €Xpy —<— arsin R > 0.

S. V. Nagaev’s inequality (see [20]): Assume m, < oo for some p > 0. Then

n em., \*/Y
(A.2) ]P’{R,,>x}§ZIP’{Xj>y}+< ”1) , x,y>0.
1 xyP—
]_
Fuk—Nagaev inequality (cf. Petrov [21], page 78): Assume that the X,’s are
centered, p > 2, B=p/(p+2) and m), < co. Then

n m Bx/y
P{R, > x} < J;P{Xj >y}l + (5xyp—1)
(A.3)
N { (1-p)%x? } 0
expy —————— ¢, x,y>0.
P 2eP B, Y
Petrov’s inequality (cf. Petrov [21], page 81): Assume that the X,,’s are centered
and m < oo for some p € (1,2]. Then for every qo < 1, with L =1 for p =2 and
L=2forpe(l,?2),

(A.4) P{max R; > x} < qo_l]P’{Rn >x—[(L/(1 —qo))_lmp]l/p}, x eR.
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Lévy—Ottaviani—Skorokhod inequality (cf. Petrov [21], Theorem 2.3 on pa-
ge S1): If P{R, — Ry > —¢)} >q, k=1,...,n — 1, for some constants ¢ > 0
and g > 0, then

(A.5) P{maxR,- >x} Sq_IIF’{Rn >x —c}, x eR.
i<n
APPENDIX B: PROOF OF LEMMA 3.7

Assume first ¢, > 0. We have by independence of Y and ny, for any k > 1,
x>0andr >0,

P{nY > x P{Y > x/z
Pl Y > x} }=(/ +f )7{ /2 Py <2 = I + In.
0,x/r] [x/r,00)

kP{Y > x} kP{Y > x}
For every ¢ € (0, 1) there is r > O such that for x > r and z < x/r,
P{Y > x/z}

P(Y = x) €z%[l —¢e,14+¢] and P{Y>x}x“zc;ro—8.

Hence for sufficiently large x,
I €k Enf 1y <a/ml — &, 1 +€]
and
L < ck™ X Pl > x/r}y < ek By L.
We have
Ie (k' Enf —k  "Enf1py=x/m)[1 —&, 1 +e]

and by virtue of Bartkiewicz et al. [1], limk%ook*IEn,‘f = Coo. Therefore it is
enough to prove that

(B.1) lim sup k_lEngl{an} =0.

", <k<ny,by<x
By the Holder and Markov inequalities we have for € > 0,
(B2) Enfly-x) < (Ena+e)a/(a+6) (P > x})e/(a+e) < x—eEna+e'
Next we study the order of magnitude of En} @+¢_ By definition of 7y,
Ena-i—e EA“TE( 4 ne_)* T
— EAaJre (E(l + ﬂk—l)a+6 _ (ng+le)) + EAa+6]Ena+e

Thus we get the recursive relation

k .
Engt = S (BA“T) T EQ 4 ni )@ —E(2F))
i=1

Z AOH—E k—i+1 <c

(B.3)
(EA(X+E)](

EAxte —1°
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Indeed, we will prove that if € < 1 then there is a constant ¢ such that for i > 1,
E(1+ )t —Enfte <ec.

If @ + € < 1 then this follows from the concavity of the function f(x) = x%*€,
x > 0. If @ + € > 1 we use the mean value theorem to obtain

E(+n)* —Enf ™ < (@ + OB+ )" < (@ + )En ! < oc.
Now we choose € = k~93, Then by (B.2), (B.3) and Lemma 3.3,
(EAQ+e)k ePni/Nk—logx/Vk e—Pm/Vk
—€

Eaate — 1 =T Racte 1 = Faete_1’

Eng 1y >x) <c

In the last step we used that k < ny = ng — m, where ng = [,0_1 log x]. More-
over, since m = [(log x)%3%], m/+/k > 2¢1 (log x)° for some c¢1 > 0. On the other
hand, setting y =€ = k=93 in (3.11), we obtain EA¥T€ — 1 > pk_0'5/2. Combin-
ing the bounds above, we finally arrive at

sup  kTTEp 1y < cem1loen)”

rp<k=ny,bp=<x
for constants ¢, ¢c; > 0. This estimate yields the desired relation (B.1) and thus
completes the proof of the first part of the lemma when ¢ > 0.
If ¢t =0 we proceed in the same way, observing that for any 8,z > 0 and
sufficiently large x,

o

P{Y > x/z} -
P{|Y| > x}

and hence 1| converges to 0 as n goes to infinity. This proves the lemma.
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