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#### Abstract

A new class of discrete distributions is introduced by extending the generalized hypergeometric recast distribution; some of its properties are studied. It is shown that all its moments exist finitely. A genesis, probability mass function, mean and variance are obtained. Certain recurrence relations for probabilities, moments and factorial moments are derived. Certain mixtures and limiting cases are also considered.


## 1 Introduction

Discrete distributions whose probability generating function (PGF) is given in terms of generalized hypergeometric function have been studied extensively in the field of Mathematical Statistics. For details, see Johnson, Kemp and Kotz (2005). Johnson, Kemp and Kotz (2005), page 90, commented that many common discrete probability distributions have PGF's of the form

$$
\begin{equation*}
A(t)=\frac{{ }_{p} F_{q}(\underline{a} ; \underline{b} ; \theta t+\xi)}{p F_{q}(\underline{a} ; \underline{b} ; \theta+\xi)}, \tag{1.1}
\end{equation*}
$$

where ${ }_{p} F_{q}(\underline{a} ; \underline{b} ; \theta)$ is the generalized hypergeometric series, in which $a$ 's, $b$ 's, $\theta$ and $\xi$ are appropriate reals such that the general term in the series is non-negative. For a detailed account on generalized hypergeometric series and conditions on their convergence, see Slater (1966) or Mathai and Saxena (1973). The family of discrete distributions with PGF (1.1) is known as generalized hypergeometric recast distributions (GHRD). Two broad classes of discrete distributions, namely generalized hypergeometric probability distributions (GHPD) of Kemp (1968) and generalized hypergeometric factorial moment distributions (GHFMD) of Kemp and Kemp (1969), are special cases of GHRD. An extended version of GHPD is considered in Kumar (2002) through the following PGF and call it as the extended generalized hypergeometric probability distributions (EGHPD):

$$
\begin{equation*}
P(t)=\frac{p F_{q}\left(\underline{a} ; \underline{b} ; \theta_{1} t+\theta_{2} t^{m}\right)}{p F_{q}\left(\underline{a} ; \underline{b} ; \theta_{1}+\theta_{2}\right)} . \tag{1.2}
\end{equation*}
$$

The EGHPD contains several popular families of discrete distributions such as the Hermite distribution of Kemp and Kemp (1965), the generalized Hermite

[^0]distribution of Gupta and Jain (1974), the Gegenbaur distribution of Plunkett and Jain (1975) and the generalized Gegenbaur distribution of Medhi and Borah (1984). Kemp and Kemp (1974) has shown that GHFMD includes not only some of the most common discrete distributions such as binomial, Poisson, negative binomial, hypergeometric, Poisson-beta etc. but also a number of important matching and occupancy distributions as its special cases. Kumar (2008) introduced and studied a bivariate version of GHFMD.

Through the present paper, we introduce a new class of discrete distributions by extending GHRD which we call the extended generalized hypergeometric recast distributions (EGHRD) and study some of its properties. In Section 2 we present a genesis of the EGHRD and derive its probability mass function, mean and variance. There we also show that all the moments of EGHRD exist finitely. Certain recurrence formula for probabilities, raw moments and factorial moments of the EGHRD are obtained in Section 3. In Section 4 it is shown that certain mixtures of EGHRD are again EGHRD and in Section 5 EGHRD is obtained as a limit of another EGHRD.

The genesis presented in Section 2 shows that EGHRD possess a random sum structure. As such, EGHRD is applicable wherever such a structure arises. Random sum structure arises in several areas of research. Chapter 9 of Johnson, Kemp and Kotz (2005) is fully devoted to such random sum distributions.

## 2 A genesis and special cases of EGHRD

Consider the sequence $\left\{Z_{n}, n \geq 1\right\}$ of independent and identically distributed random variables, where $Z_{1}$ is assumed to have the PGF

$$
\begin{equation*}
H(t)=\alpha t+(1-\alpha) t^{m} \tag{2.1}
\end{equation*}
$$

where $0<\alpha \leq 1$ and $m$ is a positive integer. Let $N$ be a non-negative integer valued random variable with PGF (1.1), in which $\theta$ takes values in $\Theta$, an open interval of one of the sets $(0, \infty),(-\infty, 0)$. Consider reals $\theta_{1}, \theta_{2}$ which are such that $\theta_{1}>0, \theta_{2} \geq 0$ and $\theta=\theta_{1}+\theta_{2}$ is an element of $\Theta$ if $\Theta \subset(0, \infty)$ and are such that $\theta_{1}<0, \theta_{2} \leq 0$ and $\theta$ is an element of $\Theta$ if $\Theta \subset(-\infty, 0)$. Set $\alpha=\frac{\theta_{1}}{\theta}$. Assume that $\left\{Z_{n}, n \geq 1\right\}$ and $N$ are statistically independent. Define $V_{0}=Z_{0}=0$. Consider $V_{N}$, the random sum of random variables defined by $V_{N}=\sum_{k=0}^{N} Z_{k}$. Then the PGF of $V_{N}$ is the following, in which $T_{0}$ is as defined in (2.5):

$$
\begin{align*}
G(t) & =A(H(t)) \\
& =T_{0}^{-1}{ }_{p} F_{q}\left(\underline{a} ; \underline{b} ; \theta_{1} t+\theta_{2} t^{m}+\xi\right) . \tag{2.2}
\end{align*}
$$

A distribution with PGF (2.2) we call the extended generalized hypergeometric recast distribution or in short EGHRD. Obviously EGHRD with $\theta_{2}=0$ is the GHRD. Further, EGHRD with $\xi=0$ is the EGHPD of Kumar (2002) with PGF
(1.2) and EGHRD with $\xi=-\left(\theta_{1}+\theta_{2}\right)$ is an extended version of GHFMD of Kemp and Kemp (1969), with PGF

$$
G_{1}(t)={ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \theta_{1}(t-1)+\theta_{2}\left(t^{m}-1\right)\right] .
$$

Thus EGHRD contains extended versions of several well-known discrete distributions such as binomial, Poisson, displaced Poisson, hyper-Poisson, negative binomial, hypergeometric, inverse hypergeometric, negative hypergeometric, Poissonbeta, Waring, Yule, Naor, Feller, etc.

Lemma 1. Let $N$ be a non-negative integer valued random variable having GHRD with PGF given in (1.1), then $E\left(N^{r}\right)<\infty$ for every positive integer $r$.

The proof is simple and hence omitted.
Result 1. Let Y be a random variable having EGHRD with PGF (2.2). Then $\mu_{r}=$ $E\left(Y^{r}\right)<\infty$ for every positive integer $r$.

Proof. Since $Y$ and $V_{N}$ of the genesis given above are identically distributed,

$$
0 \leq \mu_{r}=E\left(V_{N}^{r}\right) \leq m^{r} E\left(N^{r}\right)<\infty
$$

by Lemma 1.
For $n=0,1,2, \ldots$ let $Q_{n}(\underline{a} ; \underline{b})$ denote the probability mass function (p.m.f.) of EGHRD. Then we have the following from (2.2):

$$
\begin{align*}
G(t) & =\sum_{n=0}^{\infty} Q_{n}(\underline{a} ; \underline{b}) t^{n} \\
& =T_{0}^{-1}{ }_{p} F_{q}\left(\underline{a} ; \underline{b} ; \theta_{1} t+\theta_{2} t^{m}+\xi\right) . \tag{2.3}
\end{align*}
$$

On expanding (2.3) and equating the coefficients of $t^{n}$ on both sides, we have the following result.

Result 2. Let $Y$ be a random variable distributed as EGHRD with PGF (2.2). Then the following is the PMF of $E G H R D$ for $n=0,1,2, \ldots$, in which $\delta=n-(m-1) j$ :

$$
\begin{equation*}
Q_{n}(\underline{a} ; \underline{b})=T_{0}^{-1} \sum_{j=0}^{[n / m]} \frac{\prod_{r=1}^{p}\left(a_{r}\right)_{\delta}}{\prod_{s=1}^{q}\left(b_{s}\right)_{\delta}} p F_{q}\left(\underline{a}+\underline{\delta}_{p} ; \underline{b}+\underline{\delta}_{q} ; \xi\right) \frac{\theta_{1}^{n-m j} \theta_{2}^{j}}{(n-m j)!j!}, \tag{2.4}
\end{equation*}
$$

where $[v]$ denote the integer part of $v$,

$$
\begin{aligned}
(a)_{0} & =1 ; \quad(a)_{k}=a(a+1)(a+k-1), \quad \text { for } k \geq 1, \\
\underline{a}+\underline{\delta}_{p} & =a_{1}+\delta, a_{2}+\delta, \ldots, a_{p}+\delta
\end{aligned}
$$

and

$$
\underline{b}+\underline{\delta}_{q}=b_{1}+\delta, b_{2}+\delta, \ldots, b_{q}+\delta
$$

Result 3. Let $Y$ be a random variable distributed as EGHRD with PGF (2.2). Then the mean and variance of EGHRD are

$$
\begin{aligned}
E(Y) & =D_{0} T_{0}^{-1} T_{1}\left(\theta_{1}+m \theta_{2}\right) \\
\operatorname{Var}(Y) & =D_{0} T_{0}^{-2}\left(D_{1} T_{0} T_{2}-D_{0} T_{1}^{2}\right)\left(\theta_{1}+m \theta_{2}\right)^{2}+D_{0} T_{0}^{-1} T_{1}\left(\theta_{1}+m^{2} \theta_{2}\right)
\end{aligned}
$$

where for $i=0,1,2, \ldots$,

$$
D_{i}=\frac{\prod_{r=1}^{p}\left(a_{r}+i\right)}{\prod_{s=1}^{q}\left(b_{s}+i\right)}
$$

and

$$
\begin{equation*}
T_{i}={ }_{p} F_{q}\left(\underline{a}+\underline{i}_{p} ; \underline{b}+\underline{i}_{q} ; \theta_{1}+\theta_{2}+\xi\right) \tag{2.5}
\end{equation*}
$$

The proof is straightforward and hence omitted.

## 3 Recurrence relations for probabilities, raw moments and factorial moments

Result 4. The following is a simple recurrence relation for probabilities $Q_{n}(\underline{a} ; \underline{b})$ of $E G H R D$ for $n \geq 0$, in which $Q_{-r}(\underline{a} ; \underline{b})=0$, for $r>0$.

$$
\begin{align*}
&(n+1) Q_{n+1}(\underline{a} ; \underline{b})=D_{0} T_{0}^{-1} T_{1}\left\{\theta_{1} Q_{n}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right)\right.  \tag{3.1}\\
&\left.+m \theta_{2} Q_{n-m+1}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right)\right\}
\end{align*}
$$

where $\underline{a}+\underline{1}_{p}$ and $\underline{b}+\underline{1}_{q}$ are as given in Result 2 with $\delta=1$.
Proof. On differentiating (2.3) with respect to $t$, we get

$$
\begin{align*}
\sum_{n=0}^{\infty} & (n+1) Q_{n+1}(\underline{a} ; \underline{b}) t^{n}  \tag{3.2}\\
& =D_{0} T_{0}^{-1}\left(\theta_{1}+m \theta_{2} t^{m-1}\right)_{p} F_{q}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q} ; \theta_{1} t+\theta_{2} t^{m}+\xi\right)
\end{align*}
$$

Replace $\underline{a}, \underline{b}$ by $\underline{a}+\underline{1}_{p}, \underline{b}+\underline{1}_{q}$ in (2.3) to obtain the following:

$$
\begin{equation*}
{ }_{p} F_{q}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q} ; \theta_{1} t+\theta_{2} t^{m}+\xi\right)=T_{1} \sum_{n=0}^{\infty} Q_{n}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right) t^{n} \tag{3.3}
\end{equation*}
$$

By using (3.3) in (3.2) we have

$$
\sum_{n=0}^{\infty}(n+1) Q_{n+1}(\underline{a} ; \underline{b}) t^{n}=D_{0} T_{0}^{-1} T_{1}\left(\theta_{1}+m \theta_{2} t^{m-1}\right) \sum_{n=0}^{\infty} Q_{n}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right) t^{n}
$$

On equating coefficients of $t^{n}$ on both sides we get the relation (3.1).

Result 5. The following is a recurrence relation for raw moments of EGHRD for $r \geq 0$ :

$$
\begin{equation*}
\mu_{r+1}(\underline{a} ; \underline{b})=D_{0} T_{0}^{-1} T_{1} \sum_{j=0}^{r}\binom{r}{j}\left(\theta_{1}+m^{j+1} \theta_{2}\right) \mu_{r-j}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right) . \tag{3.4}
\end{equation*}
$$

Proof. In Section 2 we proved that the $r$ th raw moment $\mu_{r}$ of EGHRD exists finitely. Therefore the characteristic function $\phi_{Y}(t)$ of EGHRD with PGF (2.2) has the following series representation, in which $\mu_{r}(\underline{a} ; \underline{b})=\mu_{r}$. For $t$ in $R$,

$$
\begin{align*}
\phi_{Y}(t) & =G\left(e^{i t}\right) \\
& =T_{0}^{-1}{ }_{p} F_{q}\left(\underline{a} ; \underline{b} ; \theta_{1} e^{i t}+\theta_{2} e^{m i t}+\xi\right)  \tag{3.5}\\
& =\sum_{r=0}^{\infty} \mu_{r}(\underline{a} ; \underline{b}) \frac{(i t)^{r}}{r!}
\end{align*}
$$

Now the proof of relation (3.4) follows on differentiating both sides of the above equation with respect to $t$ and equating the coefficients of $\frac{(i t)^{r}}{r!}$ on both sides, in the light of the arguments similar to those in the proof of Result 4.

Result 6. The following is a simple recurrence relation for factorial moments $\mu_{[n]}(\underline{a} ; \underline{b})$ of $E G H R D$ for $n \geq m-1$, in which $\mu_{[0]}(\underline{a} ; \underline{b})=1$ :

$$
\begin{align*}
& \mu_{[n+1]}(\underline{a} ; \underline{b}) \\
& \quad=D_{0} T_{0}^{-1} T_{1}\left[\theta_{1} \mu_{[n]}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right)\right.  \tag{3.6}\\
& \left.\quad+m \theta_{2} \sum_{j=0}^{m-1}\binom{m-1}{j} \frac{n!}{(n-j)!} \mu_{[n-j]}\left(\underline{a}+\underline{1}_{p} ; \underline{b}+\underline{1}_{q}\right)\right] .
\end{align*}
$$

Proof. The factorial moment generating function $F_{Y}(t)$ of EGHRD with PGF (2.2) is

$$
\begin{align*}
F_{Y}(t) & =G(1+t) \\
& =T_{0}^{-1}{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \theta_{1}(1+t)+\theta_{2}(1+t)^{m}+\xi\right]  \tag{3.7}\\
& =\sum_{n=0}^{\infty} \mu_{[n]}(\underline{a} ; \underline{b}) \frac{t^{n}}{n!}
\end{align*}
$$

The relation (3.6) follows on differentiating both sides of (3.7) with respect to $t$ and equating the coefficients of $\frac{t^{n}}{n!}$ on both sides, in the light of the arguments similar to those in the proof of Result 4.

## 4 Mixtures of EGHRD

In Theorem 1 given below it is shown that certain mixtures of EGHRD are also EGHRD.

Theorem 1. For $j=1,2$ let $Y_{j}$ be a non-negative integer valued random variable and let $\lambda_{1}$ and $\lambda_{2}$ be independent random variables having the following probability density functions, in which $c>0, d>0$ and $\beta>0$.

$$
\begin{align*}
f_{1}\left(\lambda_{1}\right) & =\frac{\lambda_{1}^{c-1}\left(1-\lambda_{1}\right)^{d-1}}{B(c, d)} \frac{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ;\left(\theta_{1}+\theta_{2}+\xi\right) \lambda_{1}\right]}{p+1 F_{q+1}\left(\underline{a}, c ; \underline{b}, c+d ; \theta_{1}+\theta_{2}+\xi\right)}  \tag{4.1}\\
0 & <\lambda_{1}<1, \\
f_{2}\left(\lambda_{2}\right) & =\frac{\lambda_{2}^{\beta-1} e^{-\lambda_{2}}}{\Gamma(\beta)} \frac{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ;\left(\theta_{1}+\theta_{2}+\xi\right) \lambda_{2}\right]}{p+1 F_{q}\left(\underline{a}, \beta ; \underline{b} ; \theta_{1}+\theta_{2}+\xi\right)}, \quad \lambda_{2}>0 . \tag{4.2}
\end{align*}
$$

Assume that the conditional distribution of $Y_{1}$ given $\lambda_{1}$ and $Y_{2}$ given $\lambda_{2}$ are EGHRD and let their PGF's be

$$
\frac{p F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{1}\left(\theta_{1} t+\theta_{2} t^{m}+\xi\right)\right]}{p F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{1}\left(\theta_{1}+\theta_{2}+\xi\right)\right]}
$$

and

$$
\frac{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{2}\left(\theta_{1} t+\theta_{2} t^{m}+\xi\right)\right]}{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{2}\left(\theta_{1}+\theta_{2}+\xi\right)\right]}
$$

(where $p \leq q$ ) respectively. Then $Y_{j}$ has EGHRD for $j=1,2$.
Proof. Let $G_{j}^{*}(t)$ denote the PGF of $Y_{j}$ for $j=1,2$. Then from the well-known properties of integrals of a power series, we obtain the following:

$$
\begin{align*}
& G_{1}^{*}(t)=E\left(t^{Y_{1}}\right) \\
&=E_{\lambda_{1}}\left\{E\left(t^{Y_{1}} \mid \lambda_{1}\right)\right\} \\
&=\int_{0}^{1} \frac{p F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{1}\left(\theta_{1} t+\theta_{2} t^{m}+\xi\right)\right]}{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{1}\left(\theta_{1}+\theta_{2}+\xi\right)\right]} f_{1}\left(\lambda_{1}\right) d \lambda_{1}  \tag{4.3}\\
&=\frac{p+1}{p+1} F_{q+1}\left(\underline{a}, c ; \underline{b}, c+d ; \theta_{1} t+\theta_{2} t^{m}+\xi\right) \\
& G_{q+1}^{*}\left(\underline{a}, c ; \underline{b}, c+d ; \theta_{1}+\theta_{2}+\xi\right) \\
&=E\left(t^{Y_{2}}\right)  \tag{4.4}\\
&=\int_{0}^{\infty} \frac{{ }_{p} F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{2}\left(\theta_{1} t+\theta_{2} t^{m}+\xi\right)\right]}{p F_{q}\left[\underline{a} ; \underline{b} ; \lambda_{2}\left(\theta_{1}+\theta_{2}+\xi\right)\right]} f_{2}\left(\lambda_{2}\right) d \lambda_{2} \\
&=\frac{p+1 F_{q}\left(\underline{a}, \beta ; \underline{b} ; \theta_{1} t+\theta_{2} t^{m}+\xi\right)}{p+1} F_{q}\left(\underline{a}, \beta ; \underline{b} ; \theta_{1}+\theta_{2}+\xi\right)
\end{align*}
$$

As a special case of Theorem 1 with $\xi=-\left(\theta_{1}+\theta_{2}\right)$, we establish that the gamma mixture of Hermite distribution is the Gegenbour distribution and the gamma mixture of generalized Hermite distribution is the generalized Gegenbour distribution.

## 5 Limiting distributions

The following is a standard result for generalized hypergeometric functions.
Lemma 2. The generalized hypergeometric function ${ }_{p} F_{q}(\underline{a} ; \underline{b} ; \theta)$ with $p \leq q$ can be obtained as the limiting form of the following function as $v \rightarrow \infty$.

$$
F={ }_{p+1} F_{q}\left(\underline{a}, v ; \underline{b} ; v^{-1} \theta\right), \quad v>|\theta|
$$

The proof easily follows by observing that

$$
\lim _{v \rightarrow \infty} \frac{(v)_{r}}{v^{r}}=1
$$

A direct application of Lemma 2 leads to the following result regarding EGHRD.
Result 7. The EGHRD with PGF (2.2) is the limiting form as $d \rightarrow \infty$ of the distribution with the following $P G F$, in which $d>0$ :

$$
P(t)=\frac{p+1 F_{q}\left[\underline{a}, d ; \underline{b} ; d^{-1}\left(\theta_{1} t+\theta_{2} t^{m}+\xi\right)\right]}{p+1 F_{q}\left[\underline{a}, d ; \underline{b} ; d^{-1}\left(\theta_{1}+\theta_{2}+\xi\right)\right]}
$$

As a special case of Result 7 with $\xi=0$ or $\xi=-\left(\theta_{1}+\theta_{2}\right)$, we obtain that Hermite distribution is the limit of the Gegenbour distribution and that the generalized Hermite distribution is the limit of the generalized Gegenbour distribution.
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