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#### Abstract

A parametric finite horizon optimal economic growth problem is solved by using the maximum principle for optimal control problems with state constraints in the book by R. Vinter [Optimal Control, Birkhäuser, Boston, 2000; Theorem 9.3.1]. From the obtained results it follows that if the total factor productivity is relatively small, then the expansion of the production facility does not lead to a higher total consumption satisfaction of the society.


## 1. Introduction

Models of economic growth have been suggested by Ramsey [25], Harrod [12], Domar [8], Solow [26], Swan [27], and others. The reader is referred to the books by Barro and Sala-i-Martin (3) and Acemoglu [1] for detailed information about the development of these models, which allow ones to analyze relationships among capital, labor force, production technology, and national product of an economy during a period of time.

The question of defining the consumption/saving curve to maximize a certain target of consumption satisfaction, is known as the optimal economic growth problem. It was first considered by Ramsey [25]. Later on, the problem has been extended by Cass [4] and Koopmans [18].

Necessary and sufficient optimality conditions for the solutions of optimal economic growth problems can be found in the books [28, Chapter 5], 29, Chapters 5, 7, 10, and 11], [6, Chapter 20], [1, Chapters 7 and 8], and in some papers cited therein. For infinite horizon models, some results on solution existence were given in [1, Example 7.4] and [7. Subsection 4.1]. The paper of Le Van et al. [19] establishes necessary and sufficient transversality conditions for an optimal control problem with an infinite horizon arising in dynamic models in continuous time with an application to Ramsey-like models. For finite horizon models, a few facts on solution existence are available in [7] and [24]. For a comprehensive account of this topic, we refer to a recent paper by Huong [13, which is the basis for our investigations herein. Unlike [13], here we do not discuss the solution

[^0]existence. Our focus point is to solve the problem in question. More precisely, our aim is to give a complete synthesis of the optimal processes.

The present paper investigates a parametric finite horizon optimal economic growth problem, where the production function and the utility function are both in the form of $A K$ functions (see, e.g., [3]). By using a solution existence theorem from 13 and a maximum principle for optimal control problems with state constraints in the book by Vinter 30], we are able to prove that the problem has a unique local solution, which is also a global one, provided that the data triple satisfies a strict linear inequality. Our main theorem will be obtained via a series of nine lemmas and some involved technical arguments. Roughly speaking, we will combine an intensive treatment of the system of necessary optimality conditions given by the maximum principle with the specific properties of the given parametric optimal economic growth problem. The approach adopted herein has the origin in our preceding papers 14, 15. From the obtained results it follows that if the total factor productivity is relatively small, then the expansion of the production facility does not lead to a higher total consumption satisfaction of the society.

The organization of the paper is as follows. Section 2 is devoted to some materials from [13] on finite horizon optimal economic growth problems. The maximum principle for optimal control problems with state constraints in 30, Theorem 9.3.1] is recalled in Section 3. Our results on optimal processes of a parametric finite horizon optimal economic growth problem, where the production function and the utility function are both in the form of AK functions, are established in Section 4.

## 2. Economic growth models

By $\mathbb{R}$ (resp., $\mathbb{R}_{+}$) we denote the set of real numbers (resp., the set of nonnegative real numbers). The Euclidean norm in the $n$-dimensional space $\mathbb{R}^{n}$ is denoted by $\|\cdot\|$. By $\mathbb{R}_{+}^{n}$ we denote the nonnegative orthant in $\mathbb{R}^{n}$. The Sobolev space $W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{n}\right)$ (see, e.g., 16, p. 21]) is the linear space of the absolutely continuous functions $x:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{n}$ equipped with the norm

$$
\begin{equation*}
\|x\|_{W^{1,1}}=\left\|x\left(t_{0}\right)\right\|+\int_{t_{0}}^{T}\|\dot{x}(t)\| d t \tag{2.1}
\end{equation*}
$$

We now recall some materials from Subsection 2.1 of the paper by Huong [13], and refer the interested reader to the books [28, Chapter 5], [29, Chapters 5, 7, 10, and 11], [6, Chapter 20], [1, Chapters 7 and 8] for systematical presentations of optimal economic growth models.

Consider the problem of optimal growth of an aggregative economy. The national product at time $t$ is denoted $Y(t)$. Suppose that the dependence of $Y(t)$ on the labor $L(t)$
and the capital $K(t)$ is described by $Y(t)=F(K(t), L(t))$ with $t \geq 0$, where $F: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$ is the production function. It is assumed that

$$
\begin{equation*}
F(\alpha K, \alpha L)=\alpha F(K, L) \tag{2.2}
\end{equation*}
$$

for any $(K, L) \in \mathbb{R}_{+}^{2}$ and $\alpha>0$. For every $t \geq 0$, by $C(t)$ and $I(t)$, respectively, we denote the consumption amount and the investment amount of the economy. The equilibrium relation in the output market is depicted by

$$
\begin{equation*}
Y(t)=C(t)+I(t), \quad \forall t \geq 0 \tag{2.3}
\end{equation*}
$$

The relationship between the capital $K(t)$ and the investment amount $I(t)$ is given by the differential equation

$$
\begin{equation*}
\dot{K}(t)=I(t), \quad \forall t \geq 0 \tag{2.4}
\end{equation*}
$$

where $\dot{K}(t)=\frac{d K(t)}{d t}$ denotes the Fréchet derivative of $K(\cdot)$ at time instance $t$ (see, e.g., 6, pp. 465-466]). If the investment function $I(\cdot)$ is continuous, then one can compute the capital stock $K(t)$ at time $t$ by the formula

$$
K(t)=K(0)+\int_{0}^{t} I(\tau) d \tau
$$

where the integral is Riemannian and $K(0)$ signifies the initial capital stock. In particular, the rate of increase of the capital stock $\dot{K}(t)$ at every time moment $t$ exists and it is finite. If the initial labor amount is $L_{0}>0$ and the rate of labor force is a constant $\sigma>0$ (i.e., $\dot{L}(t)=\sigma L(t)$ for all $t \geq 0$ ), then the labor amount at time moment $t$ is

$$
\begin{equation*}
L(t)=L_{0} e^{\sigma t}, \quad \forall t \geq 0 \tag{2.5}
\end{equation*}
$$

For any $t \geq 0$, as $L(t)>0$, from (2.2) we have

$$
\frac{Y(t)}{L(t)}=F\left(\frac{K(t)}{L(t)}, 1\right), \quad \forall t \geq 0
$$

By considering the capital-to-labor ratio $k(t):=\frac{K(t)}{L(t)}$ and the function $\phi(k):=F(k, 1)$ for $k \geq 0$, from the last equality we have

$$
\begin{equation*}
\phi(k(t))=\frac{Y(t)}{L(t)}, \quad \forall t \geq 0 \tag{2.6}
\end{equation*}
$$

Due to (2.6), one calls $\phi(k(t))$ the output per capita at time $t$ and $\phi(\cdot)$ the per capita production function. Since $F$ has nonnegative values, so does $\phi$. Combining the continuous differentiability of $K(\cdot)$ and $L(\cdot)$, which is guaranteed by (2.4) and 2.5), with the equality
defining the capital-to-labor ratio, one can assert that $k(\cdot)$ is continuously differentiable. Thus, from the relation $K(t)=k(t) L(t)$ one obtains

$$
\dot{K}(t)=\dot{k}(t) L(t)+k(t) \dot{L}(t), \quad \forall t \geq 0
$$

Dividing both sides of the above equality by $L(t)$ and recalling that $\dot{L}(t)=\sigma L(t)$, we get

$$
\begin{equation*}
\frac{\dot{K}(t)}{L(t)}=\dot{k}(t)+\sigma k(t), \quad \forall t \geq 0 \tag{2.7}
\end{equation*}
$$

Similarly, dividing both sides of the equality in (2.4) by $L(t)$ and using (2.3), we have

$$
\frac{\dot{K}(t)}{L(t)}=\frac{Y(t)}{L(t)}-\frac{C(t)}{L(t)}, \quad \forall t \geq 0
$$

So, by considering the per capita consumption $c(t):=\frac{C(t)}{L(t)}$ of the economy at time $t$ and invoking (2.6), one obtains

$$
\frac{\dot{K}(t)}{L(t)}=\phi(k(t))-c(t), \quad \forall t \geq 0
$$

Combining this with (2.7) yields

$$
\begin{equation*}
\dot{k}(t)=\phi(k(t))-\sigma k(t)-c(t), \quad \forall t \geq 0 \tag{2.8}
\end{equation*}
$$

The amount of consumption at time $t$ is

$$
\begin{equation*}
C(t)=(1-s(t)) Y(t), \quad \forall t \geq 0 \tag{2.9}
\end{equation*}
$$

with $s(t) \in[0,1]$ being the propensity to save at time $t$ (thus, $1-s(t)$ is the propensity to consume at time $t$ ). Then, by dividing both sides of 2.9 by $L(t)$ and referring to 2.6, one gets

$$
\begin{equation*}
c(t)=(1-s(t)) \phi(k(t)), \quad \forall t \geq 0 \tag{2.10}
\end{equation*}
$$

Thanks to 2.10, one can rewrite 2.8) equivalently as

$$
\begin{equation*}
\dot{k}(t)=s(t) \phi(k(t))-\sigma k(t), \quad \forall t \geq 0 \tag{2.11}
\end{equation*}
$$

In the special case where $s(\cdot)$ is a constant function, i.e., $s(t)=s>0$ for all $t \geq 0$, relation (2.11) is the fundamental equation of the neo-classical aggregate growth model of Solow 26].

One major concern of the planners is to choose a pair of functions $(k, c)$ (or $(k, s)$ ) defined on a planning interval $\left[t_{0}, T\right] \subset[0,+\infty]$, that satisfies (2.8) (or 2.11) and the initial condition $k\left(t_{0}\right)=k_{0}$, to maximize a certain target of consumption. Here $k_{0}>0$ is a
given value. As the target function one may choose is $\int_{t_{0}}^{T} c(t) d t$, which is the total amount of per capita consumption on the time period $\left[t_{0}, T\right]$. A more general kind of the target function is $\int_{t_{0}}^{T} \omega(c(t)) e^{-\lambda t} d t$, where $\omega: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a utility function associated with the representative individual consumption $c(t)$ in the society, $\lambda \geq 0$ is called the real interest rate, and $e^{-\lambda t}$ is the time discount factor. The just mentioned planning task is an optimal control problem. Interpreting $k(t)$ as the state trajectory and $s(t)$ as the control function, one can formulate the problem as follows.

Let there be given a production function $F: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$satisfying (2.2) for any $(K, L)$ from $\mathbb{R}_{+}^{2}$ and $\alpha>0$. Define the function $\phi(k)$ on $\mathbb{R}_{+}$by setting $\phi(k)=F(k, 1)$. Assume that a finite time interval $\left[t_{0}, T\right]$ with $T>t_{0} \geq 0$, a utility function $\omega: \mathbb{R}_{+} \rightarrow \mathbb{R}$, and a real interest rate $\lambda \geq 0$ are given. Since $c(t)=(1-s(t)) \phi(k(t))$ by 2.10 , the target function can be expressed via $k(t)$ and $s(t)$ as

$$
\int_{t_{0}}^{T} \omega(c(t)) e^{-\lambda t} d t=\int_{t_{0}}^{T} \omega[(1-s(t)) \phi(k(t))] e^{-\lambda t} d t
$$

So, the problem of finding an optimal growth process for an aggregative economy is the following one:

$$
\begin{equation*}
\text { Maximize } I(k, s):=\int_{t_{0}}^{T} \omega[(1-s(t)) \phi(k(t))] e^{-\lambda t} d t \tag{2.12}
\end{equation*}
$$

over $k \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ and measurable functions $s:\left[t_{0}, T\right] \rightarrow \mathbb{R}$ satisfying

$$
\begin{cases}\dot{k}(t)=s(t) \phi(k(t))-\sigma k(t) & \text { a.e. } t \in\left[t_{0}, T\right]  \tag{2.13}\\ k\left(t_{0}\right)=k_{0}, & \text { a.e. } t \in\left[t_{0}, T\right] \\ s(t) \in[0,1] & \forall t \in\left[t_{0}, T\right] \\ k(t) \geq 0\end{cases}
$$

This problem has five parameters: $\lambda \geq 0, \sigma>0, k_{0}>0, t_{0}, T$.
The optimal control problem in (2.12) and (2.13) will be denoted by (GP). According to [5, (GP) is a finite horizon optimal control problem of the Lagrange type. Recall that a function $\varphi:\left[t_{0}, T\right] \rightarrow \mathbb{R}$ is said to be measurable if for any $\alpha \in \mathbb{R}$ the set $\left\{t \in\left[t_{0}, T\right] \mid \varphi \in\right.$ $(-\infty, \alpha)\}$ is Lebesgue measurable. This amounts to saying that, for every Borel set $B$ in $\mathbb{R}$, the inverse set $\varphi^{-1}(B):=\left\{t \in\left[t_{0}, T\right] \mid \varphi \in B\right\}$ is Lebesgue measurable.

For each $\alpha, \beta \in(0,1]$, let $\phi(k)=A k^{\alpha}$ for all $k \geq 0$ and $\omega(c)=c^{\beta}$ for every $c \geq 0$ with $A>0$ being a constant in (GP). Then, we have the optimal control problem

$$
\begin{equation*}
\operatorname{Maximize} \int_{t_{0}}^{T}[1-s(t)]^{\beta} k^{\alpha \beta}(t) e^{-\lambda t} d t \tag{2.14}
\end{equation*}
$$

over $k \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ and measurable functions $s:\left[t_{0}, T\right] \rightarrow \mathbb{R}$ satisfying

$$
\begin{cases}\dot{k}(t)=A k^{\alpha}(t) s(t)-\sigma k(t) & \text { a.e. } t \in\left[t_{0}, T\right]  \tag{2.15}\\ k\left(t_{0}\right)=k_{0}, & \text { a.e. } t \in\left[t_{0}, T\right] \\ s(t) \in[0,1] & \forall t \in\left[t_{0}, T\right]\end{cases}
$$

with $\lambda \geq 0, A>0, \sigma>0, k_{0}>0$, and $T>t_{0} \geq 0$ being given parameters. We will denote the problem in 2.14) and 2.15) by $\left(\mathrm{GP}_{1}\right)$. According to [5], $\left(\mathrm{GP}_{1}\right)$ is a finite horizon optimal control problem of the Lagrange type.

The next solution existence theorem for $\left(\mathrm{GP}_{1}\right)$ will be useful for our further investigations.

Theorem 2.1. [13, Theorem 4.1] For any constants $\alpha \in(0,1]$ and $\beta \in(0,1]$, the optimal economic growth problem $\left(\mathrm{GP}_{1}\right)$ possesses a global solution.
3. Maximum principle for optimal control problems with state constraints

Let $\Omega \subset \mathbb{R}^{n}$ be a closed set and $\bar{v} \in \Omega$. The Fréchet normal cone (also called the prenormal cone, or the regular normal cone) to $\Omega$ at $\bar{v}$ is given by

$$
\widehat{N}_{\Omega}(\bar{v})=\left\{\begin{array}{l|l}
v^{\prime} \in \mathbb{R}^{n} \left\lvert\, \underset{\substack{\Omega \\
v \rightarrow v}}{\limsup } \frac{\left\langle v^{\prime}, v-\bar{v}\right\rangle}{\|v-\bar{v}\|} \leq 0\right.
\end{array}\right\}
$$

where $v \xrightarrow{\Omega} \bar{v}$ means $v \rightarrow \bar{v}$ with $v \in \Omega$. The Mordukhovich (or limiting) normal cone to $\Omega$ at $\bar{v}$ is defined by

$$
N_{\Omega}(\bar{v})=\left\{v^{\prime} \in \mathbb{R}^{n} \mid \exists \text { sequences } v_{k} \rightarrow \bar{v}, v_{k}^{\prime} \rightarrow v^{\prime} \text { with } v_{k}^{\prime} \in \widehat{N}_{\Omega}\left(v_{k}\right) \text { for all } k \in \mathbb{N}\right\} .
$$

Given an extended real-valued function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{-\infty,+\infty\}$, one defines the epigraph of $\varphi$ by epi $\varphi=\left\{(x, \mu) \in \mathbb{R}^{n} \times \mathbb{R} \mid \mu \geq \varphi(x)\right\}$. The Mordukhovich subdifferential (or limiting subdifferential) of $\varphi$ at $\bar{x} \in \mathbb{R}^{n}$ with $|\varphi(\bar{x})|<\infty$ is defined by

$$
\partial \varphi(\bar{x})=\left\{x^{*} \in \mathbb{R}^{n} \mid\left(x^{*},-1\right) \in N_{\text {epi } \varphi}((\bar{x}, \varphi(\bar{x})))\right\} .
$$

If $|\varphi(x)|=\infty$, then one puts $\partial \varphi(\bar{x})=\emptyset$. The reader is referred to 21 23 for comprehensive treatments of the Fréchet normal cone, the limiting normal cone, the limiting subdifferential, and the related calculus rules.

As in [30, p. 321], we consider the following finite horizon optimal control problem of the Mayer type, denoted by $\mathcal{M}$,

$$
\begin{equation*}
\text { Minimize } g\left(x\left(t_{0}\right), x(T)\right) \tag{3.1}
\end{equation*}
$$

over $x \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{n}\right)$ and measurable functions $u:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{m}$ satisfying

$$
\begin{cases}\dot{x}(t)=f(t, x(t), u(t)) & \text { a.e. } t \in\left[t_{0}, T\right]  \tag{3.2}\\ \left(x\left(t_{0}\right), x(T)\right) \in C, & \\ u(t) \in U(t) & \text { a.e. } t \in\left[t_{0}, T\right] \\ h(t, x(t)) \leq 0 & \forall t \in\left[t_{0}, T\right]\end{cases}
$$

where $\left[t_{0}, T\right]$ is a given interval, $g: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}, f:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$, and $h:\left[t_{0}, T\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ are given functions, $C \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ is a closed set, and $U:\left[t_{0}, T\right] \rightrightarrows \mathbb{R}^{m}$ is a set-valued map.

A measurable function $u:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{m}$ satisfying $u(t) \in U(t)$ a.e. $t \in\left[t_{0}, T\right]$ is called a control function. A process $(x, u)$ consists of a control function $u$ and an arc $x \in$ $W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{n}\right)$ that is a solution to the differential equation in 3.2 . A state trajectory $x$ is the first component of some process $(x, u)$. A process $(x, u)$ is called feasible if the state trajectory satisfies the endpoint constraint $\left(x\left(t_{0}\right), x(T)\right) \in C$ and the state constraint $h(t, x(t)) \leq 0$ for all $t \in\left[t_{0}, T\right]$.

Due to the appearance of the state constraint $h(t, x(t)) \geq 0, t \in\left[t_{0}, T\right]$, the problem $\mathcal{M}$ in (3.1) and (3.2) is said to be an optimal control problem with state constraints. But, if the inequality $h(t, x(t)) \leq 0$ is fulfilled for every $(t, x(t))$ with $t \in\left[t_{0}, T\right]$ and $x \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{n}\right)$ (for example, when $h$ is constant function having a fixed nonpositive value), i.e., the condition $h(t, x(t)) \leq 0$ for all $t \in\left[t_{0}, T\right]$ can be removed from (3.2), then one says that $\mathcal{M}$ an optimal control problem without state constraints.

The convex hull of a subset $C \subset \mathbb{R}^{n}$ is denoted by co $C$. The graph of a set-valued map $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ is defined by gph $F:=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \mid y \in F(x)\right\}$. For a given segment $\left[t_{0}, T\right]$ of the real line, we denote the $\sigma$-algebra of its Lebesgue measurable subsets (resp., the $\sigma$-algebra of its Borel measurable subsets) by $\mathcal{L}$ (resp., $\mathcal{B}$ ).

The Hamiltonian $\mathcal{H}:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ of (3.2) is defined by

$$
\begin{equation*}
\mathcal{H}(t, x, p, u):=p \cdot f(t, x, u)=\sum_{i=1}^{n} p_{i} f_{i}(t, x, u) \tag{3.3}
\end{equation*}
$$

Definition 3.1. A feasible process $(\bar{x}, \bar{u})$ is called a $W^{1,1}$ local minimizer for $\mathcal{M}$ if there exists $\delta>0$ such that $g\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right) \leq g\left(x\left(t_{0}\right), x(T)\right)$ for any feasible processes $(x, u)$ satisfying $\|\bar{x}-x\|_{W^{1,1}} \leq \delta$.

Definition 3.2. A feasible process $(\bar{x}, \bar{u})$ is called a $W^{1,1}$ global minimizer for $\mathcal{M}$ if, for any feasible processes $(x, u)$, one has $g\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right) \leq g\left(x\left(t_{0}\right), x(T)\right)$.

Definition 3.3. 30, p. 329] The partial hybrid subdifferential $\partial_{x}^{>} h(t, x)$ of $h(t, x)$ w.r.t. $x$
is given by

$$
\begin{align*}
\partial_{x}^{>} h(t, x):=\operatorname{co}\{\xi \mid & \text { there exists }\left(t_{i}, x_{i}\right) \xrightarrow{h}(t, x) \text { such that }  \tag{3.4}\\
& \left.h\left(t_{k}, x_{k}\right)>0 \text { for all } k \text { and } \nabla_{x} h\left(t_{k}, x_{k}\right) \rightarrow \xi\right\},
\end{align*}
$$

where the symbol $\left(t_{k}, x_{k}\right) \xrightarrow{h}(t, x)$ means that $\left(t_{k}, x_{k}\right) \rightarrow(t, x)$ and $h\left(t_{k}, x_{k}\right) \rightarrow h(t, x)$ as $k \rightarrow \infty$.

To deal with the state constraint $h(t, x(t)) \leq 0$ in $\mathcal{M}$, one introduces a multiplier that is an element in the topological dual $C^{*}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ of the space of continuous functions $C\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ with the supremum norm. By the Riesz Representation Theorem (see, e.g., [17, Theorem 6, p. 374] and [20, Theorem 1, pp. 113-115]), any bounded linear functional $f$ on $C\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ can be uniquely represented in the form

$$
f(x)=\int_{\left[t_{0}, T\right]} x(t) d v(t)
$$

where $v$ is a function of bounded variation on $\left[t_{0}, T\right]$ which vanishes at $t_{0}$ and which are continuous from the right at every point $\tau \in\left(t_{0}, T\right)$, and $\int_{\left[t_{0}, T\right]} x(t) d v(t)$ is the RiemannStieltjes integral of $x$ with respect to $v$ (see, e.g., [17, p. 364]). The set of the elements of $C^{*}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ which are given by nondecreasing functions $v$ is denoted by $C^{\oplus}\left(t_{0}, T\right)$.

Every $v \in C^{*}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ corresponds to $a$ finite regular measure, denoted by $\mu_{v}$, on the $\sigma$-algebra $\mathcal{B}$ of the Borel subsets of $\left[t_{0}, T\right]$ by the formula

$$
\mu_{v}(A):=\int_{\left[t_{0}, T\right]} \chi_{A}(t) d v(t),
$$

where $\chi_{A}(t)=1$ for $t \in A$ and $\chi_{A}(t)=0$ if $t \notin A$. Due to the correspondence $v \mapsto \mu_{v}$, we call every element $v \in C^{*}\left(\left[t_{0}, T\right] ; \mathbb{R}\right)$ a "measure" and identify $v$ with $\mu_{v}$. Clearly, the measure corresponding to each $v \in C^{\oplus}\left(t_{0}, T\right)$ is nonnegative.

The integrals $\int_{\left[t_{0}, t\right)} \nu(s) d \mu(s)$ and $\int_{\left[t_{0}, T\right]} \nu(s) d \mu(s)$ of a Borel measurable function $\nu$ in next theorem are understood in the sense of the Lebesgue-Stieltjes integration [17, p. 364].

Theorem 3.4. 30, Theorem 9.3.1] Let $(\bar{x}, \bar{u})$ be a $W^{1,1}$ local minimizer for $\mathcal{M}$. Assume that for some $\delta>0$, the following hypotheses are satisfied:
(H1) $f(\cdot, x, \cdot)$ is $\mathcal{L} \times \mathcal{B}^{m}$ measurable, for fixed $x$. There exists a Borel measurable function $k(\cdot, \cdot):\left[t_{0}, T\right] \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ such that $t \mapsto k(t, \bar{u}(t))$ is integrable and

$$
\left\|f(t, x, u)-f\left(t, x^{\prime}, u\right)\right\| \leq k(t, u)\left\|x-x^{\prime}\right\|, \quad \forall x, x^{\prime} \in \bar{x}(t)+\delta \bar{B}, \forall u \in U(t)
$$

for almost every $t \in\left[t_{0}, T\right]$;
(H2) $\operatorname{gph} U$ is a Borel set in $\left[t_{0}, T\right] \times \mathbb{R}^{m}$;
(H3) $g$ is Lipschitz continuous on the ball $\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right)+\delta \bar{B}$;
(H4) $h$ is upper semicontinuous and there exists $K>0$ such that

$$
\left\|h(t, x)-h\left(t, x^{\prime}\right)\right\| \leq K\left\|x-x^{\prime}\right\|, \quad \forall x, x^{\prime} \in \bar{x}(t)+\delta \bar{B}, \forall t \in\left[t_{0}, T\right] .
$$

Then there exist $p \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{n}\right)$, $\gamma \geq 0, \mu \in C^{\oplus}\left(t_{0}, T\right)$, and a Borel measurable function $\nu:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{n}$ such that $(p, \mu, \gamma) \neq(0,0,0)$, and for $q(t):=p(t)+\eta(t)$ with $\eta(t):=\int_{\left[t_{0}, t\right)} \nu(s) d \mu(s)$ if $t \in\left[t_{0}, T\right)$ and $\eta(T):=\int_{\left[t_{0}, T\right]} \nu(s) d \mu(s)$, the following holds true:
(i) $\nu(t) \in \partial_{x}^{>} h(t, \bar{x}(t)) \mu$-a.e.;
(ii) $-\dot{p}(t) \in \operatorname{co} \partial_{x} \mathcal{H}(t, \bar{x}(t), q(t), \bar{u}(t))$ a.e.;
(iii) $\left(p\left(t_{0}\right),-q(T)\right) \in \gamma \partial g\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right)+N_{C}\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right)$;
(iv) $\mathcal{H}(t, \bar{x}(t), q(t), \bar{u}(t))=\max _{u \in U(t)} \mathcal{H}(t, \bar{x}(t), q(t)$, u) a.e.

## 4. Finding the optimal processes

To apply Theorem 3.4 for finding optimal processes for $\left(\mathrm{GP}_{1}\right)$, we have to interpret $\left(\mathrm{GP}_{1}\right)$ in the form of $\mathcal{M}$. For doing so, we set $x(t)=\left(x_{1}(t), x_{2}(t)\right)$, where $x_{1}(t)$ plays the role of $k(t)$ in 2.14), 2.15) and

$$
\begin{equation*}
x_{2}(t):=-\int_{t_{0}}^{t}[1-s(\tau)]^{\beta} x_{1}^{\alpha \beta}(\tau) e^{-\lambda \tau} d \tau \tag{4.1}
\end{equation*}
$$

for all $t \in[0, T]$. Thus, $\left(\mathrm{GP}_{1}\right)$ is equivalent to the following problem:

$$
\begin{equation*}
\text { Minimize } x_{2}(T) \tag{4.2}
\end{equation*}
$$

over $x=\left(x_{1}, x_{2}\right) \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{2}\right)$ and measurable functions $s:\left[t_{0}, T\right] \rightarrow \mathbb{R}$ satisfying

$$
\begin{cases}\dot{x}_{1}(t)=A x_{1}^{\alpha}(t) s(t)-\sigma x_{1}(t) & \text { a.e. } t \in\left[t_{0}, T\right]  \tag{4.3}\\ \dot{x}_{2}(t)=-[1-s(t)]^{\beta} x_{1}^{\alpha \beta}(t) e^{-\lambda t} & \text { a.e. } t \in\left[t_{0}, T\right] \\ \left(x\left(t_{0}\right), x(T)\right) \in\left\{\left(k_{0}, 0\right)\right\} \times \mathbb{R}^{2}, & \\ s(t) \in[0,1] & \text { a.e. } t \in\left[t_{0}, T\right] \\ x_{1}(t) \geq 0 & \forall t \in\left[t_{0}, T\right]\end{cases}
$$

The optimal control problem with state constraints in (4.2) and (4.3) is denoted by $\left(\mathrm{GP}_{1 a}\right)$.
To see $\left(\mathrm{GP}_{1 a}\right)$ in the form of $\mathcal{M}$, one chooses $n=m=1, C=\left\{\left(k_{0}, 0\right)\right\} \times \mathbb{R}^{2}, U(t)=$ $[0,1]$ for $t \in\left[t_{0}, T\right], g(x, y)=y_{2}$ for $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ and $y=\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, h(t, x)=-x_{1}$
for $(t, x) \in\left[t_{0}, T\right] \times \mathbb{R}^{2}$. As concerning the function $f$, for any $(t, x, s) \in\left[t_{0}, T\right] \times \mathbb{R}^{2} \times \mathbb{R}$, one lets $f(t, x, s)=\left(A x_{1}^{\alpha} s-\sigma x_{1},-(1-s)^{\beta} x_{1}^{\alpha \beta} e^{-\lambda t}\right)$ if $x_{1} \in \mathbb{R}_{+}$and $s \in[0,1]$, and defines $f(t, x, s)$ in a suitable way if $x_{1} \notin \mathbb{R}_{+}$, or $s \notin[0,1]$.

Let $(\bar{x}, \bar{s})$ be a $W^{1,1}$ local minimizer for $\left(\mathrm{GP}_{1 a}\right)$. To satisfy the assumption (H1) in Theorem 3.4. for any $s \in[0,1]$, the function $f(t, \cdot, s)$ must be locally Lipschitz around $\bar{x}(t)$ for almost every $t \in\left[t_{0}, T\right]$. This requirement cannot be satisfied if $\alpha \in(0,1)$ and the set of $t \in\left[t_{0}, T\right]$ when the curve $\bar{x}_{1}(t)$ hits the lower bound $x_{1}=0$ of the state constraint $x_{1}(t) \geq 0$ has a positive measure. To overcome this situation, we may use one of the following two additional assumptions:
(A1) $\alpha=1$;
(A2) $\alpha \in(0,1)$ and the set $\left\{t \in\left[t_{0}, T\right] \mid \bar{x}_{1}(t)=0\right\}$ has the Lebesgue measure 0 , i.e., $\bar{x}_{1}(t)>0$ for almost every $t \in\left[t_{0}, T\right]$.

Regarding the exponent $\beta \in(0,1]$, we distinguish two cases: $(\mathrm{B} 1) \beta=1$; $(\mathrm{B} 2) \beta \in(0,1)$.
From now on, we will consider problem $\left(\mathrm{GP}_{1 a}\right)$ under the conditions (A1) and (B1). Thanks to these assumptions, we have

$$
f(t, x, s)=\left(A x_{1}^{\alpha} s-\sigma x_{1},-(1-s)^{\beta} x_{1}^{\alpha \beta} e^{-\lambda t}\right)=\left((A s-\sigma) x_{1},(s-1) x_{1} e^{-\lambda t}\right)
$$

if $x_{1} \in \mathbb{R}_{+}$and $s \in[0,1]$. Clearly, the most natural extension of the function $f$ from the domain $\left[t_{0}, T\right] \times \mathbb{R}_{+} \times \mathbb{R} \times[0,1]$ to $\left[t_{0}, T\right] \times \mathbb{R}^{2} \times \mathbb{R}$, which is the domain of variables required by Theorem 3.4 , is as follows:

$$
\begin{equation*}
f(t, x, s)=\left((A s-\sigma) x_{1},(s-1) x_{1} e^{-\lambda t}\right), \quad \forall(t, x, s) \in\left[t_{0}, T\right] \times \mathbb{R}^{2} \times \mathbb{R} \tag{4.4}
\end{equation*}
$$

In accordance with (3.3) and (4.4), the Hamiltonian of $\left(\mathrm{GP}_{1 a}\right)$ is given by

$$
\begin{equation*}
\mathcal{H}(t, x, p, s)=(A s-\sigma) x_{1} p_{1}+(s-1) x_{1} e^{-\lambda t} p_{2} \tag{4.5}
\end{equation*}
$$

for every $(t, x, p, s) \in\left[t_{0}, T\right] \times \mathbb{R}^{2} \times \mathbb{R}^{2} \times \mathbb{R}$. Since the function in 4.5) is continuously differentiable in $x$, we have

$$
\begin{equation*}
\partial_{x} \mathcal{H}(t, x, p, u)=\left\{\left((A s-\sigma) p_{1}+(s-1) e^{-\lambda t} p_{2}, 0\right)\right\} \tag{4.6}
\end{equation*}
$$

for all $(t, x, p, s) \in\left[t_{0}, T\right] \times \mathbb{R}^{2} \times \mathbb{R}^{2} \times \mathbb{R}$. By (3.4), the partial hybrid subdifferential of $h$ at $(t, x) \in\left[t_{0}, T\right] \times \mathbb{R}^{2}$ is given by

$$
\partial_{x}^{>} h(t, x)= \begin{cases}\emptyset & \text { if } x_{1}>0  \tag{4.7}\\ \{(-1,0)\} & \text { if } x_{1} \leq 0\end{cases}
$$

The relationships between a control function $s(\cdot)$ and the corresponding trajectory $x(\cdot)$ of (4.3) can be described as follows.

Lemma 4.1. For each measurable function $s:\left[t_{0}, T\right] \rightarrow \mathbb{R}$ with $s(t) \in[0,1]$, there exists a unique trajectory $x=\left(x_{1}, x_{2}\right) \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{2}\right)$ such that $(x, s)$ is a feasible process of (4.3). Moreover, for every $\tau \in\left[t_{0}, T\right]$, one has

$$
\begin{equation*}
x_{1}(t)=x_{1}(\tau) e^{\int_{\tau}^{t}(A s(z)-\sigma) d z}, \quad \forall t \in\left[t_{0}, T\right] . \tag{4.8}
\end{equation*}
$$

In particular, $x_{1}(t)>0$ for all $t \in\left[t_{0}, T\right]$.
Proof. Given a function $s$ satisfying the assumptions of the lemma, we suppose that $x=\left(x_{1}, x_{2}\right) \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{2}\right)$ such that $(x, s)$ is a feasible process of 4.3). Then, the condition $\alpha=1$ implies that

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=[A s(t)-\sigma] x_{1}(t) \quad \text { a.e. } t \in\left[t_{0}, T\right]  \tag{4.9}\\
x_{1}\left(t_{0}\right)=k_{0}
\end{array}\right.
$$

Since $s(\cdot)$ is measurable and bounded on $\left[t_{0}, T\right]$, so is the function $t \mapsto A s(t)-\sigma$. In particular, the latter is Lebesgue integrable on $\left[t_{0}, T\right]$. Hence, by the lemma in [2, pp. 121122] on the solution existence and uniqueness of the Cauchy problem for linear differential equations, one knows that (4.9) has a unique solution. Thus, $x_{1}(\cdot)$ is defined uniquely via $s(\cdot)$. This and the equality $x_{2}(t)=-\int_{t_{0}}^{t}[1-s(\tau)] x_{1}(\tau) e^{-\lambda \tau} d \tau$, which follows from 4.1) together with the conditions $\alpha=1$ and $\beta=1$, imply the uniqueness of $x_{2}(\cdot)$. To prove the second assertion, put

$$
\begin{equation*}
\Omega(t, \tau)=e^{\int_{\tau}^{t}(A s(z)-\sigma) d z}, \quad \forall t, \tau \in\left[t_{0}, T\right] . \tag{4.10}
\end{equation*}
$$

By the Lebesgue integrability of the function $t \mapsto A s(t)-\sigma$ on $\left[t_{0}, T\right], \Omega(t, \tau)$ is well defined on $\left[t_{0}, T\right] \times\left[t_{0}, T\right]$, and by [17, Theorem 8, p. 324] one has

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{\tau}^{t}(A s(z)-\sigma) d z\right)=A s(t)-\sigma \quad \text { a.e. } t \in\left[t_{0}, T\right] . \tag{4.11}
\end{equation*}
$$

Therefore, from 4.10 and (4.11) it follows that $\Omega(\cdot, \tau)$ is the solution of the Cauchy problem

$$
\frac{d}{d t} \Omega(t, \tau)=(A s(t)-\sigma) \Omega(t, \tau) \text { a.e. } t \in\left[t_{0}, T\right] \quad \text { and } \quad \Omega(\tau, \tau)=1
$$

In other words, the real-valued function $\Omega(t, \tau)$ of the variables $t$ and $\tau$ is the principal matrix solution (see [2, p. 123]) specialized to the homogeneous differential equation in (4.9). Hence, by the theorem in [2, p. 123] on the solution of linear differential equations, we obtain (4.8). Since $x_{1}\left(t_{0}\right)=k_{0}>0$, applying (4.8) for $\tau=t_{0}$ implies that $x_{1}(t)>0$ for all $t \in\left[t_{0}, T\right]$.

Remark 4.2. By Lemma 4.1, any process satisfying the first four conditions in 4.3) automatically satisfies the state constraint $x_{1}(t) \geq 0$ for all $t \in\left[t_{0}, T\right]$. Thus, the latter can be omitted in the problem formulation. This means that, for the case $\alpha=1$, instead of the maximum principle in Theorem 3.4 one can apply the maximum principle for optimal control problems without state constraints in [30, Theorem 6.2.1] (see also [14, Proposition 2.5$]$ ). Note that both theorems yield the same necessary optimality conditions (see, e.g., [14, Subsection 3.2]).

Remark 4.3. For the case $\alpha \in(0,1)$, one cannot claim that any process satisfying the first four conditions in 4.3) automatically satisfies the state constraint $x_{1}(t) \geq 0$ for all $t \in\left[t_{0}, T\right]$. Thus, if we consider problem $\left(\mathrm{GP}_{1 a}\right)$ under the conditions (A2) and (B1), or (A2) and (B2), then we have to rely on Theorem 3.4. Referring to the classification of optimal economic growth models given in [13, Section 4], we can say that models of the types "Nonlinear-linear" and "Nonlinear-nonlinear" may require the use of Theorem 3.4, For this reason, we prefer to present the latter in this paper to prepare a suitable framework for dealing with $\left(\mathrm{GP}_{1 a}\right)$ under different sets of assumptions.

Recall that $(\bar{x}, \bar{s})$ is a $W^{1,1}$ local minimizer for $\left(\mathrm{GP}_{1 a}\right)$. It is easy to show that, for any $\delta>0$, there are constants $M_{1}>0$ and $M_{2}>0$ such that $k(t, x):=M_{1}+M_{2} e^{-\lambda t}$ satisfies the conditions described in the hypothesis (H1) of Theorem 3.4. The fulfillment of the hypotheses (H2)-(H4) is obvious. Applying Theorem 3.4, we can find $p \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{2}\right)$, $\gamma \geq 0, \mu \in C^{\oplus}\left(t_{0}, T\right)$, and a Borel measurable function $\nu:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{2}$ such that $(p, \mu, \gamma) \neq$ $(0,0,0)$, and for $q(t):=p(t)+\eta(t)$ with

$$
\begin{equation*}
\eta(t):=\int_{\left[t_{0}, t\right)} \nu(\tau) d \mu(\tau), \quad \forall t \in\left[t_{0}, T\right) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta(T):=\int_{\left[t_{0}, T\right]} \nu(\tau) d \mu(\tau), \tag{4.13}
\end{equation*}
$$

conditions (i)-(iv) in Theorem 3.4 hold true.
Let us expose the meanings of the conditions (i)-(iv) in Theorem 3.4 .
Condition (i). Note that

$$
\begin{aligned}
& \mu\left\{t \in\left[t_{0}, T\right] \mid \nu(t) \notin \partial_{x}^{>} h(t, \bar{x}(t))\right\} \\
= & \mu\left\{t \in\left[t_{0}, T\right] \mid \partial_{x}^{>} h(t, \bar{x}(t))=\emptyset\right\}+\mu\left\{t \in\left[t_{0}, T\right] \mid \partial_{x}^{>} h(t, \bar{x}(t)) \neq \emptyset, \nu(t) \notin \partial_{x}^{>} h(t, \bar{x}(t))\right\} .
\end{aligned}
$$

Since $\bar{x}_{1}(t) \geq 0$ for every $t$, combining this with (4.7) gives

$$
\begin{aligned}
& \mu\left\{t \in\left[t_{0}, T\right] \mid \nu(t) \notin \partial_{x}^{>} h(t, \bar{x}(t))\right\} \\
= & \mu\left\{t \in\left[t_{0}, T\right] \mid \bar{x}_{1}(t)>0\right\}+\mu\left\{t \in\left[t_{0}, T\right] \mid \bar{x}_{1}(t)=0, \nu(t) \neq(-1,0)\right\} .
\end{aligned}
$$

So, from (i) it follows that

$$
\begin{equation*}
\mu\left\{t \in\left[t_{0}, T\right] \mid \bar{x}_{1}(t)>0\right\}=0 \tag{4.14}
\end{equation*}
$$

and $\mu\left\{t \in\left[t_{0}, T\right] \mid \bar{x}_{1}(t)=0, \nu(t) \neq(-1,0)\right\}=0$.
Condition (ii). By 4.6), (ii) implies that

$$
-\dot{p}(t)=\left((A \bar{s}(t)-\sigma) q_{1}(t)+(\bar{s}(t)-1) e^{-\lambda t} q_{2}(t), 0\right) \quad \text { a.e. } t \in\left[t_{0}, T\right] .
$$

Hence, $p_{2}(t)$ is a constant for all $t \in\left[t_{0}, T\right]$ and

$$
\dot{p}_{1}(t)=-(A \bar{s}(t)-\sigma) q_{1}(t)+(1-\bar{s}(t)) e^{-\lambda t} q_{2}(t) \quad \text { a.e. } t \in\left[t_{0}, T\right] .
$$

Condition (iii). By the formulas for $g$ and $C$, $\partial g\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right)=\{(0,0,0,1)\}$ and $N_{C}\left(\bar{x}\left(t_{0}\right), \bar{x}(T)\right)=\mathbb{R}^{2} \times\{(0,0)\}$. Thus, (iii) yields

$$
\left(p\left(t_{0}\right),-q(T)\right) \in\{(0,0,0, \gamma)\}+\mathbb{R}^{2} \times\{(0,0)\}
$$

which means that $q_{1}(T)=0$ and $q_{2}(T)=-\gamma$.
Condition (iv). By (4.5), from (iv) one gets

$$
\begin{aligned}
& (A \bar{s}(t)-\sigma) \bar{x}_{1}(t) q_{1}(t)+(\bar{s}(t)-1) \bar{x}_{1}(t) e^{-\lambda t} q_{2}(t) \\
= & \max _{s \in[0,1]}\left\{(A s-\sigma) \bar{x}_{1}(t) q_{1}(t)+(s-1) \bar{x}_{1}(t) e^{-\lambda t} q_{2}(t)\right\}
\end{aligned}
$$

for almost every $t \in\left[t_{0}, T\right]$. Equivalently, we have

$$
\left(A q_{1}(t)+e^{-\lambda t} q_{2}(t)\right) \bar{x}_{1}(t) \bar{s}(t)=\max _{s \in[0,1]}\left\{\left(A q_{1}(t)+e^{-\lambda t} q_{2}(t)\right) \bar{x}_{1}(t) s\right\} \quad \text { a.e. } t \in\left[t_{0}, T\right] .
$$

Since $\bar{x}_{1}(t)>0$ for all $t \in\left[t_{0}, T\right]$, it follows that

$$
\begin{equation*}
\left(A q_{1}(t)+e^{-\lambda t} q_{2}(t)\right) \bar{s}(t)=\max _{s \in[0,1]}\left\{\left(A q_{1}(t)+e^{-\lambda t} q_{2}(t)\right) s\right\} \quad \text { a.e. } t \in\left[t_{0}, T\right] . \tag{4.15}
\end{equation*}
$$

To prove that the optimal control problem in question has a unique optimal solution under a mild condition imposed on the data tube $(A, \sigma, \lambda)$, we have to deepen the above analysis of the conditions (i)-(iv). As $\bar{x}_{1}(t)>0$ for all $t \in\left[t_{0}, T\right]$ by Lemma 4.1, the equality (4.14) implies that $\mu\left(\left[t_{0}, T\right]\right)=0$, i.e., $\mu=0$. Combining this with 4.12) and (4.13), one gets $\eta(t)=0$ for all $t \in\left[t_{0}, T\right]$. Thus, the relation $q(t)=p(t)+\eta(t)$ allows us to have $q(t)=p(t)$ for every $t \in\left[t_{0}, T\right]$. Therefore, the properties of $p(t)$ and $q(t)$ established in the above analysis of the conditions (ii) and (iii) imply that $p_{2}(t)=-\gamma$ for every $t \in\left[t_{0}, T\right], p_{1}(T)=0$, and

$$
\begin{equation*}
\dot{p}_{1}(t)=-(A \bar{s}(t)-\sigma) p_{1}(t)+\gamma(\bar{s}(t)-1) e^{-\lambda t} \quad \text { a.e. } t \in\left[t_{0}, T\right] . \tag{4.16}
\end{equation*}
$$

Now, by substituting $q_{1}(t)=p_{1}(t)$ and $q_{2}(t)=-\gamma$ into 4.15), we have

$$
\begin{equation*}
\left(A p_{1}(t)-\gamma e^{-\lambda t}\right) \bar{s}(t)=\max _{s \in[0,1]}\left\{\left(A p_{1}(t)-\gamma e^{-\lambda t}\right) s\right\} \quad \text { a.e. } t \in\left[t_{0}, T\right] . \tag{4.17}
\end{equation*}
$$

Describing the adjoint trajectory corresponding to the control function $\bar{s}(\cdot)$, next lemma is an analogue of Lemma 4.1.

Lemma 4.4. The Cauchy problem defined by the differential equation (4.16) and the condition $p_{1}(T)=0$ possesses a unique solution $p_{1}(\cdot):\left[t_{0}, T\right] \rightarrow \mathbb{R}$,

$$
\begin{equation*}
p_{1}(t)=-\int_{t}^{T} c(z) \bar{\Omega}(z, t) d z, \quad \forall t \in\left[t_{0}, T\right], \tag{4.18}
\end{equation*}
$$

where $\bar{\Omega}(t, \tau)$ is defined by 4.10 for $s(t)=\bar{s}(t)$, i.e.,

$$
\begin{equation*}
\bar{\Omega}(t, \tau):=e^{\int_{\tau}^{t}(A \bar{s}(z)-\sigma) d z}, \quad \forall t, \tau \in\left[t_{0}, T\right] \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
c(t):=\gamma(\bar{s}(t)-1) e^{-\lambda t}, \quad \forall t \in\left[t_{0}, T\right] . \tag{4.20}
\end{equation*}
$$

In addition, for any fixed value $\tau \in\left[t_{0}, T\right]$, one has

$$
\begin{equation*}
p_{1}(t)=p_{1}(\tau) \bar{\Omega}(\tau, t)-\int_{t}^{\tau} c(z) \bar{\Omega}(z, t) d z, \quad \forall t \in\left[t_{0}, T\right] \tag{4.21}
\end{equation*}
$$

Proof. Since $\bar{s}(\cdot)$ is measurable and bounded, the function $t \mapsto c(t)$ defined by 4.20) is also measurable and bounded on $\left[t_{0}, T\right]$. Moreover, the function $t \mapsto A \bar{s}(t)-\sigma$ is also measurable and bounded on $\left[t_{0}, T\right]$. In particular, both functions $c(\cdot)$ and $A \bar{s}(\cdot)-\sigma$ are Lebesgue integrable on $\left[t_{0}, T\right]$. Hence, by the lemma in [2, pp. 121-122] we can assert that, for any $\tau \in\left[t_{0}, T\right]$ and $\eta \in \mathbb{R}$, the Cauchy problem defined by the linear differential equation (4.16) and the initial condition $p_{1}(\tau)=\eta$ has a unique solution $p_{1}(\cdot):\left[t_{0}, T\right] \rightarrow \mathbb{R}$. As shown in the proof of Lemma 4.1, $\bar{\Omega}(t, \tau)$ given in 4.19) is the principal solution of the homogeneous equation

$$
\dot{\bar{x}}_{1}(t)=(A \bar{s}(t)-\sigma) \bar{x}_{1}(t) \quad \text { a.e. } t \in\left[t_{0}, T\right] .
$$

Besides, by the form of (4.16) and by the theorem in [2, p. 123], the solution of (4.16) is given by 4.21). Especially, applying this formula for the case $\tau=T$ and note that $p_{1}(T)=0$, we obtain 4.18).

In Theorem 3.4, the objective function $g$ plays a role in condition (iii) only if $\gamma>0$. In such a situation, the maximum principle is said to be normal. Investigations on the normality of maximum principles for optimal control problems are available in [9-11]. For the problem $\left(\mathrm{GP}_{1 a}\right)$, by using 4.18) 4.20) and the property $(p, \mu, \gamma) \neq(0,0,0)$, we now show that the situation $\gamma=0$ cannot happen.

Lemma 4.5. One must have $\gamma>0$.
Proof. Suppose on the contrary that $\gamma=0$. Then, $c(t) \equiv 0$ by 4.20. Hence, from (4.18) it follows that $p_{1}(t) \equiv 0$. Combining this with the facts that $p_{2}(t)=-\gamma=0$ for all $t \in\left[t_{0}, T\right]$ and $\mu=0$, we get a contradiction to the requirement $(p, \mu, \gamma) \neq(0,0,0)$ in Theorem 3.4.

To define the control value $\bar{s}(t)$ by (4.17), it is important to know the sign of the real-valued function

$$
\begin{equation*}
\psi(t):=A p_{1}(t)-\gamma e^{-\lambda t} \tag{4.22}
\end{equation*}
$$

for each $t \in\left[t_{0}, T\right]$. Namely, one has $\bar{s}(t)=1$ whenever $\psi(t)>0$ and $\bar{s}(t)=0$ whenever $\psi(t)<0$. Hence $\bar{s}(\cdot)$ is a constant function on each segment where $\psi(\cdot)$ has a fixed sign. The forthcoming lemma gives formulas for $\bar{x}_{1}(\cdot)$ and $p_{1}(\cdot)$ on such a segment.

Lemma 4.6. Let $\left[t_{1}, t_{2}\right] \subset\left[t_{0}, T\right]$ and $\tau \in\left[t_{1}, t_{2}\right]$ be given arbitrarily.
(a) If $\bar{s}(t)=1$ for a.e. $t \in\left[t_{1}, t_{2}\right]$, then

$$
\begin{equation*}
\bar{x}_{1}(t)=\bar{x}_{1}(\tau) e^{(A-\sigma)(t-\tau)}, \quad \forall t \in\left[t_{1}, t_{2}\right] \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1}(t)=p_{1}(\tau) e^{-(A-\sigma)(t-\tau)}, \quad \forall t \in\left[t_{1}, t_{2}\right] . \tag{4.24}
\end{equation*}
$$

(b) If $\bar{s}(t)=0$ for a.e. $t \in\left[t_{1}, t_{2}\right]$, then

$$
\begin{equation*}
\bar{x}_{1}(t)=\bar{x}_{1}(\tau) e^{-\sigma(t-\tau)}, \quad \forall t \in\left[t_{1}, t_{2}\right] \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1}(t)=p_{1}(\tau) e^{\sigma(t-\tau)}+\frac{\gamma}{\sigma+\lambda} e^{\sigma t}\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) \tau}\right], \quad \forall t \in\left[t_{1}, t_{2}\right] . \tag{4.26}
\end{equation*}
$$

Proof. If $\bar{s}(t)=1$ for a.e. $t \in\left[t_{1}, t_{2}\right]$, then (4.23) is obtained from 4.8) with $x_{1}(\cdot)=\bar{x}_{1}(\cdot)$ and $s(\cdot)=\bar{s}(\cdot)$. Besides, as $\bar{s}(\cdot) \equiv 1$ a.e. on $\left[t_{1}, t_{2}\right]$, the function $c(t)$ defined in 4.20) equals 0 a.e. on $\left[t_{1}, t_{2}\right]$, which implies that the integral in 4.21) vanishes. In addition, substituting the formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on $\left[t_{1}, t_{2}\right]$ to 4.19), we get $\bar{\Omega}(\tau, t)=e^{-(A-\sigma)(t-\tau)}$ for all $t \in\left[t_{1}, t_{2}\right]$. Thus, 4.24) follows from 4.21).

If $\bar{s}(t)=0$ for a.e. $t \in\left[t_{1}, t_{2}\right]$, then we get 4.25 by applying 4.8 with $x_{1}(\cdot)=\bar{x}_{1}(\cdot)$ and $s(\cdot)=\bar{s}(\cdot)$. To prove 4.26, we use 4.21) and the formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on
$\left[t_{1}, t_{2}\right]$. Namely, we have $\bar{\Omega}(\tau, t)=e^{\sigma(t-\tau)}, \bar{\Omega}(z, t)=e^{\sigma(t-z)}$, and $c(z)=-\gamma e^{-\lambda z}$ for all $t, z \in\left[t_{1}, t_{2}\right]$. Substituting these formulas to 4.21) yields

$$
\begin{aligned}
p_{1}(t) & =p_{1}(\tau) e^{\sigma(t-\tau)}-\int_{t}^{\tau}\left(-\gamma e^{-\lambda z}\right)\left(e^{\sigma(t-z)}\right) d z \\
& =p_{1}(\tau) e^{\sigma(t-\tau)}+\gamma e^{\sigma t} \int_{t}^{\tau} e^{-(\sigma+\lambda) z} d z \\
& =p_{1}(\tau) e^{\sigma(t-\tau)}+\frac{\gamma}{\sigma+\lambda} e^{\sigma t}\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) \tau}\right]
\end{aligned}
$$

for all $t \in\left[t_{1}, t_{2}\right]$. This shows that 4.26 is valid.
To proceed furthermore, put $\Gamma=\left\{t \in\left[t_{0}, T\right] \mid \psi(t)=0\right\}$. Since the functions $p_{1}(\cdot)$ is absolutely continuous on $\left[t_{0}, T\right]$, so is $\psi(\cdot)$. Thus, the set $\Gamma$ is compact. Besides, as $p_{1}(T)=0$ and $\gamma>0$, the equality $\psi(T)=A p_{1}(T)-\gamma e^{-\lambda T}$ implies that $\psi(T)<0$. Thus, $T \notin \Gamma$.

First, consider the situation where $\Gamma=\emptyset$. Then we have $\psi(t)<0$ on the whole segment $\left[t_{0}, T\right]$. Indeed, otherwise we would find a point $\tau \in\left[t_{0}, T\right)$ such that $\psi(\tau)>0$. Since $\psi(\tau) \psi(T)<0$, by the continuity of $\psi(\cdot)$ on $\left[t_{0}, T\right]$ we can assert that $\Gamma \cap(\tau, T) \neq \emptyset$. This contradicts our assumption that $\Gamma=\emptyset$. Now, as $\psi(t)<0$ for all $t \in\left[t_{0}, T\right]$, from (4.17) we have $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, T\right]$. Applying Lemma 4.6 for $t_{1}=t_{0}, t_{2}=T$, and $\tau=t_{0}$, we get $\bar{x}_{1}(t)=k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, T\right]$.

Now, consider the situation where $\Gamma \neq \emptyset$. Let

$$
\begin{equation*}
\alpha_{1}:=\min \{t \mid t \in \Gamma\} \quad \text { and } \quad \alpha_{2}:=\max \{t \mid t \in \Gamma\} . \tag{4.27}
\end{equation*}
$$

Since $\psi(T)<0$, we see that $t_{0} \leq \alpha_{1} \leq \alpha_{2}<T$. Moreover, by the continuity of $\psi(\cdot)$, and the fact that $\psi(T)<0$, we have $\psi(t)<0$ for every $t \in\left(\alpha_{2}, T\right]$. This and 4.17) imply that $\bar{s}(t)=0$ for almost every $t \in\left[\alpha_{2}, T\right]$. Invoking Lemma 4.6 for $t_{1}=\alpha_{2}, t_{2}=T$, and $\tau=\alpha_{2}$, we obtain $\bar{x}_{1}(t)=\bar{x}_{1}\left(\alpha_{2}\right) e^{-\sigma\left(t-\alpha_{2}\right)}$ for all $t \in\left[\alpha_{2}, T\right]$. If $t_{0}<\alpha_{1}$, then to find $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on $\left[t_{0}, \alpha_{1}\right]$, we will use the following observation.

Lemma 4.7. Suppose that $t_{0}<\alpha_{1}$. If $\psi\left(t_{0}\right)<0$, then $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, \alpha_{1}\right]$ and $\bar{x}_{1}(t)=k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, \alpha_{1}\right]$. If $\psi\left(t_{0}\right)>0$, then $\bar{s}(t)=1$ for a.e. $t \in\left[t_{0}, \alpha_{1}\right]$ and $\bar{x}_{1}(t)=k_{0} e^{(A-\sigma)\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, \alpha_{1}\right]$.

Proof. From the condition $t_{0}<\alpha_{1}$ it follows that $\psi\left(t_{0}\right) \psi(t)>0$ for all $t \in\left[t_{0}, \alpha_{1}\right)$. Indeed, otherwise there exists $\tau \in\left(t_{0}, \alpha_{1}\right)$ satisfying $\psi\left(t_{0}\right) \psi(\tau)<0$, which together with the continuity of $\psi(\cdot)$ implies that there is some $\bar{t} \in \Gamma$ with $\bar{t}<\alpha_{1}$. This contradicts the definition of $\alpha_{1}$. If $\psi\left(t_{0}\right)<0$, then $\psi(t)<0$ for all $t \in\left[t_{0}, \alpha_{1}\right)$. Hence, by (4.17), $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, \alpha_{1}\right]$. If $\psi\left(t_{0}\right)>0$, then $\psi(t)>0$ for all $t \in\left[t_{0}, \alpha_{1}\right)$. In this situation, by (4.17) we have $\bar{s}(t)=1$ for a.e. $t \in\left[t_{0}, \alpha_{1}\right]$. Thus, in both situations, applying Lemma 4.6 for $t_{1}=t_{0}, t_{2}=\alpha_{1}$, and $\tau=t_{0}$, we obtain the desired formulas for $\bar{x}_{1}(\cdot)$ on $\left[t_{0}, \alpha_{1}\right]$.

If $\alpha_{1} \neq \alpha_{2}$, then we must have a complete understanding of the behavior of the function $\psi(t)$ on the whole interval [ $\alpha_{1}, \alpha_{2}$ ]. Towards that aim, we are going to establish three lemmas.

Lemma 4.8. There does not exist any subinterval $\left[t_{1}, t_{2}\right]$ of $\left[t_{0}, T\right]$ with $t_{1}<t_{2}$ such that $\psi\left(t_{1}\right)=\psi\left(t_{2}\right)=0$, and $\psi(t)>0$ for every $t \in\left(t_{1}, t_{2}\right)$.

Proof. On the contrary, suppose that there is a subinterval $\left[t_{1}, t_{2}\right]$ of $\left[t_{0}, T\right]$ with $t_{1}<t_{2}$ such that $\psi(t)>0$ for all $t \in\left(t_{1}, t_{2}\right)$ and $\psi\left(t_{1}\right)=\psi\left(t_{2}\right)=0$. Then, by 4.17 we have $\bar{s}(t)=1$ almost everywhere on $\left[t_{1}, t_{2}\right]$. So, using Lemma 4.6(a) with $\tau=t_{1}$, we have $p_{1}(t)=p_{1}\left(t_{1}\right) e^{-(A-\sigma)\left(t-t_{1}\right)}$ for all $t \in\left[t_{1}, t_{2}\right]$. The condition $\psi\left(t_{1}\right)=0$ implies that $p_{1}\left(t_{1}\right)=\frac{\gamma}{A} e^{-\lambda t_{1}}$. Thus, $p_{1}(t)=\frac{\gamma}{A} e^{-\lambda t_{1}} e^{-(A-\sigma)\left(t-t_{1}\right)}$ for all $t \in\left[t_{1}, t_{2}\right]$. As $\gamma e^{-\lambda t}>0$ for all $t \in\left[t_{0}, T\right]$, the function $\psi_{1}(t):=\frac{\psi(t)}{\gamma e^{-\lambda t}}$ is well defined on $\left[t_{1}, t_{2}\right]$. By the definition of $\psi(\cdot)$, the above formulas for $\bar{x}_{1}(\cdot)$ and $p_{1}(\cdot)$ on $\left[t_{1}, t_{2}\right]$, we have

$$
\psi_{1}(t)=\frac{A p_{1}(t)}{\gamma e^{-\lambda t}}-1=\frac{\gamma e^{-\lambda t_{1}} e^{-(A-\sigma)\left(t-t_{1}\right)}}{\gamma e^{-\lambda t}}-1=e^{(\sigma+\lambda-A)\left(t-t_{1}\right)}-1
$$

for all $t \in\left[t_{1}, t_{2}\right]$. If $\sigma+\lambda-A \neq 0$, then it is easy to see that the equation $\psi_{1}(t)=0$ has a unique solution $t_{1}$ on $\left[t_{1}, t_{2}\right]$. Hence $\psi\left(t_{2}\right) \neq 0$, and we have arrived at a contradiction. If $\sigma+\lambda-A=0$, then $\psi_{1}(t)=0$ for every $t \in\left(t_{1}, t_{2}\right)$. This implies that $\psi(t)=0$ for every $t \in\left(t_{1}, t_{2}\right)$. The latter contradicts our assumption on $\psi(t)$.

The proof is complete.
Lemma 4.9. There does not exist a subinterval $\left[t_{1}, t_{2}\right]$ of $\left[t_{0}, T\right]$ with $t_{1}<t_{2}$ such that $\psi\left(t_{1}\right)=\psi\left(t_{2}\right)=0$ and $\psi(t)<0$ for all $t \in\left(t_{1}, t_{2}\right)$.

Proof. To argue by contradiction, suppose that there is a subinterval $\left[t_{1}, t_{2}\right]$ of $\left[t_{0}, T\right]$ with $t_{1}<t_{2}, \psi(t)<0$ for all $t \in\left(t_{1}, t_{2}\right)$, and $\psi\left(t_{1}\right)=\psi\left(t_{2}\right)=0$. Then, by 4.17) we have $\bar{s}(t)=0$ almost everywhere on $\left[t_{1}, t_{2}\right]$. Therefore, using Lemma 4.6(b) with $\tau=t_{1}$, we obtain

$$
p_{1}(t)=p_{1}\left(t_{1}\right) e^{\sigma\left(t-t_{1}\right)}+\frac{\gamma}{\sigma+\lambda} e^{\sigma t}\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) t_{1}}\right], \quad \forall t \in\left[t_{1}, t_{2}\right]
$$

The assumption $\psi\left(t_{1}\right)=0$ yields $p_{1}\left(t_{1}\right)=\frac{\gamma}{A} e^{-\lambda t_{1}}$. Thus,

$$
p_{1}(t)=\frac{\gamma}{A} e^{-\lambda t_{1}} e^{\sigma\left(t-t_{1}\right)}+\frac{\gamma}{\sigma+\lambda} e^{\sigma t}\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) t_{1}}\right], \quad \forall t \in\left[t_{1}, t_{2}\right] .
$$

By the definition of $\psi(\cdot)$ and the formulas for $\bar{x}_{1}(\cdot)$ and $p_{1}(\cdot)$ on $\left[t_{1}, t_{2}\right]$, we have

$$
\psi(t)=\gamma e^{-\lambda t_{1}} e^{\sigma\left(t-t_{1}\right)}+\frac{A \gamma}{\sigma+\lambda} e^{\sigma t}\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) t_{1}}\right]-\gamma e^{-\lambda t}, \quad \forall t \in\left[t_{1}, t_{2}\right] .
$$

Consider the function $\psi_{2}(t):=\frac{\psi(t)}{\gamma e^{\sigma t}}$, which is well defined for every $t \in\left[t_{1}, t_{2}\right]$. Then, by an elementary calculation one has

$$
\begin{equation*}
\psi_{2}(t)=\left(\frac{A}{\sigma+\lambda}-1\right)\left[e^{-(\sigma+\lambda) t}-e^{-(\sigma+\lambda) t_{1}}\right], \quad \forall t \in\left[t_{1}, t_{2}\right] . \tag{4.28}
\end{equation*}
$$

If $\frac{A}{\sigma+\lambda}-1=0$, then $\psi_{2}(t)=0$ for all $t \in\left[t_{1}, t_{2}\right]$. This yields $\psi(t)=0$ for all $t \in\left[t_{1}, t_{2}\right]$, a contradiction to our assumption that $\psi(t)<0$ for all $t \in\left(t_{1}, t_{2}\right)$. If $\frac{A}{\sigma+\lambda}-1 \neq 0$, then by (4.28) one can assert that $\psi_{2}(t)=0$ if and only if $t=t_{1}$. Equivalently, $\psi(t)=0$ if and only if $t=t_{1}$. The latter contradicts the conditions $\psi\left(t_{2}\right)=0$ and $t_{2} \neq t_{1}$.

Lemma 4.10. If the condition

$$
\begin{equation*}
A \neq \sigma+\lambda \tag{4.29}
\end{equation*}
$$

is fulfilled, then we cannot have $\psi(t)=0$ for all $t$ from an open subinterval $\left(t_{1}, t_{2}\right)$ of $\left[t_{0}, T\right]$ with $t_{1}<t_{2}$.

Proof. Suppose that (4.29) is valid. If the claim is false, then we would find $t_{1}, t_{2} \in\left[t_{0}, T\right]$ with $t_{1}<t_{2}$ such that $\psi(t)=0$ for $t \in\left(t_{1}, t_{2}\right)$. So, from (4.22) it follows that

$$
\begin{equation*}
p_{1}(t)=\frac{\gamma}{A} e^{-\lambda t}, \quad \forall t \in\left(t_{1}, t_{2}\right) . \tag{4.30}
\end{equation*}
$$

Therefore, one has $\dot{p}_{1}(t)=-\frac{\lambda \gamma}{A} e^{-\lambda t}$ for almost every $t \in\left(t_{1}, t_{2}\right)$. This and 4.16) imply that

$$
-(A \bar{s}(t)-\sigma) p_{1}(t)+\gamma(\bar{s}(t)-1) e^{-\lambda t}=-\frac{\lambda \gamma}{A} e^{-\lambda t} \quad \text { a.e. } t \in\left(t_{1}, t_{2}\right)
$$

Combining this with 4.30 yields

$$
-(A \bar{s}(t)-\sigma) \frac{\gamma}{A} e^{-\lambda t}+\gamma(\bar{s}(t)-1) e^{-\lambda t}=-\frac{\lambda \gamma}{A} e^{-\lambda t} \quad \text { a.e. } t \in\left(t_{1}, t_{2}\right) .
$$

Since $\gamma>0$, simplifying the last equality yields $A=\sigma+\lambda$. This contradicts to 4.29).
Under a mild condition, the constants $\alpha_{1}$ and $\alpha_{2}$ defined by (4.27) coincide. Namely, the following statement holds true.

Lemma 4.11. If (4.29) is fulfilled, then the situation $\alpha_{1} \neq \alpha_{2}$ cannot occur.
Proof. Suppose on the contrary that 4.29 is satisfied, but $\alpha_{1} \neq \alpha_{2}$. Then, we cannot have $\psi(t)=0$ for all $t \in\left(\alpha_{1}, \alpha_{2}\right)$ by Lemma 4.10. This means that there exists $\bar{t} \in\left(\alpha_{1}, \alpha_{2}\right)$ such that $\psi(\bar{t}) \neq 0$. Put $\bar{\alpha}_{1}=\max \left\{t \in\left[\alpha_{1}, \bar{t}\right] \mid \psi(t)=0\right\}$ and $\bar{\alpha}_{2}=\min \left\{t \in\left[\bar{t}, \alpha_{2}\right] \mid \psi(t)=0\right\}$. It is not hard to see that $\psi\left(\bar{\alpha}_{1}\right)=\psi\left(\bar{\alpha}_{2}\right)=0$ and $\psi(\bar{t}) \psi(t)>0$ for all $t \in\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)$. This is impossible by either Lemma 4.8 when $\psi(\bar{t})>0$ or Lemma 4.9 when $\psi(\bar{t})<0$.

We are now in a position to formulate and prove the main result of this paper.

Theorem 4.12. Suppose that the assumptions (A1) and (B1) are satisfied. If

$$
\begin{equation*}
A<\sigma+\lambda \tag{4.31}
\end{equation*}
$$

then $\left(\mathrm{GP}_{1 a}\right)$ has a unique $W^{1,1}$ local minimizer $(\bar{x}, \bar{s})$, which is a global minimizer, where $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, T\right]$ and $\bar{x}_{1}(t)=k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, T\right]$. This means that the problem $\left(\mathrm{GP}_{1}\right)$ has a unique solution $(\bar{k}, \bar{s})$, where $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, T\right]$ and $\bar{k}(t)=k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, T\right]$.

Proof. Suppose that (A1), (B1), and the condition 4.31) are satisfied. According to Theorem 2.1, $\left(\mathrm{GP}_{1}\right)$ has a global solution. Hence $\left(\mathrm{GP}_{1 a}\right)$ also has a global solution.

Let $(\bar{x}, \bar{s})$ be a $W^{1,1}$ local minimizer of $\left(\mathrm{GP}_{1 a}\right)$. As it has already been explained in this section, applying Theorem 3.4. we can find $p \in W^{1,1}\left(\left[t_{0}, T\right] ; \mathbb{R}^{2}\right), \gamma \geq 0, \mu \in$ $C^{\oplus}\left(t_{0}, T\right)$, and a Borel measurable function $\nu:\left[t_{0}, T\right] \rightarrow \mathbb{R}^{2}$ such that $(p, \mu, \gamma) \neq(0,0,0)$ and conditions (i)-(iv) in Theorem 3.4 hold true for $q(t):=p(t)+\eta(t)$ with $\eta(t)$ (resp., $\eta(T)$ ) being given by (4.12) for $t \in\left[t_{0}, T\right)$ (resp., by (4.13)). In the above notations, we consider the set $\Gamma=\left\{t \in\left[t_{0}, T\right] \mid \psi(t)=0\right\}$.

In the case $\Gamma=\emptyset$, we have shown that $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, T\right]$ and $\bar{x}_{1}(t)=$ $k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, T\right]$ (see the arguments given after Lemma 4.6.

In the case $\Gamma \neq \emptyset$, we define the numbers $\alpha_{1}$ and $\alpha_{2}$ by 4.27). Thanks to the condition 4.31), which implies 4.29), by Lemma 4.11 we have $\alpha_{2}=\alpha_{1}$. Then, as it was shown before Lemma 4.7, we must have $\bar{s}(t)=0$ for a.e. $t \in\left[\alpha_{1}, T\right]$ and $\bar{x}_{1}(t)=\bar{x}_{1}\left(\alpha_{1}\right) e^{-\sigma\left(t-\alpha_{1}\right)}$ for all $t \in\left[\alpha_{1}, T\right]$. If $t_{0}=\alpha_{1}$, then we obtain the desired formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$.


Figure 4.1: The optimal process $(\bar{k}, \bar{s})$ of $\left(\mathrm{GP}_{1}\right)$ corresponding to parameters $\alpha=1, \beta=1$, $A=0.045, \sigma=0.015, \lambda=0.034, k_{0}=1, t_{0}=0$, and $T=6$.

Suppose that $t_{0}<\alpha_{1}$. If $\psi\left(t_{0}\right)<0$, then we can get the desired formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on $\left[t_{0}, T\right]$ from the formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on $\left[t_{0}, \alpha_{1}\right]$ in Lemma 4.7 and the just
mentioned formulas for $\bar{s}(\cdot)$ and $\bar{x}_{1}(\cdot)$ on $\left[\alpha_{1}, T\right]$. If $\psi\left(t_{0}\right)>0$, by Lemma 4.7 one has $\bar{s}(t)=1$ for a.e. $t \in\left[t_{0}, \alpha_{1}\right]$. Then we have

$$
\bar{s}(t)=\left\{\begin{array}{ll}
1 & \text { a.e. } t \in\left[t_{0}, \alpha_{1}\right], \\
0 & \text { a.e. } t \in\left(\alpha_{1}, T\right]
\end{array} \quad \text { and } \quad \bar{x}_{1}(t)= \begin{cases}k_{0} e^{(A-\sigma)\left(t-t_{0}\right)} & \text { if } t \in\left[t_{0}, \alpha_{1}\right] \\
\bar{x}_{1}\left(\alpha_{1}\right) e^{-\sigma\left(t-\alpha_{1}\right)} & \text { if } t \in\left(\alpha_{1}, T\right]\end{cases}\right.
$$

To proceed furthermore, fix an arbitrary number $\varepsilon \in\left(0, \alpha_{1}-t_{0}\right]$ and put $t_{\varepsilon}=\alpha_{1}-\varepsilon$. Consider the control function $s^{\varepsilon}(t)$ defined by setting $s_{\varepsilon}(t)=1$ for all $t \in\left[t_{0}, t_{\varepsilon}\right]$ and $s^{\varepsilon}(t)=0$ for all $t \in\left(t_{\varepsilon}, T\right]$. Denote the trajectory corresponding to $s^{\varepsilon}(\cdot)$ by $x^{\varepsilon}(\cdot)$. Then one has

$$
x_{1}^{\varepsilon}(t)= \begin{cases}k_{0} e^{(A-\sigma)\left(t-t_{0}\right)} & \text { if } t \in\left[t_{0}, t_{\varepsilon}\right], \\ x_{1}^{\varepsilon}\left(t_{\varepsilon}\right) e^{-\sigma\left(t-t_{\varepsilon}\right)} & \text { if } t \in\left(t_{\varepsilon}, T\right] .\end{cases}
$$

Note that

$$
\begin{aligned}
\bar{x}_{2}(T) & =-\int_{t_{0}}^{T}[1-\bar{s}(\tau)] \bar{x}_{1}(\tau) e^{-\lambda \tau} d \tau=-\int_{\alpha_{1}}^{T} \bar{x}_{1}(\tau) e^{-\lambda \tau} d \tau \\
& =-\int_{\alpha_{1}}^{T} \bar{x}_{1}\left(\alpha_{1}\right) e^{-\sigma\left(\tau-\alpha_{1}\right)} e^{-\lambda \tau} d \tau=\frac{\bar{x}_{1}\left(\alpha_{1}\right) e^{\sigma \alpha_{1}}}{\sigma+\lambda}\left[e^{-(\sigma+\lambda) T}-e^{-(\sigma+\lambda) \alpha_{1}}\right]
\end{aligned}
$$

Since $\bar{x}_{1}\left(\alpha_{1}\right)=k_{0} e^{(A-\sigma)\left(\alpha_{1}-t_{0}\right)}$, it follows that

$$
\bar{x}_{2}(T)=\frac{k_{0}}{\sigma+\lambda} e^{(\sigma-A) t_{0}} e^{A \alpha_{1}}\left[e^{-(\sigma+\lambda) T}-e^{-(\sigma+\lambda) \alpha_{1}}\right] .
$$

Similarly, one gets

$$
x_{2}^{\varepsilon}(T)=\frac{k_{0}}{\sigma+\lambda} e^{(\sigma-A) t_{0}} e^{A t_{\varepsilon}}\left[e^{-(\sigma+\lambda) T}-e^{-(\sigma+\lambda) t_{\varepsilon}}\right] .
$$

Therefore, one gets

$$
\begin{aligned}
& \bar{x}_{2}(T)-x_{2}^{\varepsilon}(T) \\
= & \frac{k_{0} e^{(\sigma-A) t_{0}}}{\sigma+\lambda} \times\left\{e^{A \alpha_{1}}\left[e^{-(\sigma+\lambda) T}-e^{-(\sigma+\lambda) \alpha_{1}}\right]-e^{A t_{\varepsilon}}\left[e^{-(\sigma+\lambda) T}-e^{-(\sigma+\lambda) t_{\varepsilon}}\right]\right\} \\
= & \frac{k_{0} e^{(\sigma-A) t_{0}}}{\sigma+\lambda} \times\left\{e^{-(\sigma+\lambda) T}\left[e^{A \alpha_{1}}-e^{A t_{\varepsilon}}\right]+\left[e^{(A-\sigma-\lambda) t_{\varepsilon}}-e^{(A-\sigma-\lambda) \alpha_{1}}\right]\right\} .
\end{aligned}
$$

Since $t_{\varepsilon} \in\left[t_{0}, \alpha_{1}\right)$, we have $e^{A \alpha_{1}}-e^{A t_{\varepsilon}}>0$. In addition, as $A-\sigma-\lambda<0$ by 4.31), we get $e^{(A-\sigma-\lambda) t_{\varepsilon}}-e^{(A-\sigma-\lambda) \alpha_{1}}>0$. Combining these inequalities with the above expression for $\bar{x}_{2}(T)-x_{2}^{\varepsilon}(T)$, we conclude that $x_{2}^{\varepsilon}(T)<\bar{x}_{2}(T)$. By using (2.1), it is not difficult to show that the norm $\left\|\bar{x}-x^{\varepsilon}\right\|_{W^{1,1}}$ tends to 0 as $\varepsilon$ goes to 0 . So, the inequality $x_{2}^{\varepsilon}(T)<\bar{x}_{2}(T)$, which holds for every $\varepsilon \in\left(0, \alpha_{1}-t_{0}\right]$, implies that the process $(\bar{x}, \bar{s})$ under our consideration cannot be a $W^{1,1}$ local minimizer of $\left(\mathrm{GP}_{1 a}\right)$ (see Definition 3.1).

Summing up the above analysis and taking into account the fact that $\left(\mathrm{GP}_{1 a}\right)$ has a global minimizer, we can conclude that $\left(\mathrm{GP}_{1 a}\right)$ has a unique $W^{1,1}$ local minimizer $(\bar{x}, \bar{s})$, which is a global minimizer, where $\bar{s}(t)=0$ for a.e. $t \in\left[t_{0}, T\right]$ and $\bar{x}_{1}(t)=k_{0} e^{-\sigma\left(t-t_{0}\right)}$ for all $t \in\left[t_{0}, T\right]$.

It is worthy to state clearly some economic interpretation of Theorem 4.12.
Remark 4.13. Recall that $\sigma$ is the rate of labor force (closely related to the population growth rate) and $\lambda$ is the real interest rate (which indicates the rate of the decrease along time of the satisfaction level of the society w.r.t. the same amount of consumption). Note that, in the problem $\left(\mathrm{GP}_{1}\right)$, the original production function of the per capita production function $\phi(k)=A k^{\alpha}, k \geq 0$, is given by $F(K, L)=A K^{\alpha} L^{1-\alpha}, K \geq 0, L \geq 0$ (see [13, Section 4]). In the last formula, the exponent $\alpha$ (resp., $1-\alpha$ ) refers to the output elasticity of capital (resp., the output elasticity of labor), which represents the share of the contribution of the capital (resp., of the labor) to the total product $F(K, L)$. Meanwhile, the coefficient $A$ expresses the total factor productivity ${ }^{1}$ (TFP). This measure of economic efficiency is calculated by dividing output by the weighted average of labour and capital input. TFP represents the increase in total production which is in excess of the increase that results from increase in inputs and depends on some intangible factors such as technological change, education, research and development, etc. Therefore, Theorem 4.12 says that if the total factor productivity $A$ is smaller than the sum of the rate of labor force $\sigma$ and the real interest rate $\lambda$, then optimal strategy is to keep the saving equal to 0 . In other words, if the total factor productivity $A$ is relatively small, then an expansion of the production facility does not lead to a higher total consumption satisfaction of the society.

Thanks to the valuable observations and comments from one referee of this paper, we have the following remark.

Remark 4.14. The rate of labor force $\sigma$ is around $1.5 \%$. The real interest rate $\lambda$ is in general $3.4 \%$. Hence $\sigma+\lambda=0.049$. Thus, roughly speaking, the assumption $A<\sigma+\lambda$ in Theorem 4.12 means that $A<0.05$. Since weak and very weak economies do exist, the latter assumption is acceptable. Theorem4.12 is meaningful as here the barrier $A=\sigma+\lambda$ for the TFP appears for the first time. Due to Theorem4.12, the notions of weak economy (with $A<\sigma+\lambda$ ) and strong economy (with $A>\sigma+\lambda$ ) can have exact meanings. Moreover, the behaviors of a weak economy and of a strong economy might be very different.

By Theorem 4.12 we have solved the problem $\left(\mathrm{GP}_{1}\right)$ in the situation where $A<\sigma+\lambda$. A natural question arises: What happens if $A>\sigma+\lambda$ ? The latter condition means that if the total factor productivity $A$ is relatively large. In this situation, it is likely that the optimal strategy requires to make the maximum saving until a special time $\bar{t} \in\left(t_{0}, T\right)$,

[^1]which depends on the data tube $(A, \sigma, \lambda)$, then switch the saving to minimum. Further investigations in this direction are going on.
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