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The linear fractional model on the ball

Frédéric Bayart

Abstract

Given a holomorphic self-map ϕ of the ball of C
N , we study

whether there exists a map σ and a linear fractional transformation A
such that σ ◦ ϕ = A ◦ σ. This is an important result when N = 1
with a great number of applications. We extend this result to the
multi-dimensional setting for a large class of maps. Applications to
commuting holomorphic self-maps are given.

1. Introduction

The story of this paper goes back to Königs [17] in 1884: given a self-map ϕ
of the unit disk D, fixing 0 and satisfying λ = ϕ′(0) �= 0, he proved that
there exists a (non-zero) holomorphic function σ : D → C satisfying

σ ◦ ϕ = λσ.(1.1)

When the map ϕ does not fix any point in D, the situation becomes more
involved. It is well known that in this case, there exists an unique τ on the
circle T such that ϕ has nontangential limit τ at τ and ϕ′ has nontangential
limit ϕ′(τ) = λτ ∈ (0, 1] at τ : τ is the Denjoy-Wolff point of ϕ and λτ
is called the boundary dilation coefficient of ϕ at τ . If λτ < 1, then the
function is called hyperbolic, otherwise, it is called parabolic. Conjugating
by an automorphism if necessary, we may always assume that τ = 1.

The problem is more clear on the right half-plane H = {z∈C : �(z)>0}.
Setting U(z) = 1+z

1−z the Cayley transform which maps conformally D onto H

and φ = U ◦ϕ ◦U−1, φ is a self-map of H fixing ∞. For the hyperbolic case,
Valiron [23] proved in 1931 that there remains a solution to (1.1). However,
there is no solution in the parabolic case, and we are led to solve the Abel’s
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equation: to find a holomorphic function σ : H → C and a complex number a
such that

σ ◦ φ = Ta ◦ σ ,

where Ta is the translation Ta(z) = z+ a. This was done by several authors
at the end of the 1970’s (see [19], [3], [12]). We say that (σ, λz) or (σ, Ta) is
a linear fractional model for φ since dilations and translations are the single
linear fractional maps of C fixing ∞.

The existence of a linear fractional model for self-maps of D has many
applications, concerning for instance the dynamics of the map itself, the
study of families of commuting mappings or questions related to composition
operators associated to a given map. Moreover, it turns out that the more
information one has on σ, the more useful the model is. In this vein, we
have to speak about the work of Bourdon and Shapiro [6], where under
some regularity assumption of ϕ at the Denjoy-Wolff point, more accurate
information on the behavior of σ near infinity is given.

Recently Cowen and MacCluer have introduced in [13] a class of self-
maps of the unit ball BN of CN , which seems to be a good generalization
of the linear fractional maps of D. They called them the linear fractional
maps of the ball. The hope of these authors was that these maps would play
a similar role in several variables. In particular, the existence of a linear
fractional model for self-maps of the ball seems to be a central problem in
this circle of ideas.

In this work, we are concerned with the case N = 2. We try to extend
Bourdon-Shapiro’s work for self-maps of the ball B2. Namely, we would like
to obtain a linear fractional model for self-maps ϕ of B2, with no inner fixed
points and some regularity conditions at the Denjoy-Wolff point τ . In the
following, we will always assume that τ is equal to e1 = (1, 0). Our first
problem in Section 2 is to give an appropriate notion of regularity at e1. We
will explain why the classical notion of Cm-regularity is not the best choice
in this context. Instead of it, we will provide a (related) notion of Dm-
regularity. Next, we will carefully study how this notion of regularity at e1
transfers into a notion of regularity at ∞, when B2 is mapped on the Siegel
half-plane. Indeed, as for the one-dimensional case, it is more convenient to
work on the Siegel half-plane where the geometry of linear fractional maps
is easier to describe.

Suppose now that ϕ is differentiable at the Denjoy-Wolff point e1. Since
the problem of the existence of a linear fractional model is invariant under
conjugation by an automorphism, we may reduce dϕe1. Basically, there are
three cases to consider:
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1. the hyperbolic case, when after reduction

dϕe1 =

(
λ1 0
α1 µ1

)
with λ1 ∈ (0, 1).

2. the parabolic diagonalizable case, when after reduction dϕe1 =

(
1 0
0 µ1

)
.

3. the parabolic non-diagonalizable case, when after reduction

dϕe1 =

(
1 0
α1 1

)
, with α1 �= 0.

At a first sight, one might think that the parabolic non-diagonalizable case
should be the most difficult one. This is not the case, and in Section 3 we
will prove that a linear fractional model does exist under weak assumptions
on the regularity of ϕ. The model map here is a generalized Heisenberg
translation (see [4]) and we will be able to give some informations on the
regularity of the intertwining map.

The hyperbolic case was already considered by Bracci and Gentili in [9]
under a (much more) restrictive condition on the regularity of ϕ and when

|µ1| > λ
3/4
1 . In Section 4, we will prove that a linear fractional model exists

for such maps in almost every case. However, the model map will be more
and more difficult to exhibit when |µ1| decreases. In particular, the regularity
needed on ϕ for the existence of a linear fractional model will depend on the
value of |µ1|. Moreover we will show that when certain algebraic relations
appear between µ1 and λ1, there is no hope to obtain a linear fractional
model under reasonable conditions. Instead of it, we will provide another
model map which is not a linear fractional transformation. This problem of
the existence of algebraic relations between eigenvalues (called resonances)
already appears in the context of differential equations in the Poincaré-Dulac
Theorem (see for instance [21]).

The parabolic diagonalizable case seems to be the most difficult one. We
will give some indications for it in Section 5, like the linearization of the first
coordinate when |µ1| < 1 and a complete linear fractional model for several
kinds of maps. Here our techniques involve the use of special functions,
especially the Lerch transcendent function. Section 6 will be devoted to
applications, in particular to the study of commuting self-maps of the ball.
Throughout this paper, several open questions will be asked. We end up
this introduction by noting that the study of (1.1) in the case of an inner
fixed point was done in [14].

Acknowledgement. We are grateful to the referee for his/her careful read-
ing and many valuable suggestions which improved the presentation of this
paper.
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2. Preliminary

2.1. Denjoy-Wolff and Julia-Caratheodory

Let B2 = {Z = (w, z) ∈ C2 : ‖Z‖2 = |w|2 + |z|2 < 1} be the unit ball
of C2 and let ϕ : B2 → B2 be holomorphic. The iterates of ϕ are denoted
by ϕ[n] = ϕ ◦ · · · ◦ ϕ. MacCluer has extended in [18] the Denjoy-Wolff theo-
rem to self-maps of B2: suppose that ϕ has no fixed points in B2. Then there
exists an unique ξ ∈ ∂B2 such that ϕ[n] converges uniformly on compact sub-
sets of B2 to ξ. Conjugating by an automorphism if necessary, we will always
assume that ξ = e1 = (1, 0). At the Denjoy-Wolff point e1, the boundary di-
lation coefficient of ϕ, defined by lim infZ→e1(1−‖ϕ(Z)‖)/(1−‖Z‖) belongs
to (0, 1]. Hence, it is possible to apply the version of the Julia-Caratheodory
theorem for the ball, due to Rudin, which is recalled here in the form which
is useful for us.

Theorem 2.1 ([20], [1]). Let ϕ be a (holomorphic) self-map of B2 with no
inner fixed point and suppose that e1 is its Denjoy-Wolff point. Let λ(ϕ)

be the boundary dilation coefficient of ϕ at e1. Then 1−ϕ1(w,z)
1−w is bounded in

every Korányi region. Moreover, it has restricted K-limit λ(ϕ) at e1.

Suppose now that ϕ has an expansion at its Denjoy-Wolff point up to
the second order,

ϕ(w, z) =
(
1 + λ1(w − 1) + β1z + γ1z

2 + az(w − 1) + b(w − 1)2 + ε1(w, z),

α1(w − 1) + µ1z + a′z2 + b′z(w − 1) + c′(w − 1)2 + ε2(w, z)
)

where εi(w, z) = o(‖(w − 1, z)‖2). Observe that we have used greek letters
and roman letters. The notation for greek letters will be fixed during all this
paper, whereas the notation for roman letters will change. If the context is
not clear, then we will write λϕ1 , µϕ1 , . . . instead of λ1, µ1 . . . .

Taking wn = 1−1/n and zn = 0, the Julia-Caratheodory theorem ensures
that

λ1 = lim
n→+∞

1 − ϕ1(wn, zn)

1 − wn
= λ(ϕ) ∈ (0, 1].

Moreover, if β1 �= 0, if we take wn = 1 − 1/n and zn = einθ/
√
n where

eiθβ1 = |β1|, it is easy to check that |ϕ1(wn, zn)| > 1 for n large enough, which
is impossible. Finally, for this choice of (wn, zn), with now γ1e

i2θ = |γ1|,
one has

‖(wn, zn)‖2 = 1 − 1/n+ o(1/n)

‖ϕ(wn, zn)‖2 = 1 + (|µ1|2 − 2λ1 + 2|γ1|)/n+ o(1/n).
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Since λ1 = λ(f), one has 2λ1 − 2|γ1| − |µ1|2 ≥ λ1, namely

λ1 ≥ |µ1|2 + 2|γ1|.(2.1)

Remark 2.2. In general we do not have γ1 = 0. For instance, the map
ϕ(w, z) = (1 + (w − 1)/2 + z2/16, z/2) maps B2 into B2, has e1 as Denjoy-
Wolff point and γ1 = 1/16 �= 0. In [9], the work on the hyperbolic case was
done assuming γ1 = 0 (see [9, Remark 1.6]). This explains in part why our
paper works in a more general context.

Another useful result is Wolff’s lemma for the ball.

Theorem 2.3. [20, Theorem 8.5.3] Let ϕ be a (holomorphic) self-map of B2

with no inner fixed point and suppose that e1 is its Denjoy-Wolff point.
Let λ1 be the boundary dilation coefficient of ϕ at e1. Then ϕ maps a
horosphere

E(α) =
{
Z = (w, z) ∈ B2 :

|1 − w|2
1 − ‖Z‖2

< α
}
, 0 < α < 1,

into the horosphere E(λ1α).

2.2. Regularity at e1 and at infinity

Let ϕ be a self-map of B2 whose Denjoy-Wolff point is e1. The most natural
notion of regularity at e1 is probably the following.

Definition 2.4. We say that ϕ belongs to Cm(e1), m ≥ 1, provided it can
be written

ϕ(w, z) =

(
1 + λ1(w − 1) +

∑
j+k≥2
j+k≤m

aj,kz
j(w − 1)k + ε1(w, z),

α1(w − 1) + µ1z +
∑

j+k≥2
j+k≤m

bj,kz
j(w − 1)k + ε2(w, z)

)

with εi(w, z) = o(‖(w − 1, z)‖m). We define in the same way the class
Cm+ε(e1), m ≥ 1, 0 < ε < 1, by assuming εi(w, z) = O(‖(w − 1, z)‖m+ε).

However, in the ball near e1, the quantities |z| and |w − 1| do not play
the same role (this was already used in the previous subsection). Indeed,
one has |z|2 ≤ 1− |w|2 ≤ 2|1−w|. This leads us to the following definition:
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Definition 2.5. We say that ϕ belongs to Dm(e1), m ≥ 2, provided it can
be written

ϕ(w, z) =

(
1 + λ1(w − 1) +

∑
j+k≥2

j/2+k≤m/2

aj,kz
j(w − 1)k + ε1(w, z),

α1(w − 1) + µ1z +
∑

j+k≥2
j/2+k≤m/2

bj,kz
j(w − 1)k + ε2(w, z)

)

with εi(w, z) = o(|w−1|m/2). We define in the same way the class Dm+ε(e1),
m ≥ 1, 0 < ε < 1, by assuming εi(w, z) = O(|w − 1|(m+ε)/2).

Clearly, the following inclusions hold true: Cm(e1) ⊂ Dm(e1) and D2m(e1)
⊂ Cm(e1).

As for the one-dimensional case, the existence of a linear fractional model
will be more clear if we transfer the problem on a half-plane. Let H2 =
{(w, z) ∈ C

2 : �(w) > |z|2} be the Siegel half-plane, and let U(w, z) =(
w+1
1−w ,

z
1−w ) be the Cayley transform. U is a biholomorphic map from B2

onto H2, which extends to a homeomorphism from B2 onto H2 ∪ {∞}. Its
reciprocal is given by U−1(w, z) =

(
w−1
w+1

, 2z
w+1

)
. Let φ = U ◦ ϕ ◦ U−1, which

is a self-map of H2 whose Denjoy-Wolff point is ∞. The boundary dilation
coefficient of φ at ∞ is λ∞ = 1/λ1 and Wolff’s lemma becomes: every
horosphere H2,R = {(w, z) ∈ H2 : �(w) > |z|2 +R} is mapped under φ into
the horosphere H2,λ∞R.

Suppose now that ϕ belongs to Dm+ε(e1). One has to study how this can
be translated on the expansion of φ near ∞. The situation is more involved
than that on the disk; in particular, one of the main problems comes from
the inequality γ1 �= 0. For the first coordinate, one has:

φ1(w, z) = −1 +
2

1 − (ϕ ◦ U−1(w, z)
)
1

= −1 +
2

2λ1

w+1
−∑ j+k≥2

j/2+k≤m/2
aj,k

2j+k(−1)kzj

(w+1)j+k + ε′1(w, z)

where

ε′1(w, z) = ε1

(w − 1

w + 1
,

2z

w + 1

)
satisfies ε′i(w, z) = O(|w + 1|−(m+ε)/2). Setting a′j,k = 2j+k−1(−1)k

λ1
aj,k, we get

φ1(w, z) = −1+
(w + 1

λ1

)(
1+
∑
l≥1

( ∑
j+k≥2

j/2+k≤m/2

a′j,k
zj

(w + 1)j+k−1

)l
+ ε′′1(w, z)

)

with ε′′1(w, z) = O
(

1
|w+1|(m+ε)/2−1

)
.
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Let us set γ∞ = a′2,0 =
2a2,0

λ1
= 2γ1

λ1
and λ∞ = 1

λ1
. In (

∑
. . . )l, we only

keep the terms which are not smaller than |w + 1|1−(m+ε)/2. For this, we
write ∑

j+k≥2
j/2+k≤m/2

a′j,k
zj

(w + 1)j+k−1
= γ∞

z2

w + 1
+ A(w, z),

where A(w, z) = O(|w + 1|−1/2). Hence we obtain

∑
l≥1

(∑
. . .
)l

=
∑
l≥1

max(m−2,l)∑
r=0

Cr
l

(
γ∞z2

w + 1

)l−r
A(w, z)r +O(|w + 1|1−(m+ε)/2).(2.2)

A(w, z)r is a sum of terms like zp

(w+1)q . We just keep the terms with q−p/2 ≤
m/2 − 1 (the remaining terms are O(|w + 1|1−(m+ε)/2)). Moreover, such a
couple (p, q) comes from a product of r terms, and one has p = j1 + · · ·+ jr,
q = j1 + · · ·+ jr + k1 + · · ·+ kr − r with ji + ki ≥ 2 and ki = 0 =⇒ ji ≥ 3.
Let u = card{i : ki = 0}. One has q − p = k1 + · · · + kr − r ≥ −u. On the
other hand, the inequality ji ≥ 3 provided ki = 0 gives p ≥ 3u. We finally
obtain p ≤ 3q

2
. Let us set

Em =
{

(p, q) ∈ N
2 : (p, q) �= (0, 0), q ≤ p/2 +m/2 − 1 and p ≤ 3q

2

}
.

Em is a finite subset of N2. If we arrange the terms of (2.2) in a suitable way
(in particular we change the orders of summation), then we find

1 +
∑
l≥1

(∑
. . .
)l

=

=
1

1 − γ∞ z2

w+1

+
∑

(p,q)∈Em

zp

(w + 1)q

m−2∑
r=1

dp,q,r
∑
l≥r

Cr
l

(
γ∞

z2

w + 1

)l−r

+O(|w + 1|1−(m+ε)/2)

where dp,q,r belongs to C. Observe that for each p, q, the function

u �→
m−2∑
r=1

dp,q,r
∑
l≥r

Cr
l (γ∞u)

l−r

is a continuous function on D since |γ∞| ≤ 1. It reduces to a constant as
soon as γ∞ = 0. Finally, if we come back to φ1, we get

φ1(w, z)=
λ∞w

1−γ∞ z2

w+1

+
∑

(p,q)∈Em

Ep,q

( z2

w + 1

) zp

(w + 1)q−1
+O

(
1

|w + 1|(m+ε)/2−2

)
.

Ep,q is analytic on D and is constant if γ∞ = 0. Observe that if we assume
µ1 �= 0, then one has |γ∞| < 1 and the functions Ep,q are continuous on D.



772 F. Bayart

The statement for the second coordinate follows the same lines. Indeed
one has

φ2(w, z) =
µ1z − α1 +

∑
j+k≥2

j/2+k≤m/2
bj,k

2j+k−1(−1)k

(w+1)j+k−1 +O(|w + 1|1−(m+ε)/2)

λ1

(
1 +

∑
j+k≥2

j/2+k≤m/2
a′j,k

zj

(w+1)j+k−1 +O(|w + 1|(1−(m+ε)/2))
) .

We set µ∞ = µ1/λ1, α∞ = α1/λ1 and b′j,k = 2j+k−1(−1)k

λ1
bj,k. This gives:

φ2(w, z) =

(
µ∞z − α∞ +

∑
j+k≥2

j/2+k≤m/2

b′j,k
zj

(w + 1)j+k

)
×

(
1

1−γ∞ z2

w+1

+
∑

(p,q)∈Em

E ′
p,q

( z2

w + 1

) zp

(w + 1)q

)
+O(|w + 1|−1+(m+ε)/2)

=
µ∞z

1 − γ∞ z2

w+1

− α∞
1 − γ∞ z2

w+1

+
∑

(u,v)∈Fm

Fu,v

(
z2

w + 1

)
zu

(w + 1)v
+

+O(|w + 1|−1+(m+ε)/2)

where each Fu,v is continuous on D and constant if γ∞ = 0. u and v are
obtained by u = j + p, v = j + k − 1 + q. If we observe that

3v

2
− u ≥ 3j + 3k − 3

2
− j ≥ −1,

we may take for Fm the set

Fm =

{
(u, v) ∈ N

2 : v �= 0, u ≤ 3v

2
+ 1 and v ≤ u/2 +m/2 − 1

}
.

The following proposition summarizes our work:

Proposition 2.6. Let ϕ be in Dm(e1) (resp. in Dm+ε(e1)) and φ=U ◦ϕ◦ U−1.
Then φ may be written:

φ1(w, z) =
λ∞w

1−γ∞ z2

w+1

+
∑

(p,q)∈Em

Ep,q

( z2

w + 1

) zp

(w + 1)q−1
+ ε1(w, z),

φ2(w, z) =
µ∞z

1−γ∞ z2

w+1

− α∞
1−γ∞ z2

w+1

+
∑

(u,v)∈Fm

Fu,v

( z2

w + 1

) zu

(w + 1)v
+ ε2(w, z),

where λ∞ = 1/λ1, µ∞ = µ1/λ1, γ∞ = 2γ1/λ1, α∞ = α1/λ1. The functions
Ep,q and Fu,v are analytic on D and even continuous on D provided µ1 �= 0.
They are constant if γ1 = 0. Moreover, one has ε1(w, z) = o(|w + 1|2−m/2)
(resp. ε1(w, z) = O(|w + 1|2−(m+ε)/2) and ε2(w, z) = o(|w + 1|1−m/2) (resp.
ε2(w, z) = O(|w + 1|1−(m+ε)/2)).
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It is worth noting that (2.1) translates with these new notations into

λ∞ ≥ |µ∞|2 + |γ∞|λ∞.(2.3)

Sometimes the previous way for writing φ1 and φ2 will not be convenient.
In particular, the iteration will be easier to compute without the factor

1

1−γ∞ z2

w+1

and the estimations easier to obtain with w instead of w+1. Now,

it is almost trivial to observe that for |w| > 1,

Ep,q

( z2

w + 1

) zp

(w + 1)q−1
= Ep,q

(z2

w

) zp

wq−1
+

∑
(u,v)∈Em;

u−2v<p−2q

E ′
u,v

(z2

w

) zu
wv

+ ε(w, z)

where E ′
u,v is analytic in D and continuous on D and |ε(w, z)|=O(|w|2−(m+1)/2).

Indeed, we expand Ep,q(u) =
∑

l alu
l and we write

Ep,q

( z2

w + 1

) zp

(w + 1)q−1
=

=
∑
l

al

(z2

w

)l(
1 +

∑
r≥1

(−1)r

wr

)l
zp

wq−1

(
1 +

∑
r≥1

(−1)r

wr

)q−1

.

A suitable reorganization of the terms shows the claim. We shall do the
same for λ∞w

1−γ∞ z2

w+1

which becomes

λ∞w + z2E2,1

(
z2

w

)
+

∑
(p,q)∈Em

E ′′
p,q

(
z2

w

)
+ ε(w, z).

Finally a similar action on φ2 gives rise to the following corollary.

Corollary 2.7. Let ϕ be in Dm(e1) (resp. in Dm+ε(e1)) and φ = U ◦ϕ◦U−1.
Then φ may be written:

φ1(w, z) = λ∞w + z2E2,1

(
z2

w

)
+

∑
(p,q)∈Em

Ep,q

(
z2

w

)
zp

wq−1
+ ε1(w, z),

φ2(w, z) = µ∞z − α∞ +
z3

w
F3,1

(
z2

w

)
+

∑
(u,v)∈Fm

Fu,v

(
z2

w

)
zu

wv
+ ε2(w, z).

The functions Ep,q and Fu,v are analytic on D and even continuous on D

provided µ1 �= 0. They are constant if γ1 = 0 with F3,1 = E2,1 = 0. More-
over, one has ε1(w, z) = o(|w|2−m/2) (resp. ε1(w, z) = O(|w|2−(m+ε)/2) and
ε2(w, z) = o(|w|1−m/2) (resp. ε2(w, z) = O(|w|1−(m+ε)/2)).
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2.3. The three cases

Suppose that ϕ ∈ D2(e1) and set

dϕe1 =

(
λ1 0
α1 µ1

)
.

It is obvious that if ψ is an automorphism of B2 fixing e1, then one has
d(ψ−1 ◦ ϕ ◦ ψ)e1 = dψ−1

e1
◦ dϕe1 ◦ dψe1. Now, there are automorphisms of

B2 fixing e1 (the Heisenberg translations) whose differential at e1 is equal
to ( 1 0

a 1 ) = Ma. Moreover, provided λ1 �= µ1, it is possible to choose a =
α1/(λ1 − µ1) such that

M−1
a dϕe1Ma =

(
λ1 0
0 µ1

)
.

Thus, we distinguish three cases:

1. the hyperbolic case, λ1 < 1. If µ1 �= λ1 (or equivalently if µ∞ �= 1), it
will be possible to assume α1 = 0.

2. the parabolic diagonalizable case, λ1 = 1 and by conjugation if neces-
sary,

dϕe1 =

(
1 0
0 µ1

)
.

This happens in particular if µ1 �= 1.

3. the parabolic nondiagonalizable case, λ1 = µ1 = 1 and α1 �= 0.

2.4. Linear fractional maps of H2

Following [13], a linear fractional map of C2 is defined as a map of C2 which
may be written ψ(Z) = AZ+B

〈Z,C〉+d where A ∈ M2(C), B,C ∈ C
2 and d ∈ C.

If ψ is a self-map of the domain U , we will write ψ ∈ LFM(U). The linear
fractional maps of the Siegel half-plane with ∞ as attractive fixed point have
been determined in [8]. They can be written

ψ(w, z) = (λw + az + b, µz + c)

with λ ≥ 1, |µ|2 ≤ λ and some other conditions on a, b, c. In particular, if
|µ|2 = λ, these conditions become

�(b) ≥ |c|2, a = 2µc.
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When µ �= 1, we can conjugate ψ by a Heisenberg translation (i.e. an
automorphism of H2 sending (w, z) on (w+2αz+β, z+α) with �(β) = |α|2)
to ensure that c = 0. Hence, we can classify the linear fractional map
following their derivative at the Denjoy-Wolff point. This is done in the
forthcoming table. Since our approach is based on a careful study of the
orbits of (w, z) ∈ H2 under φ, we also include in this table a supplementary
information: for (w, z) ∈ H2, let (w(n), z(n)) = ψ[n](w, z). The behavior of
(w(n), z(n)) is a key tool for our work.

Derivative Model map Behavior of orbits(
λ 0
0 µ

)
, λ > 1, µ �= 1 ψ(w, z) = (λw, µz)

w(n) ∼ λnw
z(n) ∼ µnz.

(
λ 0
0 1

)
, λ > 1 ψ(w, z) = (λw, z + a)

w(n) ∼ λnw
z(n) ∼ na.

(
1 0
a 1

)
ψ(w, z) = (w + 2az + b, z + a)

w(n) ∼ n2a2

z(n) ∼ na.

(
1 0
0 1

)
ψ(w, z) = (w + b, z)

w(n) ∼ nb
z(n) ∼ z

(
1 0
0 µ

)
, µ �= 1 ψ(w, z) = (w + b, µz)

w(n) ∼ nb
z(n) ∼ µnz

3. The parabolic nondiagonalizable case

Throughout this section, ϕ is a self-map of B2 whose Denjoy-Wolff point
is e1, which belongs to D2(e1) and such that

dϕe1 =

(
1 0
α1 1

)

with α1 �= 0. The linear fractional maps of B2 having the same differential at
a boundary fixed point are the generalized Heisenberg translations (see [4]),
namely (on H2) the maps (w, z) �→ (w + 2αz + β, z + α) with �(β) ≥ |α|2.
Thus this case will be also called the Heisenberg translation case, and our
hope is to find a map σ : B2 → C

2 and a generalized Heisenberg translation
τ such that σ ◦ϕ = τ ◦ σ. This will be the case, up to regularity conditions:
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Theorem 3.1. Let ϕ∈D5+ε(e1). There exists a holomorphic map σ : H2→ C
2

and a generalized Heisenberg translation τ : (w, z) �→ (w + 2αz + β, z + α)
such that:

σ ◦ φ = τ ◦ σ.
Moreover, there is a domain Ω contained in a neighbourhood of ∞ such that,
for any (w, z) ∈ H2, φ

[n](w, z) ∈ Ω for n large enough and such that, on Ω,
one has for any δ ∈ (0, 1/2):

|σ1(w, z) − w| = o(|w|1/2+δ),(3.1)

|σ2(w, z) − z| = o(|w|δ).(3.2)

Our first step is to work more on the expansion near infinity of φ =
U ◦ ϕ ◦ U−1.

3.1. More on the expansion near the boundary point

We suppose that ϕ ∈ D3(e1). Following the work of Section 2, since γ1 = 0,
we know that φ may be written near ∞

φ1(w, z) = w + az + b
z3

w
+ o(|w|1/2),

φ2(w, z) = z + c+ d
z2

w
+ e

z4

w2
+ o(1).

The coefficients a, b, c, d, e are not free.

Lemma 3.2. Under the above definitions and notations, one has a = 2c
and b = d = e = 0.

Proof. We first suppose that φ extends to ∂H2, with the same expansion
near ∞. Let us write a = a0e

iα, b = b0e
iβ , c = c0e

iγ , d = d0e
iδ and e = e0e

iε.
Let P = (t2(1+ iλ), eiθt) with θ, λ ∈ R. We know that �(φ1(P )) ≥ |φ2(P )|2.
Writing 1

1+iλ
= 1√

1+λ2 e
ig(λ) with cos(g(λ)) = 1√

1+λ2 and sin(g(λ)) = −λ√
1+λ2 ,

the expansion near ∞ gives

�(φ1(P )) = t2 +

(
a0 cos(α+ θ) +

b0√
1 + λ2

cos(β + 3θ + g(λ))

)
t+ o(t),

|φ2(P )|2 = t2 + 2

(
c0 cos(γ − θ) +

d0√
1 + λ2

cos(δ + θ + g(λ))+

e0
1 + λ2

cos(ε+ 3θ + 2g(λ))

)
t+ o(t).

Fix any θ ∈ R such that cos(α+ θ) �= 0 and cos(γ− θ) �= 0. Letting λ→ ∞,
we get

a0 cos(α + θ) ≥ 2c0 cos(γ − θ).
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Since this is true for almost every θ, this means a = 2c0 and γ = −α, namely
a = 2c. Coming back to the inequality �(φ1(P )) ≥ |φ2(P )|2, this in turn
implies

b0 cos(β + 3θ + g(λ)) ≥ 2d0 cos(δ + θ + g(λ)) +
2e0√
1 + λ2

cos(ε+ 3θ + 2g(λ))

for any θ, λ ∈ R. The leading term in λ of the left handside of this inequality
is −b0λ√

1+λ2 sin(β + 3θ) whereas at the right handside this is −2d0λ√
1+λ2 sin(δ + θ).

As previously, we obtain b0 sin(β+3θ) ≤ 2d0 sin(δ+θ) for every θ ∈ R. This
is clearly impossible, unless b0 = d0 = 0. This implies also e0 = 0.

For the general case, instead of P , we consider Pτ = (t2(1 + iλ) + τ, eiθt)
with τ > 0 and we write �(φ1(Pτ )) ≥ |φ2(Pτ )|2. Letting τ → 0, we obtain
the same inequality as above and we conclude in a similar way. �

Observe that up to conjugation by an automorphism of H2 of the form
(w, z) �→ (w, eiθz), it is always possible to suppose that a ∈ R

+. Since a is
a multiple of α1 �= 0, one has in fact a > 0. We will keep this assumption
during all this section.

3.2. Behavior near infinity, Step 1

We now suppose that ϕ belongs to D5+ε(e1). Changing slightly the notations
and using the results of Lemma 3.2, we may write, near infinity:

φ1(w, z) = w + 2az + b+ c
z2

w
+ d

z4

w2
+ e

z6

w3
+

+f
z

w
+ g

z3

w2
+ h

z5

w3
+ r

z7

w4
+ s

z9

w5
+O

(
1

|w|1/2+ε/2
)

φ2(w, z) = z + a+ a′
z

w
+ b′

z3

w2
+ c′

z5

w3
+ d′

z7

w4
+

+e′
1

w
+ f ′ z

2

w2
+ g′

z4

w3
+ h′

z6

w4
+ r′

z8

w5
+ s′

z10

w6
+O

(
1

|w|3/2
)

where a > 0. We could expand one more term of φ2. However this is
unnecessary.

Let us introduce some notations. For (w, z) ∈ H2, (w(n), z(n)) means
φ[n](w, z). For M,A > 0, the set KM,A is defined by

KM,A =

{
(w, z) ∈ H2 : �(z) ≥A, �(w) ≥M,

|�(z)|
�(z)

≤ 1

4
and

|�(w)|
�(w)

≤ 1

2

}
.

In particular, on KM,A, �(w) and |w| are comparable. For M,A large
enough, KM,A is preserved by φ. This is easy to check for the conditions
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�(w) ≥ M and �(z) ≥ A. On the other hand, for M,A large enough,
one has |�(φ2(w, z))|

�(φ2(w, z))
≤ |�(z)| + a/8

�(z) + 7a/8
≤ 1

4
.

In a similar way, there exists a constant C > 0 such that

|�(φ1(w, z))|
�(φ1(w, z))

≤ |�(w)| + 2a|�(z)| + C

�(w) + 2a�(z) − C
≤ 1

2

since 2a
(

	(z)
2

− |�(z)|
)
≥ a	(z)

2
≥ 3C

2
provided A is large enough.

Finally, as a matter of notation, for u, v ∈ R
+, u �A1,A2,... v means that

there exists a positive constant C depending only on φ and on A1, A2, . . .
such that u ≤ C × v. We just write u � v if C depends only on φ.

Lemma 3.3. Let K be a compact subset of H2, M,A>0. There exists n0∈N

such that, for every (w, z) ∈ K, (w(n), z(n)) ∈ KM,A for every n ≥ n0.

Proof. There exists a neighbourhood V of ∞ in H2 and C > 0 such that,
for any (w, z) ∈ V ,

�(φ1(w, z)) −�(w) − 2a�(z) ≥ −C and �(φ2(w, z)) − �(z) ≥ a/2.

By the Denjoy-Wolff theorem, there exists a natural number k1 such that
k ≥ k1 =⇒ (w(k), z(k)) ∈ V . Now, for k ≥ k1, one has

�(z(k)) ≥ min
(w′,z′)∈K

�(z′(k1)) + (k − k1)a/2 ≥ max(A,C/a)

for k ≥ k2. In the same vein, for k ≥ k2, we get

�(w(k)) ≥ min
(w′,z′)∈K

�(w′(k2)) + (k − k2)C ≥ M

for k large enough. On the other hand, we have eventually |�(z(k + 1))| ≤
|�(z(k)|+ a

10
. Combining this with the inequality above, we get |
(z(k))|

	(z(k))
≤ 1

4

as soon as k is large enough. The proof of the last inequality follows exactly
the same lines. �

Our method to construct the map σ is based on a very careful analysis of
the behavior of (w(n), z(n)) followed by a suitable normalization. The pre-
vious lemma allows us to restrict the study to the case where (w, z) belongs
to KM,A with M and A as large as necessary. We obtain a first estimate on
the behavior of (w(n), z(n)) thanks to the asymptotic expansion of φ. Next,
if we introduce this estimate into the expansion, then we get a better esti-
mate. We will repeat the process as many times as necessary. Moreover, we
have to keep precise estimations to ensure that σ is holomorphic, nonzero,
and satisfies some inequalities near infinity. We begin with the first step.
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Lemma 3.4. For M,A large enough, for any (w, z) ∈ KM,A, the following
estimates hold true:

|z| + n � |z(n)| � |z| + n

�(w) + n2 � �(w(n)) � �(w) + n2.

Proof. For M,A large enough, KM,A is stable by φ and one has, for any
(w, z) ∈ KM,A:

|�(φ1(w, z)) −�(w) − 2a�(z)| ≤ 1,

|φ2(w, z) − (z + a)| ≤ a/2.

In particular, the second inequality gives |z(n)−na−z| ≤ na
2

, which in turn
implies the first assertion of the lemma. For the second one, observe that

|�(w(n)) − �(w) − 2a�(z(0) + · · ·+ z(n− 1))| ≤ n.

Using ak
2

+ �(z) ≤ �(z(k)) ≤ 3ak
2

+ �(z), we get the result. �

Proposition 3.5. For M,A large enough, for any (w, z) in KM,A one has:

(a) |z(n) − na| � log(n+ 1) + |z|,
(b) |w(n) − n(n− 1)a2| � n log(n + 1) + n|z| + |w|.
Proof.

a) Let us write z(n) = na+z′(n). Using the expansion of φ and Lemma 3.4,
we get:

|z′(n+ 1) − z′(n)| � |z(n)|
|w(n)| +

|z3(n)|
|w2(n)| +

|z5(n)|
|w3(n)| +

|z7(n)|
|w4(n)| +

1

|w(n)|
� 1

|w(n)|1/2

� 1

n+ 1
.

Summing the differences z′(n+ 1)− z′(n) and using z′(0) = z, we obtain
assertion a).

b) We write now w(n) = n(n− 1)a2 + w′(n). The expansion gives:

|w′(n + 1) − w′(n)| � |z(n) − na| + 1

� log(n + 1) + |z| + 1.

We conclude as above. �
In particular, the result of Proposition 3.5 shows that for the parabolic

non-diagonalizable case the orbits of φ mimic very well the orbits of the cor-
responding linear fractional map. It is interesting to compare this property
with the example of Section 4.6.
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3.3. Behavior near infinity, Step 2

To go further in the expansion of w(n) and z(n), we need to have an es-
timation of the following terms in the expansion of φ. This will be done
thanks to the results of Step 1. We begin with the terms coming from the
expansion of φ2:

Lemma 3.6. For M,A large enough, for any δ ∈ (0, 1), for any (w, z) ∈
KM,A, for any n ≥ 1, one has∣∣∣∣ z(n)

w(n)
− 1

an

∣∣∣∣ � log(n + 1)

n2
+

|w|δ
(n + 1)1+2δ

.

The same holds true for
∣∣∣ z3(n)
w2(n)

− 1
an

∣∣∣, ∣∣∣ z5(n)
w3(n)

− 1
an

∣∣∣, ∣∣∣ z7(n)
w4(n)

− 1
an

∣∣∣.
Proof. Since the proofs are similar, we just proceed with the last term. We
write

z7(n)

w4(n)
− 1

an
=
anz7(n) − w4(n)

anw4(n)
=
an(z7(n) − (an)7) − (w4(n) − (an)8)

anw4(n)
.

Using successively the mean value theorem, Lemma 3.4 and Proposition 3.5,
we have:

|z7(n) − (an)7| ≤ 7 max(|z(n)|6, (an)6)|z(n) − an|
� (log(n + 1) + |z|)(n + |z|)6.

In a similar way, one gets

|w4(n) − (an)8| � (n log(n+ 1) + n|z| + |w|)(n2 + n|z| + |w|)3.

On the other hand, one has:

(n+ |z|)6 ≤ (n + |w|1/2)6 � (n2 + |w|)3

and
(n2 + n|z| + |w|)3 � (n2 + |w|)3.

Using |w(n)| ≥ �(w(n)) � n2 + �(w) ≥ n2 + |w| on KM,A, we get:∣∣∣∣ z7(n)

w4(n)
− 1

an

∣∣∣∣ � n log(n+ 1) + n|w|1/2 + |w|
n(n2 + |w|) .

To conclude, it suffices to observe that

|w|1/2
n2 + |w| ≤

|w|δ
n2δ

and
|w|

n(n2 + |w|) ≤ |w|δ
n1+2δ

.

�
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Lemma 3.7. For M,A large enough, for any δ ∈ (0, 1), for any (w, z) ∈
KM,A, for any n ≥ 1, one has:

∣∣∣z2(n)

w(n)
− 1
∣∣∣ � log(n+ 1)

n
+

|w|1/2
n

+
|w|
n2
.

The same holds true for
∣∣∣ z4(n)
w2(n)

− 1
∣∣∣ and

∣∣∣ z6(n)
w3(n)

− 1
∣∣∣.

We omit the proof which is very similar (see also Lemma 3.11 below).
We are ready to obtain two other terms in w(n) and z(n).

Proposition 3.8. For M,A large enough, there exists a holomorphic func-
tion D(w, z) on KM,A such that, for any (w, z) in KM,A:

(a)
∣∣∣z(n)−na− (a′+b′+c′+d′)

a
log(n+ 1)−D(w, z)

∣∣∣ � log(n+ 1)

n
+

|w|1/2
n

,

and for any δ ∈ (0, 1), |D(w, z) − z| �δ |w|δ.

(b)
∣∣∣w(n) − n(n− 1)a2 − 2(a′ + b′ + c′ + d′)n log(n + 1) − (2aD(w, z)

−2(a′+b′+c′+d′)+(b+c+d+e)
)
n
∣∣∣ � |w|1/2 log(n+1)+log2(n+1)+ |w|.

Proof. (a) Let us write z(n) = na + (a′+b′+c′+d′)
a

log(n + 1) + z′(n). The
expansion of φ2 gives

z′(n + 1) − z′(n) = a′
( z(n)

w(n)
− 1

an

)
+ b′

( z3(n)

w2(n)
− 1

an

)

+ c′
( z5(n)

w3(n)
− 1

an

)
+ d′

( z7(n)

w4(n)
− 1

an

)
+
εn(w, z)

n2
,

where εn is bounded on KM,A independently of n. Using the result of
Lemma 3.6, we have ∑

n≥0

|z′(n + 1) − z′(n)| �δ |w|δ.

Hence the sequence (z′(n)) converges uniformly on KM,A to a holomorphic
function D. Moreover, since z′(0) = z the previous inequality becomes
|D(w, z) − z| �δ |w|δ. Let us write now

z(n) = na+
(a′ + b′ + c′ + d′)

a
log(n+ 1) +D(w, z) + z′′(n)

where z′′(n) goes to 0 as n goes to infinity.
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Applying Lemma 3.6 with δ = 1/2, we have

|z′′(n + 1) − z′′(n)| � log(n+ 1)

n2
+

|w|1/2
n2

.

Finally this gives

|z′′(n)| ≤
∑
k≥n

|z′′(k + 1) − z′′(k)| � log(n+ 1)

n
+

|w|1/2
n

as desired. Concerning (b), we write

w(n) =n(n− 1)a2 + 2(a′ + b′ + c′ + d′)n log(n + 1)

+
(
2aD(w, z) − 2(a′ + b′ + c′ + d′) + b+ c+ d+ e)

)
n+ w′(n).

We have

w′(n + 1)−w′(n) = 2a

(
z(n) − na− (a′+b′+c′+d′)

a
log(n+ 1) −D(w, z)

)

+ c
(z2(n)

w(n)
− 1
)

+ d
( z4(n)

w2(n)
− 1
)

+ e
( z6(n)

w3(n)
− 1
)
.

Lemma 3.7 and the first part of the proof of this proposition ensures that

|w′(n + 1) − w′(n)| � log(n + 1)

n
+

|w|1/2
n

+
|w|
n2
.

The result of Proposition 3.8 follows now from a summation as before. �

3.4. Behavior near infinity, Step 3

We have almost done the work for z(n). However, we need to have a constant
term in w(n) and this requires to go further in the expansion of z(n). To
this aim, we need to have an estimation of the remaining terms coming from
the expansion of φ2 and also to improve the content of Lemmas 3.6 and 3.7.

Lemma 3.9. For M,A large enough, for any δ ∈ (0, 1), for any j ≥ 0,
one has: ∣∣∣∣ z2j(n)

w1+j(n)
− 1

a2n2

∣∣∣∣ �j
log(n + 1)

n3
+

|w|δ
n2+2δ

,∣∣∣∣ 1

w1+j(n)
− 1

(a2n2)1+j

∣∣∣∣ �j
log(n + 1)

n2+2j+1
+

|w|δ
n2+2j+2δ

.
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Proof. Using successively the mean value theorem and Proposition 3.5, one
has:∣∣∣∣ z2j(n)

w1+j(n)
− 1

a2n2

∣∣∣∣ � 1

n2

∣∣∣∣n2a2(z2j(n) − (a2n2)2j) − (w1+j(n) − (a2n2)1+j)

w1+j(n)

∣∣∣∣
�j

1

n2(n2 + |w|)1+j

(
n2(n+ |w|1/2)2j−1(log(n+ 1) + |w|1/2)+

+ (n log(n + 1) + n|w|1/2 + |w|)(n2 + n|w|1/2 + |w|)j
)

�j
(n log(n+ 1) + n|w|1/2 + |w|)(n2 + |w|)j

n2(n2 + |w|)1+j

�j
n log(n+ 1) + n|w|1/2 + |w|

n2(n2 + |w|) .

We conclude as in Lemma 3.6. The proof for
∣∣ 1
w1+j(n)

− 1
(a2n2)1+j

∣∣ is the same.
�

Lemma 3.10. Let j ≥ 0. There exist two complex numbers θ1 and θ2 such
that, for M , A large enough, for any δ ∈ (0, 1/2), for any (w, z) ∈ KM,A,
for any n ≥ 1, one has:∣∣∣∣z1+2j(n)

w1+j(n)
− 1

an
− θ1 log(n + 1)

n2
− θ2
n2

+
D(w, z)

a2n2

∣∣∣∣�δ,j
log2j+1(n+ 1)|w|1/2+δ

n2+2δ
.

Proof. For the sake of clarity, we set:

Z(n) = na+
a′ + b′ + c′ + d′

a
log(n+ 1) +D(w, z),

W (n) = n(n− 1)a2 + 2(a′ + b′ + c′ + d′)n log(n+ 1) +

+(2aD(w, z) − 2(a′ + b′ + c′ + d′) + (b+ c+ d+ e))n.

We argue as in Lemma 3.6, replacing Proposition 3.5 by the better Propo-
sition 3.8. Thus, we write:

z1+2j(n)

w1+j(n)
− 1

an
=

1

anw1+j(n)

(
an
(
z1+2j(n)−Z1+2j(n)

)−(w1+j(n)−W 1+j(n)
))

+
1

anw1+j(n)

(
anZ1+2j(n) −W 1+j(n)

)
.

On the one hand, Proposition 3.8 and the mean value theorem give:∣∣w1+j(n) −W 1+j(n)
∣∣

anw1+j(n)
�j

(|w|1/2 log(n+ 1) + log2(n+ 1) + |w|)(n2 + |w|)j
n(n2 + |w|)1+j

.
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If we observe that

|w|1/2 log(n+ 1)

n.(n2 + |w|) ≤ |w|1/2−δ
|w|1/2−δ ×

|w|δ log(n+ 1)

nn2(1/2+δ)

and that
|w|

n(n2 + |w|) ≤ |w|1/2−δ
|w|1/2−δ ×

|w|1/2+δ
nn2(1/2+δ)

,

then we get the appropriate estimates for this part of the sum. The same rea-
soning applies for n|z1+2j(n)−Z1+2j(n)|. It remains to consider naZ1+2j(n)−
W 1+j(n). We expand the products and we remark that the terms in n2+2j

vanish. We then find

n1+2j
(
µ1log(n+1)+µ2−a2j+1D(w, z)

)
+
∑

k≤2j−1

nk+1
∑

l+m≤2j+1−k
θk,l,m logl(n+1)D(w, z)m

where the µi’s and the θk,l,m’s are complex numbers. Furthermore, we have:∣∣∣∣n1+2j
(
µ1log(n+1)+µ2− a2j+1D(w, z)

)
naw1+j(n)

− µ1log(n+1)+µ2− a2j+1D(w, z)

a2j+3n2

∣∣∣∣
�j (log(n+ 1) + |w|δ)

∣∣∣∣ n1+2j

naw1+j(n)
− 1

a2j+3n2

∣∣∣∣
�j (log(n+ 1) + |w|δ)n2j

∣∣∣∣ 1

w1+j(n)
− 1

(a2n2)1+j

∣∣∣∣
�j (log(n+ 1) + |w|δ) ×

(
log(n+ 1)

n3
+

|w|δ
n2+2δ

)
.

This gives also a correct majoration, since 2δ ≤ 1/2 + δ for δ ∈ (0, 1/2). To
conclude, we study the last term: for k ≤ 2j − 1, l,m ≥ 0 with l + m ≤
2j − 1 + k and m ≥ 1, one has:∣∣nk+1 logl(n+ 1)Dm(w, z)

∣∣
|naw1+j(n)| � nk+1 logl(n + 1)|w|m/2

n(n2 + |w|)1+j

� logl(n+ 1)|w|m/2
(n2 + |w|)1+j−k/2

� logl(n + 1)|w|1/2+δ
n2(1+j−k/2−(m−1)/2+δ)

.

Now, j − (m− 1)/2 − k/2 ≥ l/2 ≥ 0, and l ≤ 2j + 1, which finally implies∣∣nk+1 logl(n + 1)Dm(w, z)
∣∣

|naw1+j(n)| �δ,j
log2j+1(n + 1).|w|1/2+δ

n2+2δ
.

If m=0, then the previous inequality holds trivially true, using k ≤ 2j − 1.
�
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Lemma 3.11. Let j ≥ 1. There exists a complex number θ1 such that, for
any δ ∈ (0, 1/2), for any M,A large enough, for any (w, z) ∈ KM,A:∣∣∣∣z2j(n)

wj(n)
− 1 − θ1

n

∣∣∣∣ �δ,j
|w|1+2δ log2j(n+ 1)

n1+2δ
.

Proof. As above, we write

z2j(n)

wj(n)
− 1 =

(
z2j(n) − Z2j(n)

)− (wj(n) −W j(n)
)

wj(n)
+
Z2j(n) −W j(n)

wj(n)
.

Our (now classical!) argument shows that

|wj(n) −W j(n)|
|wj(n)| ,

|z2j(n) − Z2j(n)|
|wj(n)| �δ,j

log2(n + 1)

n2
+

|w|1/2+δ
n1+2δ

.

Moreover, when we compute Z2j(n)−W j(n), the terms in n2j , n2j−1log(n+1)
and D(w, z)n2j−1 simplifies. We obtain a sum like

µ1n
2j−1 +

∑
k≤2j−2

nk
∑

l+m≤2j−k
θk,l,m logl(n+ 1)D(w, z)m.

We proceed as above to show the existence of θ1 such that∣∣∣∣Z2j(n) −W j(n)

wj(n)
− θ1
n

∣∣∣∣ �δ,j
log2j(n+ 1)|w|1/2+δ

n1+2δ
.

�
It is time to build the second component of σ.

Proposition 3.12. For M,A large enough, there exists a holomorphic func-
tion E(w, z) on KM,A and complex numbers θ1, θ2, θ3, θ4, θ5 with θ3 =
a′+b′+c′+d′

a2
such that, for any (w, z) in KM,A, for any δ ∈ (0, 1/2), one has:

(a)
∣∣∣z(n) − na− (a′ + b′ + c′ + d′)

a
log(n+ 1) −D(w, z) − θ1 log(n + 1)

n

− θ2
n

− θ3D(w, z)

n

∣∣∣ �δ
|w|1/2+δ log7(n+ 1)

n1+2δ
.

(b) w(n) − n(n− 1)a2 − 2(a′ + b′ + c′ + d′)n log(n+ 1) − (2aD(w, z)

− 2(a′ + b′ + c′ + d′) + (b+ c+ d+ e)
)
n− θ4 log2(n + 1)

− θ5 log(n+ 1) − 2aθ3D(w, z) log(n+ 1) −E(w, z) = o(1),

with |E(w, z) − w| �δ |w|1/2+δ.
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Proof. (a) As usual, we write

z(n) = na+

(
a′ + b′ + c′ + d′

a

)
log(n+ 1) +D(w, z) + z′(n)

and we use the expansion of φ2 to estimate z′(n+ 1) − z′(n):

z′(n+ 1) − z′(n) = a′
( z(n)

w(n)
− 1

an

)
+ b′

( z3(n)

w2(n)
− 1

an

)
+ c′

( z5(n)

w3(n)
− 1

an

)

+ d′
( z7(n)

w4(n)
− 1

an

)
+

e′

w(n)
+ f ′ z

2(n)

w2(n)
+ g′

z4(n)

w3(n)

+ h′
z6(n)

w4(n)
+ r′

z8(n)

w5(n)
+ s′

z10(n)

w6(n)
+
Mn(w, z)

n3
,

where Mn is bounded (independently of n) on KM,A. Fix δ ∈ (δ, 1/2). Using
Lemma 3.9 and Lemma 3.10, we find complex numbers µ1, µ2 such that:∣∣∣∣z′(n+ 1) − z′(n) − µ1 log(n + 1)

n2
− µ2

n2
+
a′ + b′ + c′ + d′

a2n2
D(w, z)

∣∣∣∣
�δ

|w|1/2+δ log7(n+ 1)

n2+2δ
.

This gives (a) by a summation and the triangle inequality. The sum is now
from n to +∞ (this explains the sign of θ3) and we use the fact that z′(n)
tends to 0 as n goes to +∞.

(b) We write now, with the notations of Lemma 3.10, w(n) = W (n)+w′(n).
The expansion of φ1 near infinity implies:

w′(n + 1) − w′(n) = −2na2 − 2(a′ + b′ + c′ + d′) log(n+ 1) − 2aD(w, z)

− (b+ c+ d+ e) + 2az(n) + b+ c
z2(n)

w(n)
+ d

z4(n)

w2(n)

+ e
z6(n)

w3(n)
+ f

z(n)

w(n)
+ g

z3(n)

w2(n)
+ h

z5(n)

w3(n)
+ r

z7(n)

w4(n)

+ s
z9(n)

w5(n)
+
t

n
+
M1,n(w, z)

n1+ε
,

the function M1,n being bounded (independently on n) on KM,A. We replace
2az(n) by the expression obtained in part (a) of this proposition, the rest
being M2,n(w, z) with

|M2,n(w, z)| �δ
|w|1/2+δ log7(n + 1)

n1+2δ
.
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Next, we replace z2(n)
w(n)

by 1 + γ1
n

+M3,n(w, z) with

|M3,n(w, z)| �δ
|w|1/2+δ log2(n + 1)

n1+2δ
.

We do the same for z4(n)
w2(n)

z6(n)
w3(n)

and we replace z(n)
w(n)

by 1
an

+M4,n(w, z) with

|M4,n(w, z)| �δ
|w|δ
n1+2δ

+
log(n + 1)

n2

(the same for z3(n)
w2(n)

, . . . , z9(n)
w10(n)

). We finally find:∣∣∣w′(n + 1) − w′(n) − θ4
log(n + 1)

n
− θ5
n

− 2aθ3
D(w, z)

n

∣∣∣(3.3)

�δ
|w|1/2+δ log7(n+ 1)

n1+2δ
+

1

n1+ε
.

Hence, w′(n) − θ4 log2(n + 1) − θ5 log(n + 1) − 2aθ3D(w, z) log(n + 1) con-
verges uniformly on KM,A to a holomorphic function E. Moreover (3.3) and
w′(0) = w ensure that

|E(w, z) − w| �δ |w|1/2+δ.
�

In the previous proposition, the precise value of θ1, θ2, θ4 and θ5 can be
computed but is unimportant. On the contrary, the value of θ3 is crucial for
the simplification which appears in the forthcoming argument.

3.5. Proof of Theorem 3.1

Our candidate for the function σ is σ = (E,D) which is defined only onKM,A

(but satisfies the appropriate estimates of Theorem 3.1 on Ω = KM,A). Take
now K any compact subset of H2. There exists an integer n0 such that,
for n ≥ n0, the sequence (w(n), z(n)) belongs to KM,A. Hence, the whole
estimates given by the previous lemmas and propositions remain true if we
suppose everywhere n ≥ n0 and if we replace (w, z) by (w(n0), z(n0)). In
particular, we may extend the definitions of E and D to K where they are
still holomorphic and satisfy

D(w, z) = lim
n→+∞

(
z(n) − na− a′ + b′ + c′ + d

a
log(n + 1)

)
E(w, z) = lim

n→+∞

(
w(n) − n(n− 1)a2 − 2(a′ + b′ + c′ + d′)n log(n + 1)

− (2aD(w, z) − 2(a′+b′+c′+d′)+(b+c+d+e)
)
n− θ4 log2(n+1)

− θ5 log(n+ 1) − 2
(a′ + b′ + c′ + d′)

a
D(w, z) log(n + 1)

)
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(the only thing that we do not keep is the asymptotic evaluation of D and E,
because now we just consider sums between n0 and +∞ and w′(n0) �= w).
We claim that σ ◦ φ = τ ◦ σ for τ an appropriate generalized Heisenberg
translation. Indeed, one has:

D ◦ φ(w, z) = lim
n→+∞

(
z(n + 1) − na− a′+b′+c′+d′

a
log(n + 1)

)
= lim

n→+∞
(
z(n + 1) − (n + 1)a− a′+b′+c′+d′

a
log(n+ 2)

)
+ a

= D(w, z) + a.

Using this, we also have

E ◦ φ(w, z) =

= lim
n→+∞

(
w(n+1) − n(n− 1)a2 − 2(a′+b′+c′+d′)n log(n+1)

− (2aD ◦ φ(w, z) − 2(a′+b′+c′+d′)+(b+c+d+e)
)
n

− θ4 log2(n+1) − θ5 log(n+1) − 2
a′+b′+c′+d′

a
D ◦ φ(w, z) log(n+1)

)
= lim

n→+∞

(
w(n+1) − n(n+1)a2 − 2(a′+b′+c′+d′)(n+1) log(n+2)

− (2aD(w, z) − 2(a′+b′+c′+d′)+(b+c+d+e)
)
(n+1)

− θ4 log2(n+2) − θ5 log(n+2) − 2
a′+b′+c′+d′

a
D(w, z) log(n+2)

+ 2(a′+b′+c′+d′) log(n+1)+2(a′+b′+c′+d′)+2aD(w, z)

+ 2(a′+b′+c′+d′)+(b+c+d+e)− 2(a′+b′+c′+d′) log(n+1)
)

= E(w, z) + 2aD(w, z) + (b+c+d+e).

Thus, σ ◦ φ = τ ◦ σ with τ(w, z) = (w + 2az + (b+ c+ d+ e), z + a).

Remark 3.13. Taking for instance δ = 1/4 in Theorem 3.1, we have for
any (w, z) ∈ H2:

|D ◦ φ[n](w, z) − φ
[n]
2 (w, z)| = o(|φ[n]

1 (w, z)|1/4).

Using the asymptotic behavior of φ
[n]
1 (w, z) and φ

[n]
2 (w, z), this means that

we have

|D ◦ φ[n](w, z) − φ
[n]
2 (w, z)| = o(φ

[n]
2 (w, z))

which corresponds to the estimations that we will have in the hyperbolic
case.
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Remark 3.14. We may observe that the linearization of the first and of
the second coordinates have to be done simultaneously. This will not be the
case for the hyperbolic maps, where the study of the first coordinate will be
considerably easier.

Remark 3.15. We cannot improve in general the estimations on E and D.
For instance, we cannot have E(w, z) − w = O(|w|1/2). Indeed, we know
that E ◦ φ[n](1, 0) = n2a2 +O(n) via the functional equation whereas

φ
[n]
1 (1, 0) +O(|φ[n]

1 (1, 0)|1/2) = n2a2 + 2(a′ + b′ + c′ + d′)n log(n+ 1) +O(n).

Remark 3.16. It should be observed that the model map τ is not unique.
Indeed, if (E,D) satisfies (E,D) ◦ φ = (E + 2αD + β,D + β) and if we set
E1 = E +D, then E1 ◦ φ = E1 + 2αD+ β +α. On the other hand, if we fix
the model map τ(w, z) = (w+ 2αz+ β, z+ β) and if (E,D) is a solution to
(E,D) ◦ φ = τ ◦ (E,D), then any couple (E1, D1) with E1 = E + θ1D + θ2,
D1 = D+ θ1 remains a solution. Does there exist another kind of solutions?
The analog problem in the one-dimensional case (the uniqueness in Abel’s
equation) was solved quite recently (see [11]).

4. The hyperbolic case

4.1. Presentation of the results

Throughout this section, we suppose that ϕ ∈ D2(e1) and that λ1 < 1. This
is the hyperbolic case and the application φ may be written

φ(w, z) =

(
λ∞w

1 − γ∞ z2

w+1

+ o(|w + 1|), µ∞z

1 − γ∞ z2

w+1

+O(1)

)
.

This case has already been considered by Bracci and Gentili in [9] when
γ∞ = 0 (or equivalently when γ1 = 0, namely when there is no pure term
in z2 in the expansion of ϕ1, see also [9, Remark 1.6]). Their result with
ε = 1/2 reads:

Bracci-Gentili’s Theorem. Let ϕ ∈ D3(e1) with γ∞ = 0, λ∞ > 1 and

|µ∞| > λ
1/4
∞ . Then there exists a holomorphic map σ = (E,D) : H2 → C2

such that
σ ◦ φ(w, z) = (λ∞E(w, z), µ∞D(w, z)).

Moreover,

E(w, z) − w = O(|w|1/2) and D(w, z) − z = O(|w|1/4).
σ is the unique map with the previous properties. In the case where |µ∞| ≤
λ

1/4
∞ , the conclusion remains true for the first coordinate.



790 F. Bayart

Our job in this section consists in building a linear fractional model with-
out any assumption on γ∞ and µ∞. We remark that using (2.3) the condition

|µ∞|2 = λ∞ implies that γ∞ = 0 and |µ∞| > λ
1/4
∞ , a case that is already

covered by Bracci-Gentili’s theorem. Thus we may suppose that |µ∞| < λ2
∞.

Theorem 4.1. Let ϕ ∈ D2(e1) with λ∞ > 1, 0 < |µ∞| < λ2
∞ and α∞ �= 0

if µ∞ = 1. Let m = 4 if |µ∞|λ∞ > 1 and the least integer such that

|µ∞|λm/2−1
∞ > 1 otherwise. We assume that ϕ ∈ Dm(e1) and we suppose

also that λk∞µ∞ �= 1 for any integer k. Then there exists a holomorphic map
σ = (E,D) : H2 → C2 such that

σ ◦ φ(w, z) = (λ∞E(w, z), µ∞D(w, z)) if µ∞ �= 1

σ ◦ φ(w, z) = (λ∞E(w, z), D(w, z) + α∞) if µ∞ = 1.

Moreover, there is a domain Ω such that, for any (w, z) ∈ H2, φ
[n](w, z) ∈ Ω

for n large enough and such that

E(w, z) − w = o(|w|) when (w, z) → ∞ along Ω,

|D(w, z) − z| ≤ P (|z|)
|w| for (w, z) ∈ Ω

where P is a polynomial. Moreover, E is the unique map with the previous
properties and it exists under the weaker assumption ϕ ∈ D3(e1).

The proof of this theorem will be rather long. It begins with the con-
struction of domains such that one of them will be Ω and with a first analysis
on the behavior of z2(n)/w(n) on this domain. We then linearize the first
coordinate and we construct E. The study of the second one is easier when
|µ∞|λ∞ > 1 and we first exhibit D in this case (the value µ∞ = 1 requires
particular attention). If |µ∞|λ∞ ≤ 1, we have to take into account high-
order terms in the expansion of φ2. That is the reason why the regularity
of ϕ must increase when |µ∞| decreases. Finally, “resonances” will appear
when |µ∞|λk∞ = 1 for an integer k. We will observe that in this case we can-
not expect to obtain a linear fractional model under reasonable conditions
on the behavior of D near infinity. In such a case, we will provide another
type of model map.

4.2. Three lemmas on the behavior near infinity

We retain the notations of Section 3, especially for (w(n), z(n)) and �K .
As for the parabolic non-diagonalizable case, our first job is to find do-
mains LM stable under φ and to prove that the sequences (w(n), z(n)) lie
eventually in these domains, uniformly on compact subsets of H2.
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Thus, for M > 0, we set

LM :=

{
(w, z) ∈ H2 : |w| > M and

|z|
|w + 1|1/2 <

1

log |w + 1|
}
.

Lemma 4.2. Let ϕ∈ D3(e1) with λ∞>1, |µ∞|2<λ∞, let κ >max
(

1

λ
1/2
∞
, |µ∞|
λ
1/2
∞

)
.

We may find M > 0 such that

1. LM is stable under φ.

2. For any (w, z) in LM ,

|z(n)|
|w(n) + 1|1/2 �κ κ

n |z| + 1

|w + 1|1/2 .

Proof. Let 1 < λ′ < λ∞ < λ′′ and µ′ > |µ∞|. For M large enough, the
expansion of φ near infinity gives for any (w, z) in LM :

λ′|w + 1| ≤ |φ1(w, z) + 1| ≤ λ′′|w + 1|
|φ2(w, z)| ≤ µ′|z| + A

where A ∈ R+. This implies:

|φ2(w, z)|
|φ1(w, z) + 1|1/2 ≤ µ′

λ′1/2
|z|

|w + 1|1/2 +
A

λ′1/2|w + 1|1/2

≤ µ′

λ′1/2
1

log |φ1(w, z) + 1| − log(λ′′)
+

A

λ′1/2|w + 1|1/2 .

If we choose µ′ and λ′ with κ0 = µ′/λ′1/2 < 1 and if we choose M large
enough we obtain

|φ2(w, z)|
|φ1(w, z) + 1|1/2 ≤ 1

log |φ1(w, z) + 1|
which means that LM is stable under φ. Finally, an easy induction shows
that, provided (w, z) ∈ LM :

|z(n)|
|w(n) + 1|1/2 ≤ κn0

( |z|
|w + 1|1/2 +

A

λ′1/2

n−1∑
j=0

κ−j−1
0 |w(j) + 1|−1/2

)

� κn0

( |z|
|w + 1|1/2 +

n−1∑
j=0

1

µ′j|w + 1|1/2
)

� κn0
|z|

|w + 1|1/2 +
κn0 − κn0/µ

′n

1 − 1/µ′
1

|w + 1|1/2 .

It suffices now to arrange λ′ and µ′ so that κ0 and κ0/µ
′ are less than κ. �
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We point out the interest of working with LM : the term 1

1−γ∞ z2

w+1

does

not play any important role in the estimations when (w, z) belongs to LM as
this appears clearly in the previous argument. Our aim is now to prove that
for a given (w, z) ∈ H2, (w(n), z(n)) lies eventually in LM , M > 0. This
control of |z2(n)|/|w(n) + 1| will be done in two steps.

Lemma 4.3. Let ϕ ∈ D2(e1) with λ∞ > 1 and |µ∞|2 < λ∞. For any (w, z)

in H2, there exists ω ∈ (0, 1) such that |z2(n)|
|w(n)+1| ≤ ω.

Proof. This follows from [10, Section 3]. Indeed, since ϕ is a self-map of B2

which is of hyperbolic type, the orbit ϕ[n](w̃, z̃) stays in a Korányi approach
region at e1 for every (w̃, z̃) ∈ B2, namely

|1 − ϕ
[n]
1 (w̃, z̃)|

1 − ‖ϕ[n](w̃, z̃)‖2
≤M

for some constant M < +∞. Translating this information into the language
of the Siegel half-plane, this gives

|w(n) + 1|
�(w(n)) − |z(n)|2 ≤M ′

which can be rewritten

|z(n)|2
|w(n) + 1| ≤

�(w(n))

|w(n) + 1| −
1

M ′ ≤ 1 − 1

M ′ .

�

Lemma 4.4. Let ϕ ∈ D3(e1) with λ∞ > 1 and |µ∞|2 < λ∞. Let K be a
compact subset of H2 and let M > 0. There exists an integer n0 such that,
for every n ≥ n0, for any (w, z) ∈ K, (w(n), z(n)) belongs to LM .

Proof. By compactness of K, it suffices to prove the existence of n0 for a

single (w, z). Let ω ∈ (0, 1) be given by Lemma 4.3 and let κ = |µ∞|2
λ∞|1−γ∞ω| .

We observe that κ < 1: this follows from the assumption |µ∞|2 < λ∞ if
γ∞ = 0 and from (2.3) otherwise. On the other hand, writing the expansion
of φ near infinity as

φ1(w, z) + 1 =
λ∞(w + 1)

1 − γ∞ z2

w+1

(
1 +O(|w + 1|−1/2)

)
,(4.1)

φ2(w, z) =
µ∞

1 − γ∞ z2

w+1

(
z +O(1)

)
,
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we get

φ2(w, z)
2

φ1(w, z) + 1
=

µ2
∞

λ∞
(
1 − γ∞ z2

w+1

) z2

w + 1
+O(|w + 1|−1/2).

In particular, one has

|z(n + 1)|2
|w(n+ 1) + 1| ≤ κ

|z(n)|2
|w(n) + 1| +

A

|w(n) + 1|1/2 ,(4.2)

where A > 0. To conclude, we apply Wolff’s lemma which shows in par-
ticular that |w(n) + 1| ≥ �(w(n)) + 1 �(w,z) λ

n
∞. Coming back to (4.2) an

induction shows:

|z(n)|2
|w(n) + 1| �(w,z) κn

(
1 +

n−1∑
j=0

1

λ
j/2
∞ κj

)

�(w,z) κn +
1

λ
n/2
∞

.

Finally, equation (4.1) shows that |w(n)+1| � (λ′)n|w+1| for some positive
constant λ′. Taking the logarithm, we get the lemma. �

4.3. Linearization of the first coordinate

The study of the first coordinate is much easier in the hyperbolic case than
the study of the second one.

Proposition 4.5. Let ϕ ∈ D3(e1) with λ∞ > 1 and |µ∞|2 < λ∞. There
exists a holomorphic function E : H2 → C such that

E ◦ φ = λ∞E.

Moreover, for M large enough, one has E(w, z)−w=o(|w|) when (w, z)→ ∞
along LM . E is the unique map with the previous properties.

Proof. In view of Lemma 4.4, it suffices to construct E on the set LM given
by Lemma 4.2. Hence, consider (w, z) ∈ LM and write

φ1(w, z) =
λ∞w

1 − γ∞ z2

w+1

+ ε1(w, z) where |ε1(w, z)| � |w + 1|1/2.

By induction, we get

w(n)=λn∞

(( n−1∏
j=0

1

1−γ∞ z2(j)
w(j)+1

)
w+

n−1∑
j=0

( n−1∏
k=j+1

1

1−γ∞ z2(k)
w(k)+1

)
ε1(w(j), z(j))

λj+1
∞

)
.
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Now, an application of Lemma 4.2 with κ < 1 gives∑
j≥0

|z(j)|2
|w(j) + 1| � |z|2 + 1

|w + 1| � 1.

This gives successively, for any n ≥ 1 and any 0 ≤ j ≤ n− 1

n−1∏
k=j+1

∣∣∣∣ 1

1 − γ∞
z2(j)
w(j)+1

∣∣∣∣ � 1

and∣∣∣∣
n−1∏
k=j+1

1

1−γ∞ z2(j)
w(j)+1

− 1

∣∣∣∣ ≤
n−1∑
k=j+1

(
n−1∏
l=k+1

∣∣∣∣ 1

1−γ∞ z2(l)
w(l)+1

∣∣∣∣
) ∣∣∣∣ 1

1−γ∞ z2(k)
w(k)+1

− 1

∣∣∣∣
�

n−1∑
k=j+1

|z2(k)|
|w(k) + 1|

� |z|2 + 1

|w + 1| .(4.3)

Moreover, using the notations of the proof of Lemma 4.2, one has

|ε1(w(j), z(j))| � |w(j) + 1|1/2 ≤ (λ′′)j/2|w + 1|1/2.
If we choose (λ′′)1/2 < λ∞ and if we adapt the choice of M accordingly, we

finally get that |w(n)|
λn∞

converges uniformly on LM to a holomorphic function E
satisfying

|E(w, z)−w| � lim sup
n

∣∣∣∣
n−1∏
j=0

1

1−γ∞ z2(j)
w(j)+1

− 1

∣∣∣∣|w| +
+∞∑
j=0

(
(λ′′)1/2

λ∞

)j
|w + 1|1/2

� |z|2 + |w + 1|1/2.
This gives the estimation, since when (w, z) → ∞ along LM one has |z|2 =
o(|w|). E satisfies the functional equation E ◦ φ = λ∞E since

E ◦ φ(w, z) = lim
n→+∞

w(n+ 1)

λn∞
= λ∞ lim

n→+∞
w(n+ 1)

λn+1∞
= λ∞E(w, z).

Let us conclude by showing the uniqueness of E. Suppose that E ′ is another
solution with the same asymptotic control. Fix (w, z) in H2 and observe that

|(E − E ′)(w(n), z(n))| = |λ∞|n|E(w, z) − E ′(w, z)|
whereas

|(E − E ′)(w(n), z(n))| = o(w(n)) = o(λn∞).

This implies that E(w, z) = E ′(w, z). �
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4.4. Linearization of the second coordinate, case |µ∞|λ∞ > 1, µ∞ �= 1

In this subsection, we complete the proof of Theorem 4.1 when |µ∞|λ∞ > 1
and µ∞ �= 1 (or µ1 �= λ1). As explained in Section 2, up to conjugation
by a Heisenberg translation (which does not change the statement of Theo-
rem 4.1) we may suppose that α1 �= 0. Since ϕ belongs to D4(e1), collecting
the terms of order 0 (respectively −1/2) together, we may write φ2 as

φ2(w, z) =
µ∞z

1 − γ∞ z2

w+1

+
z2

w + 1
A(w, z) +

z

w + 1
B(w, z) + ε(w, z)

where |ε(w, z)| � |w + 1|−1 and the functions A, B are uniformly bounded
on H2. It suffices to construct D on a suitably chosen LM and an iteration
shows that

z(n) = µn∞

(
n−1∏
j=0

1

1 − γ∞
z2(j)
w(j)+1

z +

n−1∑
j=0

(
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

)
1

µj+1∞
×

×
(

z2(j)

w(j) + 1
A(w(j), z(j)) +

z(j)

w(j) + 1
B(w(j), z(j)) + ε(w(j), z(j))

))
.

In the proof of Proposition 4.5, we have shown that the product

n−1∏
k=j+1

∣∣∣∣ 1

1 − γ∞
z2(k)
w(k)+1

∣∣∣∣
is uniformly bounded on some LM . Thus we find

n−1∑
j=0

∣∣∣∣∣
n−1∏
k=j+1

1

1−γ∞ z2(k)
w(k)+1

∣∣∣∣∣
∣∣∣∣ 1

µj+1
∞

∣∣∣∣
∣∣∣∣ z2(j)

w(j) + 1

∣∣∣∣|A(w(j), z(j))|�κ

+∞∑
j=0

κ2j

|µj∞|
|z|2+1

|w + 1|

where κ is any number greater than max
(

1

λ
1/2
∞
, |µ∞|
λ
1/2
∞

)
. Because 1

|µ∞|λ∞ < 1

and |µ∞|
λ∞ < 1 we may adjust κ so that the previous series converges. For the

second term, we have:

n−1∑
j=0

∣∣∣∣∣
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

∣∣∣∣∣
∣∣∣∣z(j)/|µ∞|j
w(j) + 1

∣∣∣∣ |B(w(j), z(j))|

�κ

+∞∑
j=0

κj

|µ∞|j
1

|w(j) + 1| 12
|z|

|w + 1|

�κ

+∞∑
j=0

(
κ

|µ∞|(λ′)1/2

)j |z| + 1

|w + 1|
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where λ′ is any constant smaller than λ∞. Since 1
|µ∞|λ∞ < 1 and 1

λ∞ < 1,

we may adjust κ and λ′ so that the previous series converges. For the third
term, we have

n−1∑
j=0

∣∣∣∣∣
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

∣∣∣∣∣
∣∣∣∣ 1

µj∞

∣∣∣∣ |ε(w(j), z(j))| �
+∞∑
j=0

∣∣∣∣ 1

µ∞λ′

∣∣∣∣
j

1

|w + 1|

and this series is convergent provided λ′ is close enough to λ∞. Using the
uniform convergence of

n∏
j=0

1

1 − γ∞
z2(j)
w(j)+1

on LM , we get that z(n)
µn∞

converges uniformly on LM to a holomorphic func-
tion D which satisfies, as for the first coordinate, D ◦ φ = µ∞D. On LM , D
satisfies

|D(w, z) − z| � lim sup
n

∣∣∣∣∣
n−1∏
j=1

1

1 − γ∞
z2(j)
w(j)+1

− 1

∣∣∣∣∣ |z| + |z|2 + 1

|w + 1|

� (|z| + 1)
|z|2 + 1

|w + 1| .(4.4)

This shows that D is not constant.

Remark 4.6. We can prove that D is the unique solution which satisfies the
relation (4.4). Indeed, if we replace (w, z) by (w(n), z(n)) in this inequality
and using our previous estimates on the behavior of w(n) and z(n) this gives

|D(w(n), z(n)) − z(n)| �(w,z) (|µ∞|n + 1)
|µ∞|2n + 1

λn∞

�(w,z)
|µ∞|3n + 1

λn∞
.

On the other hand, for D(w, z) �= 0, z(n) ∼ µn∞D(w, z). Since |µ∞|2 < λ∞
and |µ∞λ∞| > 1, we obtain that D(w(n), z(n)) = z(n) + o(z(n)). The
uniqueness of D is proved along the same lines than the uniqueness of E.
Indeed, let D,D′ be two solutions and let Ω0 be the open non-empty set
{(w, z) ∈ H2 : D(w, z) �= 0 and D′(w, z) �= 0}. The asymptotic behavior of
D and D′ ensures that for (w, z) ∈ Ω0 one has

|(D −D′)(w(n), z(n))| = o(z(n)) = o(µn∞)

whereas (D−D′)(w(n), z(n)) = µn∞(D−D′)(w, z). Thus D and D′ coincide
on Ω0 hence on H2.
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4.5. Linearization of the second coordinate, case µ∞ = 1

We finish here the proof of Theorem 4.1 in the case where µ∞ = 1 and
α∞ �= 0. We write

φ2(w, z) =
z − α∞

1 − γ∞ z2

w+1

+
z2

w + 1
A(w, z) +

z

w + 1
B(w, z) + ε(w, z)

where |ε(w, z)| � |w+1|−1 and A,B are bounded functions on H2. Iterating
the function, we have now

z(n) =
n−1∏
j=0

1

1 − γ∞
z2(j)
w(j)+1

z +
n−1∑
j=0

(
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

)
×

×
(
−α∞+

z2(j)

w(j) + 1
A(w(j), z(j))+

z(j)

w(j) + 1
B(w(j), z(j)) + ε(w(j), z(j))

)
.

On a suitable domain LM , the product
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

is uniformly bounded. This yields∣∣∣∣∣
n−1∑
j=0

(
n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

)
α∞

∣∣∣∣∣ �
n−1∑
j=0

1 = n.

The other terms are estimated exactly like in the previous subsection, re-
placing everywhere µ∞ by 1. Thus, one has |z(n)| � |z| + n.

Next we decompose z(n) into z(n) = −nα∞ + z′(n). Using Lemma 4.2,
we have

|z′(n + 1) − z′(n)| ≤
∣∣∣∣ 1

1 − γ∞
z2(n)
w(n)+1

− 1

∣∣∣∣|z(n) − α∞|

+

∣∣∣∣ z2(n)

w(n) + 1
A(w(n), z(n))

∣∣∣∣+
∣∣∣∣ z(n)

w(n) + 1
B(w(n), z(n)

∣∣∣∣ + |ε(w(n), z(n))|

�κ κ
2n |z|2 + 1

|w + 1| (|z| + n) + κ2n |z|2 + 1

|w + 1| +
κn

λn∞

|z| + 1

|w + 1| +
1

λn∞|w| .

In particular, we get that z′(n) converges uniformly on LM to a holomorphic
function D satisfying (as for the Heisenberg translation case) the functional
equation D ◦ φ = D − α∞. A summation ensures that

|D(w, z) − z| ≤
∑
n≥0

|z′(n + 1) − z′(n)| ≤ P (|z|)
|w|

where P is a polynomial of degree 3. Moreover its uniqueness with the
previous asymptotic behavior is proved along the same lines as above.
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4.6. Linearization of the second coordinate, case |µ∞|λ∞ ≤ 1.

Our method of proof breaks down while |µ∞|λ∞ ≤ 1. This is not just a
technical problem. The following very simple example points out that the
behavior of z(n) is not given by µn∞z.

Example 4.7. Let φ(w, z) = (2w+2, z/4+1/(w+1)) which is a holomorphic
self-map of H2. It is easy to prove that for a given (w, z) ∈ H2, one has

w(n) = 2n(w + 2) − 2 ∼ 2n(w + 2)

z(n) =
1

4n

(
z +

n−1∑
j=0

4j

2j(w + 2) − 2

)
∼ 1

2n−1(w + 2)
.

If we compare this example with the table of orbits for linear fractional maps
given in Section 2.4 then we can give a (negative) answer to a question raised
by Bracci and Poggi-Corradini in [10]:

How closely are the orbits of φ trying to imitate the behavior of
a corresponding linear fractional map of H2?

For φ given by the previous formula, the imitation is very bad!

Thus a new difficulty arises in several variables. However, even for this
kind of maps, we will be able to provide a linear fractional model. The nov-
elty is: when |µ∞| becomes smaller and smaller, other terms zp(n)/wq(n)
come into play. This explains why we need more regularity when |µ∞| de-
creases.

So let us suppose that |µ∞|λ∞ ≤ 1 and that µ∞λk∞ �= 1 for any k ≥ 1.

We consider m ≥ 4 the least integer such that |µ∞|λm/2−1
∞ ≥ 1. Let us first

produce an enhancement of Lemma 4.2 with these new assumptions.

Lemma 4.8. Let ϕ satisfying the previous assumptions and let κ > 1

λ
3/2
∞

.

There exists M > 0 such that, for any (w, z) ∈ LM , one has

|z(n)|
|w(n) + 1|1/2 �κ κ

n

( |z|
|w + 1|1/2 +

|z|2 + 1

|w + 1|3/2
)
.

Proof. Let λ′ < λ∞. We write and majorize |z(n)| as in Section 4.4,

using Lemma 4.2 with κ = 1/(λ′)1/2 (observe that max(1/λ
1/2
∞ , |µ∞|/λ1/2

∞ ) =

1/λ
1/2
∞ ):

|z(n)| � |µ∞|n
(
|z| +

n−1∑
j=0

|z|2 + 1

(λ′)j|µ∞|j |w + 1|
)

� |µ∞|n|z| + |z|2 + 1

(λ′)n|w + 1| .
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Thus,
|z(n)|

|w(n) + 1|1/2 � |µ∞|n|z|
(λ′)n/2|w + 1|1/2 +

|z|2 + 1

(λ′)3n/2|w + 1|3/2 .

We conclude by noting that |µ∞|
λ
1/2
∞

≤ 1

λ
3/2
∞
. �

We need yet another way to describe φ1 and φ2 near infinity. As Exam-
ple 4.7 shows, w(n) behaves like λn∞ and z(n) behaves like 1/λn∞. This leads
us to order the terms zp

wq with respect to the value of p+ q. To this aim, let
1 ≤ l ≤ m/2− 1. We keep the notations of Corollary 2.7 and we decompose
each term in the following way:

Ep,q

(
z2

w

)
zp

wq−1
=

∑
k≥0

ak
zp+2k

wq−1+k

=
∑
k≤k0

ak
zp+2k

wq−1+k
+
zp+2k0+2

wq+k0
E ′
p,q

(
z2

w

)

where k0 is the biggest integer such that p + 2k0 + q − 1 + k0 ≤ l − 1 and
E ′
p,q is bounded on D. Let p′ = min(p+ 2k0 + 2, l). We factorize

zp+2k0+2

wq+k0
=

zp
′

wl−p′
zp+2k0+2−p′

wq+k0−l+p′
.

Now for any (p, q) ∈ Em ∪ {(2, 1)} it is easy to check that (p + 2k0 + 2 −
p′)− 2(q+ k0 − l+ p′) ≤ 2 (we distinguish p′ = l and p′ = p+ 2k0 + 2). This
yields

zp+2k0+2

wq+k0
=

zp
′

wl−p′
E ′′
p,q(w, z)

where |E ′′
p,q(w, z)| ≤ P (|z|), deg(P ) ≤ 2. We then put together the terms

zp+2k

wq−1+k with the same value of p + 2k + q − 1 + k. We finally find that on
LM , φ1 may be written

φ1(w, z) = λ∞w +

l−1∑
j=0

∑
p+q=j

ap,q
zp

wq
+
∑
p+q=l

zp

wq
Ep,q(w, z) + ε1(w, z)

with ap,q ∈ C, |Ep,q(w, z)| ≤ P (|z|) on LM , deg(P ) ≤ 2, and |ε1(w, z)| �M
1

|w|m/2−2 . We do the same for the second coordinate, except that we retain

the terms until order l (instead of order l − 1). With k0 the biggest integer
such that u+ v + 3k0 ≤ l and u′ = min(u+ 2k0 + 2, l + 1), we write

zu+2k0+2

wv+k0+1
=

zu
′

wl+1−u′
zu+2k0+2−u′

wv+k0−l+u′
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and we observe that u + 2k0 + 2 − u′ − 2(v + k0 − l + u′) ≤ 0 for (u, v) ∈
Fm ∪ {(3, 1)}. Since a couple (u, v) in Fm satisfies v �= 0, φ2 may thus be
written on LM

φ2(w, z) = µ∞z +
l∑

j=1

∑
u+v=j

v>0

bu,v
zu

wv
+

∑
u+v=l+1

v>0

zu

wv
Fu,v(w, z) + ε2(w, z)

with bu,v ∈ C, |Fu,v(w, z)| �M 1 on LM and |ε2(w, z)| �M
1

|w|m/2−1 . In fact,

considering more precisely what Em and Fm are, we could prove that many
of the ap,q’s and bu,v’s are zero. However, this will not affect our work. We
will often use iterate versions of the previous expansions. Namely, for M
large enough and (w, z) ∈ LM , one has

w(n)=λn∞

(
w+

n−1∑
k=0

1

λk+1∞

(
l−1∑
j=0

∑
p+q=j

ap,q
zp(k)

wq(k)

+
∑
p+q=l

zp(k)

wq(k)
Ep,q(w(k), z(k))+ε1(w(k), z(k))

))
.

Since E(w, z) = limn
w(n)
λn∞

, it comes

w(n) = λn∞E(w, z) − λn∞

+∞∑
k=n

1

λk+1∞

(
l−1∑
j=0

∑
p+q=j

ap,q
zp(k)

wq(k)
(4.5)

+
∑
p+q=l

zp(k)

wq(k)
Ep,q(w(k), z(k)) + ε1(w(k), z(k))

)
.

For z(n) we simply write

z(n) = µn∞

(
z +

n−1∑
k=0

1

µk+1∞

(
l∑

j=0

∑
u+v=j

v>0

bu,v
zu(k)

wv(k)
+(4.6)

+
∑

u+v=l+1
v>0

zu(k)

wv(k)
Fu,v(w(k), z(k)) + ε2(w(k), z(k))

))
.

The forthcoming proposition is the main step for this part of the proof.
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Proposition 4.9. Let l be in [1, m/2 − 1]. For any (w, z) in LM for M
large enough, one has

w(n) = λn∞E(w, z) + a2 +
a3

λn∞E(w, z)
+ · · · + al

λ
(l−2)n
∞ El−2(w, z)

+ δn(w, z)

z(n) =
b1

λn∞E(w, z)
+ · · ·+ bl

λln∞El(w, z)
+ µn∞z + ηn(w, z)

where ai, bj ∈ C, |λ(l−1)n
∞ δn(w, z)| �M P (|z|) and

|ηn(w, z)| �M
Q(|z|)
|w| max(1/λ(l+1)n

∞ , |µ∞|n) ,

on LM , P,Q being polynomials.

Proof. We prove this by induction. We begin by applying (4.5) with l = 0
to get

|w(n) − λn∞E(w, z)| ≤ λn∞

+∞∑
k=n

1

λk+1∞

(|E0,0(w(k), z(k))| + |ε1(w(k), z(k))|)

�M λn∞

+∞∑
k=n

|z(k)|2 + 1

λk∞
�M |z|2 + 1

since Lemma 4.8 shows that |z(k)| is dominated by |z| + 1. This inequality
yields in particular that on a well-chosen LM one has |w(n)| �M λn∞|w|.
Concerning z(n) we use (4.6) with l = 1 to write

z(n) = µn∞z + µn∞

n−1∑
k=0

1

µk+1∞

(
b0,1
w(k)

+
1

w2(k)
F2,0(w(k), z(k))

+
z(k)

w(k)
F1,1(w(k), z(k)) + ε2(w(k), z(k))

)

= µn∞z + µn∞

n−1∑
k=0

1

µk+1∞

(
b0,1

λk∞E(w, z)
+R(w(k), z(k))

)

= µn∞z + µn−1
∞ b′0,1

( −1

λn∞µn∞E(w, z)
+

1

E(w, z)

)
+µn∞

n−1∑
k=0

R(w(k), z(k))

µk+1∞
.

We recall that |E(w, z)| �M |w| on LM which explains why the term µn∞
E(w,z)

goes into ηn(w, z). It remains to estimate the four terms which come in
R(w(k), z(k)). Using our work on w(n), one has:∣∣∣∣ 1

w(k)
− 1

λk∞E(w, z)

∣∣∣∣ �M
P (|z|)
λ2k∞|w|2 .
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Thus,∣∣∣∣∣µn∞
n−1∑
k=0

1

µk+1∞

(
1

w(k)
− 1

λk∞E(w, z)

)∣∣∣∣∣ �M max

(
1

λ2n∞
, |µ∞|n

)
P (|z|)
|w|2

(here, the fact that µ∞λr∞ �= 1 is crucial). The term with 1
w2(k)

and that with

ε2(w(k), z(k)) are handled under a similar fashion. Indeed, the first one is
dominated by 1

λ2k∞ |w|2 while the second one is dominated by 1

λ
(m/2−1)k
∞ |w| (we

observe that 1

λ
m/2−1
∞

≤ |µ∞|). To achieve the first step we have to consider

|z(k)|/|w(k)|. We proceed in two steps. First, fixing κ ∈
(

1

λ
3/2
∞
, 1
)
, using

Lemma 4.8 and the estimation λn∞|w| �M |w(n)|, one has

|µ∞|n
n∑
k=0

1

|µ∞|k+1

|z(k)|
|w(k)| |F1,1(w(k), z(k))| �M |µ∞|n

n∑
k=0

κk

|µ∞|kλk/2∞

P (|z|)
|w|

�M max

(
|µ∞|n, κ

n

λ
n/2
∞

)
P (|z|)
|w| .(4.7)

This does not give immediately the desired estimation since κ/λ
1/2
∞ > λ−2

∞ .
However putting all the previous inequalities together implies that

|z(n)| �M

(
|µ∞|n +

1

|λ∞|n +
κn

λ
n/2
∞

)
P (|z|)

�M
P (|z|)
λn∞

.(4.8)

Second we can come back to (4.7) and we replace in it the estimate on z(k)

given by Lemma 4.8 by the previous one. This allows us to replace κn/λ
n/2
∞

by 1/λ2n
∞ and to complete the first step of the induction.

Suppose now that the proof has been done until step l−1 and let us show
how to derive the result at step l. We need first to study how to replace the
terms zp(k)

wq(k)
by 1

λp+q∞ Ep+q(w,z)
.

Lemma 4.10. For any q ≥ 1, one has

1

wq(k)
=

cq

λkq∞Eq(w, z)
+ · · ·+ cl−1

λ
(l−1)k
∞ El−1(w, z)

+ εk(w, z)

where ci ∈ C,

|λkl∞εk(w, z)| �M
P (|z|)
|w| .
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Proof. It is sufficient to prove the lemma for q = 1 to deduce it for all
values of q. Thus, we prove by induction on r ≤ l − 1 that

1

w(k)
=

d1

λk∞E(w, z)
+ · · ·+ dr

λrk∞Er(w, z)
+ εr,k(w, z)

where |λ(r+1)k
∞ εr,k(w, z)| ≤ P (|z|)

|w| . For r = 1, this has already been done
above. For a given r, since by induction the result of Proposition 4.9 is true
at step l − 1, we may write

1

w(k)
− 1

λk∞E(w, z)
=

=

( −a2

λk∞E(w, z)
− · · · − al−1

λ
k(l−2)
∞ E(l−2)(w, z)

)
1

w(k)
+

δk(w, z)

λk∞w(k)E(w, z)
.

This last term goes into εr,k(w, z) because r ≤ l−1. We then use the induc-
tive hypothesis to replace the term 1

w(k)
which lies at the right handside of

this inequality and we finish by collecting the terms in an appropriate way. �

Lemma 4.11. Let p ≥ 1, q ≥ 0 and j ≥ 0 with p + q = j. One has:

zp(k)

wq(k)
=

dj

λkj∞Ej(w, z)
+ · · ·+ dl

λlk∞El(w, z)
+ δp,q,k(w, z)

where di ∈ C,
∣∣λk.min(l+1,l+p+q−1)

∞ δp,q,k(w, z)
∣∣ �M

P (|z|)
|w|min(1,q) .

Proof. We write

zp(k)

wq(k)
=

1

wq(k)

(
zp(k) −

(
b1

λk∞E(w, z)
+ · · · + bl−1

λ
(l−1)k
∞ El−1(w, z)

)p)
+

+

(
b1

λk∞E(w, z)
+ · · ·+ bl−1

λ
(l−1)k
∞ El−1(w, z)

)p(
1

wq(k)
− cq

λkq∞Eq(w, z)

− · · · − cl−1

λ
(l−1)k
∞ El−1(w, z)

)

+

(
b1

λk∞E(w, z)
+ · · ·+ bl−1

λ
(l−1)k
∞ El−1(w, z)

)p(
cq

λkq∞Eq(w, z)
+

+ · · · + cl−1

λ
(l−1)k
∞ El−1(w, z)

)

:= I + II + III.
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The last term has exactly the desired form. The first one is estimated using
the mean value theorem and inequality (4.8):

|I| �M
1

λkq∞|w|q ×
P (|z|)
λlk∞

× Q(|z|)
λ

(p−1)k
∞

=
R(|z|)

|w|qλk(p+q+l−1)
∞

.

For the second term, one has:

|II| ≤ 1

λkp∞|w|p ×
P (|z|)
λkl∞|w| ≤

P (|z|)
λ
k(l+1)
∞ |w|

.

�
Let us now come back to step l of Proposition 4.9. We write w(n) as

in (4.5). Fix j ≤ l−1 and p, q with p+q = j. Using the result of Lemma 4.10
if p = 0 and that of Lemma 4.11 otherwise, one gets

λn∞

+∞∑
k=n

ap,q
λk+1∞

zp(k)

wq(k)
=

= λn∞

+∞∑
k=n

1

λk+1∞

(
dj

λkj∞Ej(w, z)
+ · · ·+ dl−1

λ
(l−1)k
∞ El−1(w, z)

+ δp,q,k(w, z)

)

where |δp,q,k(w, z)| ≤ P (|z|)
λkl∞

. Now on the one hand one has for r ∈ [1, l − 1]:

λn−1
∞

+∞∑
k=n

1

λ
k(r+1)
∞ Er(w, z)

=
c

λrn∞Er(w, z)
.

On the other hand we obtain

λn−1
∞

+∞∑
k=n

|δp,q,k(w, z)|
λk∞

≤ λn−1
∞

+∞∑
k=n

P (|z|)
λ
k(l+1)
∞ |w|

≤ P1(|z|)
λnl∞

.

The same type of inequality holds true for the remaining terms. For instance,
suppose that p+ q = l. Lemma 4.10 and 4.11 ensure that∣∣∣∣ zp(k)wq(k)

∣∣∣∣ �M
P1(|z|)

λkl∞|w|min(1,q)

whereas we have |Ep,q(w(k), z(k))| �M P2(|z(k)|) �M P3(|z|). We thus
obtain

λn∞

+∞∑
k=n

|Ep,q(w(k), z(k))|
λk+1∞

|zp(k)|
|wq(k)| �M λn∞P1(|z|)P3(|z|)

+∞∑
k=n

1

λ
k(l+1)
∞

(4.9)

≤ Q(|z|)
λnl∞

.
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In the same vein, we have

λn∞

+∞∑
k=n

|ε1(w(k), z(k))|
λk+1∞

�M λn∞

+∞∑
k=n

1

λk∞λ
k(m/2−2)
∞ |w|

�M λn∞

+∞∑
k=n

1

λkl∞
≤ P (|z|)
λ
n(l−1)
∞

.(4.10)

Let us now consider z(n) given by (4.6). Since we have a further term in
the expansion of w(n) we get immediately a further term in the expansion
of 1/wq(n) given by Lemma 4.10. On the other hand for a given (u, v) with
v �= 0, u �= 0 one has u+ v − 1 ≥ 1 meaning that the estimation on the rest
of Lemma 4.11 becomes∣∣λk(l+1)

∞ δu,v,k(w, z)
∣∣ ≤ P (|z|)

|w| .

Therefore, for u+ v ≤ l, v > 0 one has

µn−1
∞

n∑
k=0

bu,v
µk∞

zu(k)

wv(k)
=

= µn−1
∞

n∑
k=0

1

µk∞

(
d1

λk∞E(w, z)
+ · · ·+ dl

λkl∞El(w, z)
+ ηu,v,k(w, z)

)

where |λk(l+1)
∞ ηu,v,k(w, z)| ≤ P (|z|)

|w| . These terms have the desired form, since

|µ∞|n
n∑
k=0

1

|µ∞|k+1
|ηu,v,k(w, z)| �M max(|µ∞|n, 1/λk(l+1)

∞ )
P (|z|)
|w|(4.11)

For the other ones, we proceed exactly like for w(n). Indeed, when u+ v =
l + 1, v > 0, one has:

|µ∞|n
n∑
k=0

|Fu,v(w(k), z(k))|
|µ∞|k+1

∣∣∣∣ zu(k)wv(k)

∣∣∣∣ �M

n∑
k=0

P (|z|)
|µ∞|k|w|λ(l+1)n

∞
(4.12)

whereas the rest is estimated by:

|µ∞|n
n∑
k=0

1

|µ∞|k+1
|ε2(w(k), z(k))| �M |µ∞|n

n∑
k=0

1

(|µ∞|λm/2−1
∞ )k|w|

�M
|µ∞|n
|w|(4.13)

because of the choice of m. �
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We are ready to finish the proof of Theorem 4.1. In fact, setting l =
[m/2] − 1, we have λl+1

∞ |µ∞| > 1. Looking carefully at the last step of
Proposition 4.9, we observe that, when we divide them by 1/µn∞, the series
appearing on the left handside of (4.11), (4.12) and (4.13) converge uni-

formly on LM . This implies that 1
µn∞

(
z(n) − b1

λn∞E(w,z)
− · · · − bl

λnl∞
El(w, z)

)
converges uniformly on LM to a function D which satisfies

|D(w, z) − z| ≤ P (|z|)
|w| .(4.14)

In particular, D is not a constant function. Moreover, if we compose by φ,
then we obtain

D ◦ φ(w, z) = lim
n→+∞

1

µn∞

(
z(n + 1) − b1

λn+1∞ E(w, z)
− · · · − bl

λ
(n+1)l
∞ El(w, z)

)
= µ∞D(w, z).

We can observe that (4.14) shows that D(w(n), z(n)) = O(z(n)) in this case.

4.7. Linearization of the second coordinate, case of resonances

To finish the study of the hyperbolic maps we have to examine the existence
of “resonances” namely when there exists an integer l such that λl∞µ∞ = 1.
In the proof of Proposition 4.9 this affects only two steps. For step l − 1, a
change appears only in the estimation (4.13). We now have

|µ∞|n
n∑
k=0

1

|µ∞|k+1
|δu,v,k(w, z)| � |µ∞|nnP (|z|)

|w| .

This implies that the majoration of ηn(w, z) is slightly worse,

|ηn(w, z)| ≤ |µ∞|nnQ(|z|)
|w| .

In the last step, we have to take care of this in the evaluation of zp(k)/wq(k).
With the notations of Lemma 4.11, I becomes

|I| ≤ 1

λkq∞|w|q ×
kP (|z|)
λlk∞

× Q(|z|)
λ

(p−1)k
∞

=
kR(|z|)

|w|qλk(p+q+l−1)
∞

.

This means that we have to replace the condition on δp,q,k(w, z) by

∣∣λk.min(l+1,l+p+q−1)
∞ δp,q,k(w, z)

∣∣ ≤ kP (|z|)
|w|min(1,q)

.
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When we report this on w(n) this just multiplies the estimations obtained

in (4.9) and in (4.10) by a factor n. This in turn gives |λ(l−1)n
∞ δn(w, z)| ≤

nP (|z|). The most important change happens during the last step of the
expansion of z(n). Indeed one has now

µn−1
∞

n−1∑
k=0

1

(µ∞λl∞)kEl(w, z)
= µn−1

∞
n

El(w, z)
.

The rest does not change and we find that

1

µn∞

(
z(n) − b1

λn∞E(w, z)
− · · · − bln

λnl∞El(w, z)

)
converges uniformly on LM to a function D satisfying

|D(w, z) − z| �M
P (|z|)
|w| .

D is not constant and one has

D ◦ φ(w, z) = lim
n→+∞

1

µn∞

(
z(n + 1) − b1

λn+1∞ E(w, z)
− · · · − bln

λ
(n+1)l
∞ El(w, z)

)

= µ∞D(w, z) + lim
n→+∞

1

µn∞

bl

λ
(n+1)l
∞ El(w, z)

= µ∞D(w, z) +
bl

λl∞El(w, z)
.

Thus we have obtained the following

Theorem 4.12. Let ϕ ∈ D2(e1) with λ∞ > 1, 0 < |µ∞| < 1 and α∞ �= 0.

Let m be the least integer such that |µ∞|λm/2−1
∞ > 1. We assume that ϕ ∈

Dm(e1) and we suppose also that there exists l ∈ N with λl∞µ∞ = 1. Then
there exist a holomorphic map σ = (E,D) : H2 → C2 and a complex number
b such that

σ ◦ φ(w, z) =

(
λ∞E(w, z), µ∞D(w, z) +

b

El(w, z)

)
.

Moreover, there is a domain Ω such that, for any (w, z) ∈ H2, φ
[n](w, z) ∈ Ω

for n large enough and such that

E(w, z) − w = o(|w|) when (w, z) → ∞ along Ω,

|D(w, z) − z| ≤ P (|z|)
|w| for (w, z) ∈ Ω

where P is a polynomial. Moreover, E is the unique map with the previous
properties and it exists under the weaker assumption ϕ ∈ D3(e1).
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Here, the model map is (w, z) �→ (
λ∞w, µ∞z + b

wl

)
which is not a lin-

ear fractional map. We can ask whether we can find a map D such that
D◦φ = µ∞D. This is obviously the case: it suffices to takeD(w, z) = 1

El(w,z)
.

However, this does not seem to be an useful model. We would like to
find a map D which depends in a major way of z, namely a map D sat-
isfying something like |D(w, z) − z| ≤ |P (z)|

|w| on a domain Ω like above or

D(w(n), z(n)) = O(z(n)). This is generally impossible.

Example 4.13. Let φ(w, z) = (2w + 2, z/2 + 1/(w + 1)) which is a holo-
morphic self-map of H2. It is easy to prove that for a given (w, z) ∈ H2,
one has

w(n) ∼ 2n(w + 2)

z(n) ∼ n

2n−1(w + 2)
.

If D ◦ φ = 1
2
D, then D(w(n), z(n)) = 1

2nD(w, z) whereas

z(n) ∼ n

2n−1(w + 2)
and

P (|z(n)|)
|w(n)| � 1

2n|w + 2| .

The two conditions |D(w, z) − z|≤ P (|z|)
|w| or D(w(n), z(n))=O(z(n)) cannot

be satisfied!

The fact that µ∞λk∞ = 1 for k ≥ 1 means that µ1 is resonant in the sense
of Poincaré-Dulac (see [2]). Our work shows that all non-resonant terms can
be annihilated, a situation similar to the classical Poincaré-Dulac theorem
on differential equations.

5. The parabolic diagonalizable case

5.1. The case |µ∞| < 1 –First coordinate

The parabolic diagonalizable case seems to be the most difficult one. It can
be divided into two subcases, provided |µ∞| < 1 (which is in some sense a
mixing between parabolic and hyperbolic cases) or not. We first discuss the
case |µ∞| < 1 and obtain a linearization under mild assumptions on ϕ. So,
let ϕ ∈ D2(e1) with λ1 = 1, |µ1| < 1 and α1 = 0 (these assumptions on ϕ
will be kept throughout this subsection). As the proof of the hyperbolic case

shows, the study of the quotients z2(n)
w(n)+1

is crucial for our work. However, it
turns out that it is difficult to obtain an analogue of Lemma 4.2 in the par-
abolic diagonalizable case. Indeed, since λ∞ = 1, there is nothing between
1 and λ∞! This explains in part why we are reduced to give supplementary
conditions on φ.
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We know by Wolff’s lemma that for any (w, z) ∈ H2,

�(φ1(w, z)) − |φ2(w, z)|2 ≥ �(w) − |z|2.
We will assume that we have a stronger form of this inequality, namely

that there exists δ > 0 such that, for any (w, z) ∈ H2,

�(φ1(w, z)) − |φ2(w, z)|2 ≥ �(w) − |z|2 + δ.(5.1)

This assumption will play the same role than that made by Bourdon and
Shapiro, when they require that a parabolic self-map ψ of C+ extends contin-
uously to C+ and maps C+ into C+. Here, (5.1) ensures that �(w(n)) � n.
Our second condition is that the inequality in (2.3) is strict, namely

|µ∞|2 + |γ∞| < 1.(5.2)

As a matter of notation, we will say that φ satisfies the strong Wolff condition
provided (5.1) and (5.2) hold true. Our result reads:

Theorem 5.1. Let ϕ ∈ D6+ε(e1) with λ1 = 1 and α1 = 0. Suppose more-
over that ϕ satisfies the strong Wolff condition. There exist a ∈ C and a
holomorphic function E : H2 → C such that

E ◦ φ = E + a.

Moreover, for any (w, z) ∈ H2, one has E(w(n), z(n)) − w(n) = o(w(n)).

The first step toward the proof of Theorem 5.1 is the analogue of Lemma 4.2.

Lemma 5.2. For any (w, z) ∈ H2, one has

|z(n)|2
|w(n) + 1| � 1

n1/2
.

Proof. As in Lemma 4.4, we write

z(n + 1)2

w(n+ 1) + 1
=

µ2
∞

1 − γ∞
z2(n)
w(n)+1

z2(n)

w(n) + 1
+O(|w(n) + 1|−1/2).

We set κ = |µ∞|2
1−|γ∞| < 1. Since �(w(n)) � n, there exists A > 0 such that,

for any (w, z) ∈ H2, one has∣∣∣∣ z2(n+ 1)

w(n+ 1) + 1

∣∣∣∣ ≤ κ

∣∣∣∣ z2(n)

w(n) + 1

∣∣∣∣ + A

n1/2
.

Lemma 5.2 follows now from an easy induction. �
This lemma allows us to control the behavior of z(n):

Lemma 5.3. There exists 0 < κ < 1 such that for any (w, z) ∈ H2, one has
|z(n)| � κn|z| + 1

n1/2 .
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Proof. We proceed as in Section 4.4, writing

z(n)=µn∞

(n−1∏
j=0

1

1 − γ∞
z2(j)
w(j)+1

z +
n−1∑
j=0

( n−1∏
k=j+1

1

1 − γ∞
z2(k)
w(k)+1

)
1

µj+1
∞

×
(
z2(j)

w(j)+1
A(w(j), z(j))+

z(j)

w(j)+1
B(w(j), z(j)) + ε(w(j), z(j))

))

where A,B are bounded on H2 and |ε(w, z)| � 1
|w+1| . By Lemma 5.2, we

may estimate the products appearing above. For a, b, c three well-chosen
positive numbers, one has

n−1∏
k=j+1

∣∣∣∣∣ 1

1 − γ∞
z2(k)
w(k)+1

∣∣∣∣∣ ≤
n−1∏
k=j+1

(
1 + a

∣∣∣∣ z2(k)

w(k) + 1

∣∣∣∣
)

≤
n−1∏
k=j+1

(
1 +

b

k1/2

)

≤ exp

(
n−1∑
k=j+1

b

k1/2

)
�

exp
(
cn1/2

)
exp (c(j + 1)1/2)

Now, for any x > 1 and any c > 0, there exists C(x) such that

n∑
j=1

xj

exp(cj1/2)j1/2
≤ C(x)

xn

exp(cn1/2)n1/2
.

Indeed, we write

n∑
j=1

xj

exp(cj1/2)j1/2
=

n−1∑
j=0

xn−j

exp(c(n− j)1/2)(n− j)1/2

=
xn

exp(cn1/2)n1/2

n−1∑
j=0

1

xj

(
n

n− j

)1/2

exp(cn1/2 − c(n− j)1/2)

≤ xn

exp(cn1/2)n1/2

n−1∑
j=0

1

xj
(1 + j) exp(cj1/2)

and the last series is convergent. We come back to z(n) and use the previous
lemma to finish the estimation.

|z(n)| � |µ∞|n exp(cn1/2)|z| + |µ∞|n
n∑
j=0

1

|µ∞|j+1

exp(cn1/2)

exp(c(j + 1)1/2)

1

(j + 1)1/2

� κn|z| + 1

n1/2

where κ is any positive number with κ > |µ∞|. �
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Lemma 5.3 gives immediately an improvement of the statement of Lem-
ma 5.2, which becomes

|z(n)|2
|w(n) + 1| � κ2n|z|2 + 1/n

n+ �(w) + 1
≤ κ2n +

1

n2
.

In turn, this estimation allows a dramatic enhancement of Lemma 5.2, since
it shows that the infinite product

+∞∏
k=0

1

1 − γ∞
z2(k)
w(k)+1

converges uniformly on the compact subsets of H2, with the estimation

n−1∏
k=j+1

∣∣∣∣∣ 1

1 − γ∞
z2(k)
w(k)+1

∣∣∣∣∣ � 1.

Using the same induction formula for z(n) and noting that∣∣∣∣ z2(j)

w(j) + 1

∣∣∣∣ |A(w(j), z(j))| � 1

j2
and

∣∣∣∣ z(j)

w(j) + 1

∣∣∣∣ |B(w(j), z(j))| � 1

j3/2
,

we finally find

|z(n)| � |µ∞|n|z| + 1

n
.

Thus |z(n)| behaves (at most) like 1/n whereas |w(n)| behaves (at least)
like n. This invite us to proceed as in Section 4.6, namely to order the terms
zp

wq in the expansion of φ1 and φ2 near infinity with respect to the value of
p+ q. Hence, keeping in mind that

dϕe1 =

(
1 0
0 µ1

)
,

if we suppose moreover that ϕ ∈ D6+ε(e1), we write for |w| large enough

φ1(w, z) = w + a +
∑
p+q=1

ap,q
zp

(w + 1)q
+
∑
p+q=2

zp

(w + 1)q
Ep,q(w, z) + ε1(w, z)

with a, ap,q ∈ C, |Ep,q(w, z)| ≤ P (|z|), deg(P ) ≤ 2, |ε1(w, z)| � 1
|w|1+ε and

φ2(w, z) = µ∞z +
b

w + 1
+
∑

u+v=2
v>0

zu

(w + 1)v
Fu,v(w, z) + ε2(w, z)

with b, bu,v ∈ C, |Fu,v(w, z)| � 1, |ε2(w, z)| � 1
|w|2+ε .
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Lemma 5.4. There exists 0 < κ < 1 such that, for any (w, z) ∈ H2, one has

|w(n) − na| � κn|z|4 + log(n+ 1) + |w|.
Proof. We have

w(n) = w + na +

n−1∑
j=0

∑
p+q=1

ap,q
zp(j)

(w(j) + 1)q
+
∑
p+q=2

Ep,q(w(j), z(j))
zp(j)

(w(j) + 1)q

+ ε1(w(j), z(j)).

The lemma follows now immediately from∣∣∣∣ zp(j)wq(j)

∣∣∣∣ � |µ∞|pn|z|p + 1/np

nq
and |Ep,q(w(j), z(j))| � |µ∞|2n|z|2 +

1

n2
+ 1.

�

Remark 5.5. Lemma 5.4 implies a �=0 and even �(a) > 0 since �(w(n))�n.

Lemma 5.6. For any (w, z) ∈ H2, for any δ > 0, one has∣∣∣∣ 1

w(n) + 1
− 1

na + 1

∣∣∣∣ �δ
|z|4 + 1 + |w|
�(w)1−δn1+δ/2

.

Proof. This follows easily from Lemma 5.4 and the inequality |w(n)| ≥
�(w(n)) � �(w) + n. �

Lemma 5.7. For any (w, z) ∈ H2, one has∣∣∣∣∣z(n) − bµn∞

n−1∑
k=0

1

µk+1∞ (ka + 1)

∣∣∣∣∣ �δ
|z|4 + 1 + |w|
�(w)1−δn1+δ/2

.

Proof. We write

z(n) = µn∞z + µn∞

( n−1∑
k=0

1

µk+1∞

(
b

w(k) + 1
+
∑

u+v=2
v>0

zu(k)

(wv + 1)(k)
Fu,v(w(k), z(k))

+ ε2(w(k), z(k))

))
.

In view of Lemma 5.6, we replace 1
w(k)+1

by 1
ka+1

. We estimate the difference
by using

n−1∑
k=0

1

|µ∞|k+1(k + 1)1+δ/2
� 1

|µ∞|nn1+δ/2
.

The remaining terms are handled as before. �
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Proof of Theorem 5.1. We have

w(n) = w + na +
n−1∑
j=0

a1,0z(j) +
n−1∑
j=0

a0,1

w(j) + 1
+

+

n−1∑
j=0

( ∑
p+q=2

Ep,q(w(j), z(j))
zp(j)

(w(j) + 1)q
+ ε1(w(j), z(j))

)
.

Let

Z(j) = bµj∞

j−1∑
k=0

1

µk+1∞ (k + 1)
.

Lemma 5.7 shows that the series
∑+∞

j=0 z(j) − Z(j) converges uniformly on
the compact subsets of H2 with

∣∣∣ +∞∑
j=0

z(j) − Z(j)
∣∣∣ �δ

|z|4 + 1 + |w|
�(w)1−δ .

Lemma 5.6 shows the same statement for
∑n−1

j=0
1

w(j)+1
− 1

ja+1
whereas the

convergence and the estimations for the last terms have already been done
in Lemma 5.4. We deduce that

w(n) − na− a1,0

n−1∑
j=0

Z(j) − a0,1

a
log(na+ 1)

converges uniformly on the compact subsets of H2 to a holomorphic func-
tion E satisfying

(5.3) |E(w, z) − w| �δ |z|4 + 1 +
|w|

�(w)1−δ .

Moreover, E satisfies the functional equation E ◦ φ = E + a, since

E ◦ φ(w, z) = lim
n→+∞

(
w(n+ 1) − na−

n−1∑
j=0

a1,0Z(j) − a0,1

a
log(n + 1)

)

= lim
n→+∞

(
w(n+ 1) − (n+ 1)a−

n∑
j=0

a1,0Z(j) − a0,1

a
log(n+ 2)

)

+ a + lim
n→+∞

(
a1,0Z(n) +

log(n + 2) − log(n+ 1)

a
a0,1

)
= E(w, z) + a.

The last assertion concerning the behavior of E follows easily from (5.3) and
from the previous estimations on the behavior of z(n) and w(n). �



814 F. Bayart

5.2. The case |µ∞| < 1 –Second coordinate

As the formula for φ2 shows, we have here an induction formula which is
similar to that of a hyperbolic map. However, there is a big difference: since
λ∞ = 1, there does not exist an integer k such that |µ∞|λk∞ ≥ 1. In particu-
lar, if we consider the expansion of z(n) the term µn∞z will always be smaller
than 1

(w(n)+1)p for any p. In particular, the regularity condition ϕ ∈ Dm(e1)

is not sufficient to understand completely the behavior of z(n), even if n is
very large. Instead of it, we could expect to obtain a linear fractional model
provided ϕ is analytic at e1. We mention here the work of T. Ueda [22]
where the linearization of a holomorphic self-map of C2 has been studied at
a fixed point where the differential has exactly the form studied here.

Unfortunately, even under the condition of analyticity, we have not been
able to provide such a model. In particular, we do not succeed to manage
at the same time the terms 1

(w+1)q and the terms zp

(w+1)q with p ≥ 1. We give
a partial answer with the linearization of three kinds of maps.

Example 5.8. Let ϕ ∈ D6(e1) with λ1 = 1, α1 = 0 and suppose that
φ satisfies the strong Wolff condition. Suppose moreover that φ2 may be
written

φ2(w, z) = µ∞z +
d∑
j=1

aj
(w + 1)j

.

Provided µ∞ is not real, there exists a ∈ C, �(a) > 0 and two non-constant
holomorphic functions D,E : H2 → C such that (E,D) ◦φ = (E+ a, µ∞D).

The existence of E and a is already given by Theorem 5.1. We set
ψ(w, z) = (w + a, φ2(w, z)). We have to be careful because we do not know
whether H2 is preserved by ψ or not. However, there exists a large enough
M such that the domain EM = {(w, z) ∈ H2 : �(w) > M and |z|2 ≤
�(w)/2} is mapped into itself by ψ. Let (w, z) be in such a UM and set
(w(n), z(n)) = ψ[n](w, z). We have

z(n) = µn∞z + µn−1
∞

n−1∑
k=0

d∑
j=1

aj
(w + ka+ 1)jµk∞

.

Let us introduce the Lerch transcendent function

L(z, s, v) =

+∞∑
n=0

(v + n)−szn

defined for |z| < 1 and v = 0, 1, 2, . . . (our reference for this subject is [15]).
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This function satisfies the functional equational, for any m ≥ 1,

L(z, s, v) = zmL(z, s,m+ v) +

m−1∑
n=0

(ν + n)−szn.(5.4)

An integral formula shows that for a fixed couple (s, v) with �(s) > 0 and
�(v) > 0, L can be extended analytically in the first variable to C\[1,+∞[.
Of course, relation (5.4) remains true. Thus, provided µ∞ is not real,

n−1∑
k=0

aj
(w + ka+ 1)jµk∞

=

n−1∑
k=0

aj

aj
(
k + w+1

a

)j
µk∞

=
aj
aj
L(1/µ∞, j, (w + 1)/a) − aj

ajµn∞
L(1/µ∞, j, (w + 1)/a+ n).

In particular, the sequence

z(n) +
∑+∞

j=1
aj

ajµ∞L(1/µ∞, j, (w + 1)/a+ n)

µn∞

converges uniformly on the compact subsets of UM to a holomorphic func-
tion D1 satisfying D1 ◦ ψ = µ∞D1. We transfer this property on φ in the
following way. Let (w, z) ∈ H2. Using the asymptotic expansion of E, there

exists an integer p such that
(
E(φ[p](w, z)), φ

[p]
2 (w, z)

) ∈ UM . We set

D(w, z) =
1

µp∞
D1(E(φ[p](w, z), φ

[p]
2 (w, z))).

This does not depend on p since

D1(E(φ[p+1]), φ
[p+1]
2 ) = D1(ψ(E(φ[p]), φ

[p]
2 )) = µ∞D1(E(φ[p], φ

[p]
2 )).

The same argument shows that D ◦φ = µ∞D. The condition µ∞ is not real
is rather intriguing and irritating. It appears here just to extend the Lerch
transcendent function.

Example 5.9. Let ϕ ∈ D6(e1) with λ1 = 1, α1 = 0 and suppose that φ sat-
isfies the strong Wolff condition. Suppose moreover that φ2 may be written

φ2(w, z) = µ∞z +

d∑
p=1

d′∑
q=1

ap,qz
p

(w + 1)q
.

There exists a ∈ C, �(a) > 0 and two non-constant holomorphic func-
tions D,E : H2 → C such that (E,D) ◦ φ = (E + a, µ∞D).



816 F. Bayart

As above, we may and shall assume that φ1(w, z) = w + a. We have

z(n) = µn∞

n−1∏
k=0

(
1 +

d∑
p=1

d′∑
q=1

ap,q
µk∞

zp−1(k)

(w + ka+ 1)q

)
z.

Using the results which appear during the proof of Theorem 5.1, we write

1 +

d∑
p=1

d′∑
q=1

ap,q
µk∞

zp−1(k)

(w + ka+ 1)q
= 1 +

b

w + ka+ 1
+Rk(w, z),

where |Rk(w, z)| ≤ C(w,z)
k2 . It is then easy to check that

n−1∏
k=0

(
1 +

d∑
p=1

d′∑
q=1

ap,q
µk∞

zp−1(k)

(w + ka+ 1)q

)
= (w + na+ 1)bCn(w, z)

where Cn(w, z) converges to a non-zero holomorphic function C(w, z). It suf-
fices now to set

D(w, z) = lim
n→+∞

z(n)

µn∞(w + na + 1)b
.

Example 5.10. Suppose that φ(w, z) =
(
w+1, µ∞z+µ∞ z

w+1
+ b
w+1

)
. Then

there exists a non-constant holomorphic function D : H2 → C such that
D ◦ φ = µ∞D.

By induction, one has

z(n)=µn∞

n∏
k=1

(
1+

1

k+w+1

)
z+b

n−1∑
j=0

µn−1−j
∞

n−1∏
k=j+1

(
1+

1

k+w+1

) 1

w+j+1

=µn∞(n+w+2)
z

w+2
+bµn−1

∞ (n+w+1)
n−1∑
j=0

1

µj∞(w+j+1)(w+j+2)

=µn∞(n+w+2)
z

w+2
+bµn−1

∞ (n+w+1)

(
L
( 1

µ∞
, 1, w+1

)

− 1

µn∞
L
( 1

µ∞
, 1, w+n+1

)
− L

( 1

µ∞
, 1, w+1

)
+

1

µn∞
L
( 1

µ∞
, 1, w+n+1

))
.

D is now defined by

D(w, z)= lim
n→+∞

z(n)+b(n+w+1)
(
L( 1

µ∞ , 1, w+n+1)− L( 1
µ∞ , 1, w+n+2)

)
µn∞(n+w+2)

.

Of course, a miracle happens in this example: there is a simple expression
for the product

∏n
k=j−1

(
1 + 1

k+w+j

)
. If the coefficient before z

w+1
was not
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µ∞, a major step toward the linearization of the second coordinate would
be to have an analytic expansion of the function

z �→
∑
k

Γ(w + k + u)

Γ(w + k)

zk

k + w + 1

(exactly like for the Lerch transcendent function). However, this would not
solve the problem if there existed other terms zp

(w+1)q with p ≥ 1.

Question 5.11. Under the conditions of Theorem 5.1 and ϕ analytic at e1,
does there exist a holomorphic and non-constant function D : H2 → C such
that D ◦ φ = µ∞D?

5.3. The case |µ∞| = 1

The second subcase occurs when |µ∞| = 1. The situation here seems quite
difficult. Indeed the behavior of z(n) and of z2(n)/w(n) can be very different,
and of course very different from the model map.

Example 5.12. Let φ(w, z) =
(
w + 1 + 2z2

5w
, z + 3z

5w

)
which is a self-map

of H2. Let (w, z) ∈ H2 with w > 0, z > 0 so that w(n), z(n) > 0 for any n.

It can be easily shown that z2(n+1)
w(n+1)

> z2(n)
w(n)

for n large enough. In particular,
z2(n)
w(n)

converges to l ∈ (0, 1]. We then obtain that w(n) ∼ (
1 + 2l

5

)
n. Now,

one has

z2(n + 1)

w(n+ 1)
=
z2(n)

w(n)

(
1 +

(1

5
− 2z2(n)

5w(n)

)
× 1

w(n)
+O

( 1

n2

))

∼ z2(n)

w(n)

(
1 +

1 − 2l

5
× 1

(1 + 2l/5)n
+O

( 1

n2

))
.

Since z2(n)/w(n) converges to a non-zero limit, one has necessarily l = 1/2.

This in turn implies that w(n) ∼ 6
5n

and z(n) ∼
√

6
10
n1/2. The linearization

for the second coordinate will be obtained by taking limn z(n) −
√

6
10
n1/2.

Example 5.13. Let φ(w, z) =
(
w + 1, z + 1

10(w+1)

)
which is a self-map

of H2. One has w(n) = w + n and z(n) = z +
∑n

k=1
1

10(w+k)
. If we suppose

that w > 0, one has
∑n

k=1
1

(w+k)
= log(n + w) + Gn(w) where Gn(w) con-

verges when n goes to infinity. In particular, one has z(n) � log(n)
10

. The
linearization for the second coordinate has to be obtained by considering
limn z(n) − log(n)

10
.
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Example 5.14. Let φ(w, z) =
(
w + 1, z + λz

w

)
which is a self-map of H2 for

λ ∈ [0, 1/2). Let (w, z) ∈ H2 with w > 0, z > 0. We get w(n) = w + n and

z(n) = z
n−1∏
k=0

(
1 +

λ

w + k

)
= zHn(w)(n+ w)λ

where Hn(w) converges to H(w). In particular, z(n) ∼ (n + w)λzH(w).
The linearization for the second coordinate can be obtained by considering
limn

z(n)
(n+w)λ .

The three previous examples show the complexity of this subcase and
the (at least) three different behaviors which lead to a different way for
linearizing the second coordinate. Hence, we ask the following question:

Question 5.15. Does there exist a linear fractional model for the parabolic
diagonalizable case with µ∞ = 1 under weak assumptions on ϕ?

6. Applications

6.1. Commuting self-maps of the ball

In this section, we apply the theory developed above to the problem of com-
muting holomorphic mappings without fixed point in the ball. We show
how the existence of a linear fractional model shed some light on this prob-
lem. It turns out that two maps which do not have the same model cannot
commute.

Theorem 6.1. Let ϕ, ψ be holomorphic self-maps of B2. Suppose that ϕ
and ψ do not have any fixed point in B2 and let Pϕ, Pψ their respective
Denjoy-Wolff point. We assume that ϕ and ψ satisfy one of the following
three conditions.

1. ϕ is of parabolic non-diagonalizable type, ϕ ∈ D2(Pϕ), ψ is of parabolic

non-diagonalizable type with µψ1 �= 1, ψ ∈ D2(Pψ).

2. ϕ is of parabolic non-diagonalizable type, ϕ ∈ D2(Pϕ), ψ is of hyper-
bolic type, ψ ∈ D2(Pψ).

3. ϕ is of parabolic diagonalizable type with |µϕ1 | < 1, ϕ satisfies the
strong Wolff condition and ϕ ∈ D6+ε(Pϕ), ψ is of hyperbolic type,
ψ ∈ D2(Pψ).

Then ϕ and ψ do not commute.
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Proof. We argue by contraction and suppose that ϕ ◦ ψ = ψ ◦ ϕ. Suppose
that Pϕ �= Pψ and, without loss of generality, that Pϕ = e1 and that dϕe1
has its reduced form. From a result of [7] we know that ϕ and ψ fix (as a
set) the complex slice joining the two different Wolff points and that they
are hyperbolic automorphisms of this slice. Let v be the complex direction
of this slice, v /∈ e⊥1 = Ce2. v is an eigenvector of dϕe1 corresponding to an
eigenvalue of modulus smaller than 1. This cannot happen if ϕ is of parabolic
non-diagonalizable type, since the spectrum of dϕe1 is {1}. This does not
hold also for the parabolic diagonalizable type since now the eigenspaces are
Ce1 corresponding to the eigenvalue 1, and Ce2. Hence, Pϕ = Pψ = e1. We
set φ = U ◦ ϕ ◦ U−1 and Ψ = U ◦ ψ ◦ U−1. We distinguish the three cases:

1. One has dϕe1dψe1 = dψe1dϕe1 which can only happen if dψe1 is a scalar
multiple of the identity. This is not true.

2. The same argument shows that one has necessarily µ1 = λ1 which
contradicts |µ1|2 ≤ λ1 and λ1 > 1.

3. We know that there exists a map E : H2 → C and a ∈ C, a �= 0 so
that E ◦ φ = E + a. Since φ and Ψ commute, we get

E ◦ Ψ ◦ φ[n] = E ◦ Ψ + na.

In particular, one has E ◦Ψ◦φ[n](1, 0) ∼ na. On the other hand, using
the asymptotic expansion of E given by (5.3) and the expansion of ψ,
one has

E ◦ Ψ ◦ φ[n](1, 0) ∼ Ψ1 ◦ φ[n](1, 0)

∼ λΨ
∞na.

This is a contradiction since λΨ
∞ �= 1. �

Remark 6.2. We can observe that above not only is the existence of a linear
fractional model important, but also the behavior of the intertwining map σ
plays a crucial role. This illustrates the fact that the more information one
has on σ, the more useful the model is.

6.2. Supercyclic composition operators

We end up this paper with an application of the linear fractional model for
the unit disk to the dynamics of composition operators. Let us first recall
several definitions from this very active field of operator theory.

Definition 6.3. An operator T on a Banach space X is said hypercyclic if
there exists a vector x ∈ X such that its orbit Orb(T, x) = {T nx; n ≥ 0} is
dense in X.



820 F. Bayart

Definition 6.4. An operator T on a Banach space X is said supercyclic
if there exists a vector x ∈ X such that its projective orbit Orb(T, x) =
{cT nx; n ≥ 0, c ∈ C} is dense in X.

If ϕ is a self-map of the unit disk D without any fixed point in D, the
dynamics of the composition operator Cϕ defined by Cϕ(f) = f ◦ ϕ has
been intensively studied by Bourdon and Shapiro in [6] and by Gallardo and
Montes in [16]. Their results on the Hardy space H2(D) are:

• If ϕ is a hyperbolic linear fractional map of D or a parabolic automor-
phism, Cϕ is hypercyclic on H2(D) whereas it is not if ϕ is a parabolic
linear fractional map which is not an automorphism. Via the linear
fractional model, these conclusions remain true if ϕ is a self-map of
parabolic or hyperbolic type which is sufficiently regular at the Denjoy-
Wolff point (see [6]).

• If ϕ is a linear fractional map of parabolic non-automorphism type,
then Cϕ is not even supercyclic (see [16]).

We show in this section how the linear fractional model of Bourdon and
Shapiro allows us to extend the result of Gallardo and Montes to a large class
of self-maps. Suppose that ϕ is a parabolic self-map of D whose Denjoy-
Wolff point is 1 and has C3+ε-smoothness at 1 (the relative definition is
given in [6]). We know that �(ϕ′′(1)) ≥ 0. If we suppose that ϕ′′(1) �= 0,
the condition �(ϕ′′(1)) > 0 is equivalent to the fact that ϕ is of parabolic
non-automorphism type. Such maps are best understood on the right half-
plane C+ = {w ∈ C : �(w) > 0} via the Cayley map σ(z) = z+1

1−z . Setting
φ = σ ◦ ϕ ◦ σ−1, one has

φ(w) = w + a+
b

w + 1
+ Γ(w + 1)

where a = ϕ′′(1), b = −2
3
(Sϕ)(1) (Sϕ is the Schwarzian derivative of ϕ)

and |Γ(w + 1)| ≤ 1
|w+1|ε+1 , ε > 0. We suppose moreover that φ extends

continuously to C+ and that φ(C+) ⊂ C+. We may also assume that φ is
univalent (otherwise Cϕ is not even cyclic). In this case, Theorem 4.12 of [6]
gives the existence of a holomorphic map ν : C+ → C satisfying

• ν ◦ φ = ν + a.

• ν is univalent.

• ν may be written ν(w) = w − b
a
log(1 +w) +B(w) with B a bounded

function.
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We assume moreover that �(b/a) ≥ 0 (or equivalently �ϕ′′(1)(Sϕ)(1) ≤ 0).
We are going to prove that Cϕ is not supercyclic on H2(D). On the half-
plane, this means that Cφ is not supercyclic on H = {f ◦ σ−1 : f ∈ H2(D)}
endowed with ‖f ◦ σ−1‖H = ‖f‖H2(D). We need the following elementary
lemma.

Lemma 6.5. There exists α ∈ C such that ν(C+)⊃Cα={w∈C : �(w)>α}.
Proof. Fix w ∈ C+ and z ∈ C. The equation ν(w) = z may be rewritten

w = z +
b

a
log(1 + w) +B(w) := z + f(w).

Now, it is easy to check that � ( b
a
log(1 + w)

)
= �(b/a) log |1 + w| + C(w)

where C is a bounded function. In particular, our assumption �(b/a) ≥ 0
ensures the existence of β ∈ R such that � ( b

a
log(1 + w) +B(w)

) ≥ β.
Moreover, it is clear that f ′(w) goes to 0 as �(w) grows to ∞. Thus there
exists γ ∈ R such that �(w) ≥ γ =⇒ |f ′(w)| ≤ 1

2
. To conclude, it suffices

to observe that if the real part of z is large enough, then w �→ z + f(w)
maps Cγ into itself and to apply the fixed point theorem. �

Of course, if ν is a solution to ν◦φ = ν+a, then ν−α remains a solution.
The previous lemma says that we may assume that C+ ⊂ ν(C+).

We are going to inverse the linear fractional model (this is the main
novelty of this part of the proof). Denoting τa(w) = w + a and σ = ν−1

|C+
,

the linear fractional relation reads

ν ◦ φ = τa ◦ ν.
We compose by σ at the right handside to get:

ν ◦ φ ◦ σ = τa.

This implies in particular that for any w ∈ C+, ν ◦ φ ◦ σ(w) belongs to C+.
A composition by σ at the left handside gives

φ ◦ σ = τa ◦ σ.
Moreover, σ(iR) is a Jordan curve. A standard argument now ensures that
the supercyclicity of Cφ would imply that of Cτa , which is not supercyclic
by the result of Gallardo and Montes. For the sake of completeness, we give
the details. Suppose that Cφ is supercyclic on H, and let f be a supercyclic
vector for Cφ. Let u be in H, and ε > 0. Since σ(iR) is a Jordan curve, Walsh
Theorem shows that Cσ has dense range. So, let v ∈ H with ‖u−v ◦σ‖ < ε.
There exists np ∈ N and λp ∈ C such that

‖λpCφ[np]f − v‖ < ε.
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Applying Cσ we get

‖λpf ◦ φ[np] ◦ σ − v ◦ σ‖ < ε‖Cσ‖.

The use of the inverse linear fractional relation gives

‖λp(f ◦ σ) ◦ τnpa − u‖ < ε+ ε‖Cσ‖.

This shows that f ◦ σ is a supercyclic vector for Cτa , a contradiction. Sum-
marizing the previous discussion, we have proven the following.

Theorem 6.6. Let ϕ be a self-map of D, whose Denjoy-Wolff point is 1,
satisfying ϕ′(1) = 1, �(ϕ′′(1)) > 0 and �(ϕ′′(1)(Sϕ)(1) ≤ 0. Suppose
moreover that ϕ extends continuously to D with ϕ(T\{1}) ⊂ D. Then Cϕ is
not supercyclic on H2(D).

Remark 6.7. The condition �(ϕ′′(1)(Sϕ)(1) ≤ 0 already appears in [6].
It was the most difficult case to prove that the operator Cϕ is cyclic. It is
not surprizing that it is the most easy case to prove that Cϕ is not super-
cyclic. Of course, we may ask whether Theorem 6.6 remains true without
this condition.

On the ball, the situation concerning linear dynamics is not so clear
even for composition operators with linear fractional symbols. There are
(positive) results for the case of two boundary fixed points in [5] and the
following negative result in [4]: if ϕ is a generalized Heisenberg translation,
not an automorphism, then Cϕ is not hypercyclic on H2(B2). Our work
suggests the following natural question:

Question 6.8. Let ϕ : B2 → B2 be holomorphic, whose linear fractional
model is a generalized Heisenberg translation, not an automorphism. Is it
true that Cϕ is not hypercyclic on H2(B2)?
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