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#### Abstract

In this paper, we look at various arithmetic properties of the set of those positive integers $n$ whose sum of digits in a fixed base $b>1$ is a fixed positive integers $s$. For example, we prove that such integers can have many prime factors, that they are not very smooth, and that most such integers have a large prime factor dividing the value of their Euler $\phi$ function.


## 1. Introduction

Let $b>1$ and $s>1$ be fixed integers. Let $A_{b, s}$ be the set of all positive integers $n$ which are not multiples of $b$ and whose sum of digits in base $b$ is precisely $s$. That is, $A_{b, s}$ consists of all the positive integers which can be written under the form

$$
n=a_{0}+a_{1} b+\cdots+a_{t} b^{t}
$$

with $a_{0} a_{t} \neq 0, a_{i} \in\{0,1, \ldots, b-1\}$ for $i=1, \ldots, t$ and $\sum_{i=0}^{t} a_{i}=s$.
In this paper, we study the arithmetic properties of the positive integers $n$ belonging to $A_{b, s}$. Notice that the arithmetic properties of these integers reflect the arithmetic properties of all the positive integers $n$ (multiples of $b$ or not) whose sum of digits in base $b$ is precisely $s$, because every such positive integer $n$ can be written in a unique way as $n=b^{u} m$ with $u \geq 0$ and $m \in A_{b, s}$.

A result of Senge and Strauss (see [21]) says that if $b, s, b_{1}$, and $s_{1}$ are positive integers (larger than 1) with $b$ and $b_{1}$ multiplicatively independent, then $A_{b, s} \cap A_{b_{1}, s_{1}}$ is finite. An effective version of this result was given by

[^0]Stewart (see [23]). That is, Stewart used Baker's theory of lower bounds for linear forms in logarithms to show that there exists an effectively computable constant $c_{1}=c_{1}\left(b, s, b_{1}, s_{1}\right)$ depending on $b, s, b_{1}$, and $s_{1}$, such that if $n \in A_{b, s} \cap A_{b_{1}, s_{1}}$, then $n<c_{1}$. Throughout this paper, we shall use $c_{1}, c_{2}, \ldots$ for computable positive constants which are either absolute or depend on our initial data (usually $b$ and $s$ ). We also use the Vinogradov symbols $\gg$ and $\ll$ as well as the Landau symbols $O$ and $o$ with their usual meanings.

There are many papers in the literature dealing with arithmetic properties of the set of positive integers characterized by some digital property (see, for example, [3], [7], [10], [11], [12], [15], [16]). In fact, the paper [16] whose title is very similar to the title of our present paper deals indeed with the arithmetic properties of the set of positive integers $n$ whose sum in base $b$ is $s$, but for the purpose of the results of [16] the number $s$ is not fixed (uniformly in $n$ ) but is taken to tend to infinity is a rather special way with respect to the number $n$ (either a lot slower than $\log n$ or is taken to be precisely $s=\left\lfloor\frac{(b-1) \log n}{2 \log b}\right\rfloor$ which is, roughly speaking, the expected value of $s$ for an arbitrary positive integer $n$ ).

The type of questions which are addressed in the above papers is the following. Let $\mathcal{P}$ be some digital property related to the base $b$ (such as the fact that the sum of digits is a fixed number $s$, or the fact that all the digits are allowed to belong to some fixed proper subset of all the possible digits $\{0,1, \ldots, b-1\}$ satisfying some mild technical assumptions which are meant to avoid trivialities, etc.). Then in the above papers, the authors investigate the average value of the functions $\omega(n)$ and $\Omega(n)$ over the set of positive integers $n$ characterized by the property $\mathcal{P}$. They also show that there exist such $n$ which have many prime factors, or few, or that such sets contain smooth numbers, etc. A key tool that has been used in every single one of the above papers is an appropriate extension of a Theorem of Gelfond asserting the fact that such numbers are uniformly distributed in residue classes modulo a fixed number $m$. That is, let $x$ be a large real number and let $W_{\mathcal{P}}(x)$ denote the set of all positive integers $n<x$ having the digital property $\mathcal{P}$. Then there exists a function $f(x)$ defined on the set of positive real numbers $x$ and which tends to infinity with $x$ (and which is made explicit in the above papers for every one of the digital properties $\mathcal{P}$ ) such that for every positive integer $m$ which is, say coprime to $b(b-1)$ and every non negative integer $a \leq m$ there are roughly about $\frac{\left|W_{\mathcal{P}}(x)\right|}{m}$ numbers $n<x$ having the property $\mathcal{P}$ and $n \equiv a(\bmod m)$ and this property holds uniformly in $m$ and $a$ when $m<f(x)$.

We start with an elementary result which, in particular, shows that such an argument cannot be applied in order to investigate the arithmetic properties of the sets $A_{b, s}$.

Proposition 1.1. Let $k>1$ be any fixed integer. There exists an infinite set of positive integers $S$ having the following properties:
(1) If $m \in S$, then $m$ is coprime to $b$.
(2) If $m_{1} \neq m_{2}$ are distinct members of $S$, then $m_{1}$ and $m_{2}$ are coprime.
(3) If $m \in S$ and $n$ is any non zero multiple of $m$, then $n$ has at least $k$ non zero digits when written in base $b$.

The set $S$ appearing in the statement of the above Proposition 1.1 will be chosen to be a subset of all numbers of the form $\left(b^{n}-1\right) /(b-1)$ for $n \geq 1$.

Taking $k=s+1$ in the above Proposition 1.1, it follows that there exists an infinite set of positive integers $m$ which are coprime to $b$ and for which the equation $x \equiv 0(\bmod m)$ has no positive integer solution $x \in A_{b, s}$ and moreover this infinite set of positive integers can be chosen in such a way that any two members of it are coprime (this is in order to avoid trivialities; in fact, if the equation $x \equiv 0(\bmod m)$ has no positive integer solution $x \in A_{b, s}$, then obviously the equation $x \equiv 0\left(\bmod m_{1}\right)$ will have no positive integer solution $x \in A_{b, s}$ either with $m_{1}$ being any non zero multiple of $m$ ). The proof of the above Proposition 1.1 is elementary and is based on an idea employed previously in [13].

We now address the question of smooth numbers. For a positive integer $n$ we write $P(n)$ for the largest prime factor of $n$ with the convention that $P(1)=1$ and we recall that a number $n$ is called smooth is $P(n)<n^{\varepsilon}$.

Proposition 1.2. For every $\varepsilon>0$ there exist infinitely many positive integers $n \in A_{b, s}$ with $P(n)<n^{\varepsilon}$.

Once one knows that a certain infinite set of positive integers contains infinitely many smooth numbers one can ask two types of questions. One of them is, say how many smooth numbers are there in our infinite set? Here, we can show that for a fixed $\varepsilon$ there exists a subset of $n \in A_{b, s}$ of positive lower logarithmic density such that the inequality $P(n)<n^{\varepsilon}$ holds for $n$ in this subset. Unlike other authors, by positive lower logarithmic density here we mean that there exists a number $\delta>0$, which can be computed in terms of $s$ alone and another computable constant $c_{2}$ depending on $b, s$ and $\varepsilon$, such that for every large positive real number $x$ the set of numbers $n<x$ in $A_{b, s}$ for which $P(n)<n^{\varepsilon}$ holds is of cardinality at least $c_{2}\left|A_{b, s}(x)\right|^{\delta}$. Here and in what follows, we use $A_{b, s}(x)$ to denote the set of all $n<x$ which belong to $A_{b, s}$. If one wants very smooth numbers in $A_{b, s}$, then we can show that there exists a computable constant $c_{3}$ depending only on $b$ and $s$ such that the inequality $P(n)<n^{\varepsilon(n)}$ holds for infinitely many positive integers $n \in A_{b, s}$ with $\varepsilon(n)=\frac{c_{3}}{\log _{3} n}$. Here and in what follows, for any positive
integer $k$ and any positive real number $x$ we define recursively the function $\log _{k} x$ as being $\max \left\{\log \left(\log _{k-1} x\right), 1\right\}$, where $\log _{1}(x)=\max \{\log x, 1\}$ and $\log$ denotes the natural logarithm function. Clearly, if $x$ is large with respect to $k$, then $\log _{k} x$ is nothing else but the composition of the natural logarithm function $\log$ with itself $k$-times evaluated in $x$.

The proof of Proposition 1.2 above is elementary in nature and is based on the properties of the cyclotomic polynomials. This idea has been employed previously in [2] and [9] in the context of constructing long strings of smooth consecutive integers.

While Proposition 1.2 and the remarks following it assert that one can find infinitely many smooth numbers in $A_{b, s}$ the next proposition points out that there is a limit to how smooth one can make the numbers from $A_{b, s}$.

Proposition 1.3. There exists a positive computable constant $c_{4}$ depending only on $b$ and $s$ such that the inequality

$$
\begin{equation*}
P(n)>\frac{c_{4} \log _{2} n \log _{3} n}{\log _{4} n} \tag{1.1}
\end{equation*}
$$

holds for all $n \in A_{b, s}$.
The proof of the above Proposition 1.3 uses Baker's method of lower bounds for linear forms in logarithms.

We now turn our attention to the functions $\omega(n)$ and $\Omega(n)$ when $n \in A_{b, s}$. The next two propositions show that there exist integers $n \in A_{b, s}$ having many distinct prime factors but that there are not too many positive integers $n \in A_{b, s}$ having a very large $\Omega(n)$.

Proposition 1.4. There exists a computable constant $c_{5}$ depending only on $s$ and $b$ such that there exist infinitely many positive integers $n \in A_{b, s}$ having

$$
\begin{equation*}
\omega(n)>\exp \left(\frac{c_{5} \log _{2} n}{\log _{3} n}\right) \tag{1.2}
\end{equation*}
$$

We point out that the inequality

$$
\omega\left(\prod_{n \in A_{b, s}(x)} n\right) \gg \frac{\log ^{2-\alpha} x}{\log _{2} x}
$$

has been proved to hold for large values of the positive real number $x$ in the recent paper [22] provided that $s>4$, where $\alpha$ is any constant in the interval $(0,2)$ such that the inequality $s>4 \alpha^{-1}-3$ holds.

Proposition 1.5. The estimate

$$
\begin{equation*}
\Omega(n)=o(\log n) \tag{1.3}
\end{equation*}
$$

holds when $n$ tends to infinity through positive integers in the set $A_{b, s}$.
Proposition 1.5 tells us something very interesting about the numbers $n \in A_{b, s}$. Indeed, without any digital restrictions we know that the inequality $\Omega(n) \gg \log n$ holds infinitely often and in [16] it is shown that a similar type of inequality holds infinitely often when $n$ is allowed to run only over all the integers which are not multiples of $b$ and whose sum of digits lies in a fixed congruence class $r$ modulo a fixed positive integer $m$. So, we see that Proposition 1.5 tells us that such an inequality cannot happen infinitely often when $n \in A_{b, s}$. The proof of this result uses the Subspace Theorem of W. M. Schmidt. While Proposition 1.4 above tells us that $A_{b, s}$ contains numbers with many prime factors, what is in doubt is the maximal order of $\omega(n)$ when $n \in A_{b, s}$. That is, without any digital restrictions we know that the inequality

$$
\omega(n) \gg \frac{\log n}{\log _{2} n}
$$

holds for infinitely many $n$ but our inequality (1.2) is only a logarithmic version of the above inequality. So, we would like to propose the following problem:

Problem 1. Prove or disprove that

$$
\begin{equation*}
\lim _{\substack{n \rightarrow \infty \\ n \in A_{b, s}}} \frac{\omega(n) \log _{2} n}{\log n}=0 \tag{1.4}
\end{equation*}
$$

We conjecture that formula (1.4) does hold but have no idea how to attack this problem.

Another question that is usually of interest for thin subsets of positive integers is to ask how many of them are powers.

Proposition 1.6. Let $x$ be a large positive real number. Then the number of positive integers $n<x$ with $n \in A_{b, s}$ which are perfect powers is $o\left(\left|A_{b, s}(x)\right|\right)$.

Notice that there is no reason why $A_{b, s}$ should not contain infinitely many perfect powers if $s \geq 4$. Indeed, $b^{2 t}+2 b^{t}+1$ is a perfect square for all $t$ and the sum of its digits is precisely 4 for all $t>0$ and $b>2$. It would be interesting to encounter a sharp (close to the truth) estimate for the dependence $o\left(\left|A_{b, s}(x)\right|\right)$ appearing in Proposition 1.6. In fact, it is very likely that the intersection between $A_{b, s}$ and the set of all perfect powers
consists of a union between finitely many positive integers $n$ and finitely many parametric families of integers of the form $y^{k}$ where $y=a_{0}+a_{1} b^{i_{1}}+$ $\cdots+a_{t} b^{i_{t}}$ with $k, t, a_{0}, a_{1}, \ldots, a_{t}$ fixed and $i_{1}, \ldots, i_{t}$ variables in such a way that the number $y^{k}=\left(a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}\right)^{k}$ has, in a "canonical way", the sum of its digits $s$ in base $b$. For a fixed exponent $k$ proving this might be even doable using the technique employed by Corvaja and Zannier in [6] and particular manifestations of this are already known (see, for example, the recent paper [24] of Szalay, where it is shown, among other things, that the equation $2^{m}+2^{n}+1=x^{2}$ has only finitely many positive integer solutions ( $m, n, x$ ) aside from the infinite family $n=t$ and $m=2 t-2$ for which $\left.2^{m}+2^{n}+1=2^{2(t-1)}+2^{t}+1=\left(2^{t-1}+1\right)^{2}\right)$, but it seems hard to get an absolute bound on $k$ (depending only on $b$ and $s$ ) although the existence of such a bound $k$ is implied by a Generalized ABC Conjecture. Note also that for fixed $k, b$ and $s$ there are some simple congruence conditions which, if not fulfilled, guarantee that there are no perfect $k$ th powers in $A_{b, s}$. For example, if $s \equiv 2(\bmod 3)$, then an immediate congruence modulo 3 shows that $A_{10, s}$ contains no perfect squares. On the other hand, if say $k>1$ is fixed and $s=s_{0}^{k}$ holds with some positive integer $s_{0}$, then it is not hard to show that there exists a positive constant $\delta$ (depending on $s$ and $k$ ) such that for large values of the positive real number $x$ the set $A_{b, s}(x)$ contains at least $\left|A_{b, s}(x)\right|^{\delta}$ positive integers $n$ which are $k$ th powers.

Finally, we look at the numbers $\phi(n)$ when $n \in A_{b, s}$ where $\phi(n)$ is the Euler function of $n$ and we show that most of these are not very smooth.

Proposition 1.7. There exists a positive computable constant $c_{6}$ depending on $b$ and $s$ such that the inequality

$$
\begin{equation*}
P(\phi(n))>c_{6} \log _{2}^{1 / 6} n \log _{3}^{1 / 3} n \tag{1.5}
\end{equation*}
$$

holds for almost all positive integers $n \in A_{s, b}$.
By "almost all" in the statement of the above Proposition 1.7 we mean that for a large positive real number $x$ the number of numbers $n<x$ in $A_{b, s}$ for which inequality (1.5) fails is $o\left(\left|A_{b, s}(x)\right|\right)$. Notice that it is probably impossible to replace "almost all" by "all but finitely many" in the above statement. Indeed, there is no reason why there shouldn't be infinitely many primes of the form $n=3 \cdot 2^{t}+1=2^{t+1}+2^{t}+1$ and if there are infinitely such, then $P(\phi(n))=3$ will hold for all such integers $n$ and in particular an inequality like (1.5) will fail for infinitely many positive integers $n \in A_{2,3}$. The proof of the above Proposition 1.7 is rather technical and uses, among other things, Baker's theory of lower bounds for linear forms in logarithms of algebraic numbers as well as Schlickewei's quantitative version
of W. M. Schmidt's Subspace Theorem (see [20]). This idea has been employed before in the context of giving a lower bound for $P\left(\phi\left(\left|u_{n}\right|\right)\right)$ which is valid for almost all positive integers $n$, where $\left(u_{n}\right)_{n \geq 0}$ is a binary recurrent sequence of integers satisfying certain technical conditions.
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## 2. The Proof of Proposition 1.1

We fix $k$ and $b$ and let $\ell$ be a large positive integer. Take the number

$$
n_{\ell}=b^{\ell-1}+b^{\ell-2}+\cdots+b+1=\frac{b^{\ell}-1}{b-1} .
$$

Observe that $n_{\ell}$ is coprime to $b$. Now assume that
$m=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}, \quad a_{0} a_{t} \neq 0, t \leq k-1$ and $a_{i} \in\{0,1, \ldots, b-1\}$
is a non zero multiple of $n_{\ell}$ which is not a multiple of $b$ and which has at most $k$ non zero digits in base $b$. For every exponent $i_{j}$ with $j=1, \ldots, t$ we let $\alpha_{j} \in\{0,1, \ldots, \ell-1\}$ be such that $i_{j} \equiv \alpha_{j}(\bmod \ell)$. Since $b^{\ell} \equiv 1$ $\left(\bmod n_{\ell}\right)$ and $n_{\ell} \mid m$, we get that $n_{\ell} \mid m^{\prime}$ where

$$
m^{\prime}=a_{0}+a_{1} b^{\alpha_{1}}+\cdots+a_{t} b^{\alpha_{t}} .
$$

Thus, $m^{\prime}=c n_{\ell}$ and since $0<m^{\prime}<(b-1)(t+1) b^{\ell-1} \leq(b-1) k b^{\ell-1}$ and $n_{\ell}>b^{\ell-1}$, we get that $c<c_{7}$ where $c_{7}=(b-1) k$ is independent on $\ell$. We may now assume that $c$ is any fixed positive integer below $c_{7}$ and rewrite the equation $m^{\prime}=c n_{\ell}$ as

$$
\begin{align*}
(b-1) m^{\prime} & =a_{0}(b-1)+a_{1}(b-1) b^{\alpha_{1}}+\cdots+a_{t}(b-1) b^{\alpha_{t}}  \tag{2.1}\\
& =c(b-1) n_{\ell}=c\left(b^{\ell}-1\right) .
\end{align*}
$$

By looking at the number appearing in the left hand side of equation (2.1), we see immediately that the number of its non zero digits in base $b$ is at most $2(t+1) \leq 2 k$. However, by looking at the number appearing in the right hand side of (2.1) and writing it as

$$
c\left(b^{\ell}-1\right)=c b^{\ell}-c=c(b-1) b^{\ell-1}+\left(b^{\ell-1}-c\right)
$$

we recognize that this number has at least $\ell-c_{8}$ non zero digits in base $b$ where one can choose $c_{8}=\left\lfloor\frac{c_{7}}{\log b}\right\rfloor+1$. Thus, if $\ell>c_{9}$ where $c_{9}=2 k+c_{8}$, then equation (2.1) is impossible.

The set $S$ claimed by Proposition 1.1 can be chosen to be simply $S=$ $\left\{n_{p} \mid p>c_{9}\right.$ and prime $\}$ and it is clear from what we have said that all the numbers $n \in S$ satisfy 1 and 3 of Proposition 1.1. The fact that they also satisfy 2 follows from the well known fact that the relation

$$
\operatorname{gcd}\left(b^{u}-1, b^{v}-1\right)=b^{\operatorname{gcd}(u, v)}-1
$$

holds for all positive integers $u$ and $v$. In particular, when $p$ and $q$ are distinct primes, we then have

$$
\operatorname{gcd}\left(n_{p}, n_{q}\right)=\operatorname{gcd}\left(\frac{b^{p}-1}{b-1}, \frac{b^{q}-1}{b-1}\right)=1
$$

## 3. The Proof of Proposition 1.2

Let $z$ be a large positive parameter to be fixed later and let $p_{1}<p_{2}<\cdots<$ $p_{t} \leq z$ be all the prime numbers less then or equal to $z$. Clearly, $t=\pi(z)$. Let $\lambda$ be any positive integer. Write $\mu=\lambda p_{1} \ldots p_{t}$ and consider the number

$$
n=1+b^{\mu}+b^{2 \mu}+\cdots+b^{(s-1) \mu}=\frac{b^{s \mu}-1}{b^{\mu}-1}
$$

It is clear that $n \in A_{b, s}$. For any positive integer $d$ let

$$
\Phi_{d}(X)=\prod_{\substack{1 \leq k \leq d \\ \operatorname{gcd}(k, d)=1}}\left(X-e^{\frac{2 i \pi k}{d}}\right) \in \mathbb{Z}[X]
$$

be the $d$ th cyclotomic polynomial. Since

$$
X^{m}-1=\prod_{d \mid m} \Phi_{d}(X)
$$

we get that

$$
\begin{equation*}
n=\frac{b^{s \mu}-1}{b^{\mu}-1}=\prod_{\substack{d \mid s \mu \\ d \nmid \mu}} \Phi_{d}(b) . \tag{3.1}
\end{equation*}
$$

From (3.1), we get immediately that for all $d \geq 1$ we have

$$
\begin{equation*}
\Phi_{d}(b)=\prod_{\substack{1 \leq k \leq d \\ \operatorname{gcd}(k, d)=1}}\left|b-e^{\frac{2 i \pi k}{d}}\right| \leq(b+1)^{\phi(d)} . \tag{3.2}
\end{equation*}
$$

From (3.1) and (3.2), we certainly get that

$$
\begin{equation*}
P(n) \leq \max _{d \mid s \mu}^{d \nmid \mu}<\left(\Phi_{d}(b)\right) \leq(b+1)^{\phi(s \mu)} . \tag{3.3}
\end{equation*}
$$

The above inequality (3.3) is the key in order to get smooth numbers $n \in$ $A_{b, s}$. To get very smooth such numbers $n$, set $\lambda=1$ and take a large $z$ (for example, such that $z>P(s))$. Then obviously

$$
\begin{equation*}
\frac{\phi(s \mu)}{s \mu}=\frac{\phi(\mu)}{\mu}<\frac{c_{10}}{\log _{2} \mu} \tag{3.4}
\end{equation*}
$$

and the right most inequality (3.4) holds with any constant $c_{10}$ strictly larger than $c_{11}=e^{\gamma}$ provided that $z$ is large (see [17]) where $\gamma$ is the Euler constant. In particular, we get that the inequality

$$
\begin{equation*}
\phi(s \mu)<\frac{c_{10} s \mu}{\log _{2} \mu}<\frac{c_{12} s \mu}{\log _{2}(s \mu)} \tag{3.5}
\end{equation*}
$$

holds with any constant $c_{12}$ strictly larger than $c_{10}$ provided that $z$ is large. Since

$$
b^{(s-1) \mu}<1+b^{\mu}+\cdots+b^{(s-1) \mu}<n,
$$

we get that

$$
(s-1) \mu<\frac{\log n}{\log b}
$$

therefore

$$
\begin{equation*}
s \mu<c_{13} \log n \tag{3.6}
\end{equation*}
$$

where we can take $c_{13}=\frac{s}{(s-1) \log b}$.
Since the function $y \rightarrow \frac{y}{\log _{2} y}$ is increasing for $y>e^{e}$, it follows, by (3.5) and (3.6), that the inequality

$$
\begin{equation*}
\phi(s \mu)<\frac{c_{10} s \mu}{\log _{2} s \mu}<\frac{c_{14} \log n}{\log _{3} n} \tag{3.7}
\end{equation*}
$$

holds where one can take $c_{14}$ to be any constant larger than $c_{10} c_{13}$ provided that $z$ is large. Finally, from (3.3) and (3.7), we get

$$
P(n)<(b+1)^{\frac{c_{14} \log n}{\log _{3} n}}=n^{\varepsilon(n)}
$$

where

$$
\varepsilon(n)=\frac{c_{15}}{\log _{3} n}
$$

with $c_{15}=c_{14} \log (b+1)$.

This is what concerns very smooth numbers. To see that for a fixed value of $\varepsilon$ we can get a set of positive lower logarithmic density of numbers $n \in A_{b, s}$ we argue as follows. Write $\mu_{1}=p_{1} \ldots p_{t}$ and choose a value of $z$ large enough such that the inequality

$$
\phi\left(s \mu_{1}\right)<(s-1) \mu_{1} \varepsilon \frac{\log b}{\log (b+1)}
$$

holds for this value of $z$. The reason that such a value of $z$ exists for a fixed value of $\varepsilon$ is a consequence of inequality (3.5). We now get that

$$
\begin{equation*}
\phi(s \mu)=\phi\left(s \lambda \mu_{1}\right) \leq \lambda \phi\left(s \mu_{1}\right) \leq \lambda(s-1) \mu_{1} \varepsilon \frac{\log b}{\log (b+1)}<\varepsilon \frac{\log n}{\log (b+1)} \tag{3.8}
\end{equation*}
$$

where the last inequality in (3.8) is an immediate consequence of the fact that

$$
b^{(s-1) \mu}=b^{\lambda(s-1) \mu_{1}}<n .
$$

With (3.3) and (3.8) we get

$$
\begin{equation*}
P(n)<(b+1)^{\phi(s \mu)}<n^{\varepsilon} \tag{3.9}
\end{equation*}
$$

and the above inequality (3.9) holds uniformly in $\lambda$.
All is left is to do the count. Let $x$ be a large positive real number. It is not important for our purposes to understand the exact value of $\left|A_{b, s}(x)\right|$ but only the precise order of magnitude. We claim that there exist two computable constants $c_{16}$ and $c_{17}$ such that the inequality

$$
\begin{equation*}
c_{16} \log ^{s-1} x<\left|A_{b, s}(x)\right|<c_{17} \log ^{s-1} x \tag{3.10}
\end{equation*}
$$

holds. This is almost obvious. Indeed, let us get an upper bound on the number of numbers

$$
n=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}<x
$$

such that $a_{i} \in\{1, \ldots, b-1\}$ for $i=0,1, \ldots, t, 0<i_{1}<\cdots<i_{t}$ and for which $\sum_{i=0}^{t} a_{i}=s$. Clearly, $t \leq s-1$ and there are only finitely many choices for the number $t \leq s-1$ and the $t+1$-uples $\left(a_{0}, a_{1}, \ldots, a_{t}\right)$ of positive integers less than $b$ for which $\sum_{i=0}^{t} a_{i}=s$. For each one of these fixed choices, we get that $0<i_{1}<\cdots<i_{t}$ and $i_{t}<\frac{\log x}{\log b}$. Hence, there are only $O\left(\log ^{t} x\right)$ choices for the $t$-uple of exponents $\left(i_{1}, \ldots, i_{t}\right)$ and since $t \leq s-1$, we get the right half of (3.10). To prove the other half of (3.10), notice that $A_{b, s}$ contains all the numbers

$$
n=1+b^{i_{1}}+\cdots+b^{i_{s-1}}
$$

where

$$
\begin{equation*}
0<i_{1}<i_{2}<\cdots<i_{s-1}<\left\lfloor\frac{\log x}{\log b}\right\rfloor-1 \tag{3.11}
\end{equation*}
$$

and the number of $s-1$-uples of positive integers satisfying (3.11) is

$$
\binom{\left\lfloor\frac{\log x}{\log b}\right\rfloor-1}{s-1} \gg \log ^{s-1} x
$$

which proves the other half of (3.10).
We now get a lower bound on the number of positive integers $n<x$ in $A_{b, s}$ satisfying (3.9). From the above arguments, it follows that if $z$ is a fixed number which is sufficiently large such that inequality (3.8) holds, then any number of the form

$$
\begin{equation*}
1+b^{\lambda \mu_{1}}+b^{2 \lambda \mu_{1}}+\cdots+b^{(s-1) \lambda \mu_{1}} \tag{3.12}
\end{equation*}
$$

where $\lambda$ is an arbitrary positive integer satisfies (3.9). But there are at least

$$
\begin{equation*}
\left\lfloor\frac{\log x}{(s-1) \mu_{1} \log b}\right\rfloor-1 \tag{3.13}
\end{equation*}
$$

such numbers $\lambda$ for which the number shown at (3.12) is $<x$ and it is clear that the number shown at (3.13) is $\gg \log x \gg\left|A_{b, s}(x)\right|^{\delta}$ where $\delta=\frac{1}{s-1}$ (see (3.10)).

Remarks In the above proof, we have showed that if $\varepsilon$ is fixed, then there are a number $\gg\left|A_{b, s}(x)\right|^{1 /(s-1)}$ numbers $n<x$ in $A_{b, s}$ having $P(n)<n^{\varepsilon}$ where the constant understood in the symbol $\gg$ above depends on $\varepsilon$. When $s$ is not prime, we can do slightly better by a similar argument. Namely, we can show that the number of numbers $n<x$ in $A_{b, s}$ satisfying $P(n)<n^{\varepsilon}$ is at least $\gg\left|A_{b, s}\right|^{(\Omega(s)-1) /(s-1)}$ where the constant understood in $\gg$ above depends again on $\varepsilon$. Of course, this is better than the previous argument only when $s$ is not a prime. To get such a better inequality, notice that the number $u=\Omega(s)-1$ is the maximum positive integer $k$ for which there exists a representation $s=d_{1} d_{2} \ldots d_{k}$ with integers $d_{i}>1$. Pick such a representation $s=d_{1} d_{2} \ldots d_{u}$ and for $i \in\{1, \ldots, u\}$ let

$$
n_{i}=1+b^{\lambda_{i} \mu}+b^{2 \lambda_{i} \mu}+\cdots+b^{\left(d_{i}-1\right) \lambda_{i} \mu}
$$

where $\lambda_{i}$ are some arbitrary positive integers and $\mu$ is again of the form $\mu=\prod_{p<z} p$. With fixed $\varepsilon$ we can find again a value of $z$ such that the inequality $P\left(n_{i}\right)<n_{i}^{\varepsilon}$ holds independently on $\lambda_{i}$. Finally, set

$$
\begin{equation*}
n=\prod_{i=1}^{u} n_{i} \tag{3.14}
\end{equation*}
$$

It is clear that, generically, the sum of digits of $n$ in base $b$ is precisely $\prod_{i=1}^{u} d_{i}$ and that all its non zero digits are 1 . Indeed, the only case when this might not be so is when there exist two disjoint non empty subsets $J_{1}$ and $J_{2}$ of $\{1, \ldots, u\}$ and two functions $j_{1}: J_{1} \rightarrow \mathbb{N}$ and $j_{2}: J_{2} \rightarrow \mathbb{N}$ such that $j_{1}(i) \in\left\{1, \ldots, d_{i}-1\right\}$ and $j_{2}(i) \in\left\{1, \ldots, d_{i}-1\right\}$ hold for all $i \in J_{1}$ or $i \in J_{2}$, respectively, and such that furthermore

$$
\begin{equation*}
\sum_{i \in J_{1}} j_{1}(i) \lambda_{i}=\sum_{i \in J_{2}} j_{2}(i) \lambda_{i} \tag{3.15}
\end{equation*}
$$

It is now easy to see, by arguments similar to the previous ones, that the number of $u$-uples $\left(\lambda_{1}, \ldots, \lambda_{u}\right)$ of positive integers for which the number $n$ given by (3.14) is $<x$ is

$$
\gg \log ^{u} x=\log ^{\Omega(s)-1} x \gg\left|A_{b, s}(x)\right|^{\frac{\Omega(s)-1}{s-1}}
$$

and it is also easy to see that most such $u$-uples of positive integers do not satisfy any one of the finitely many linear relations (3.15) (mainly because anyone of the finitely many linear relations (3.15) will "cut down" on the degree of freedom $u$ of the generic $u$-uple $\left(\lambda_{1}, \ldots, \lambda_{u}\right)$ ), which finishes the argument.

## 4. The Proof of Proposition 1.3

Let $p_{1}<p_{2}<\cdots<p_{k}$ be the first $k$ prime numbers and assume that

$$
n=p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}
$$

holds with some $\alpha_{i} \geq 0$ for $i=1, \ldots, t$ where

$$
n=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}
$$

is such that $a_{i} \in\{1, \ldots, b-1\}$ for $i=1, \ldots, t$ and $\sum_{i=0}^{t} a_{i}=s$. We assume that $i_{1}<i_{2}<\cdots<i_{t}$ and we write

$$
X=i_{t} \quad \text { and } \quad Y=\max \left\{e, \alpha_{i} \mid i=1, \ldots, k\right\}
$$

It is easy to see that the inequality

$$
b^{X+1}>n \geq 2^{Y}
$$

holds, therefore $Y<c_{18} X$ holds for large $X$ with $c_{18}=2 \log b$ (notice that $2>\log 2$ ). In what follows, we shall assume that $X$ is large enough. We use the following lower bound for linear forms in $p$-adic logarithms due to K. Yu (see [25]).

Lemma 4.1. Let $p$ be a prime number, $r_{1}, \ldots, r_{k}$ be rational numbers having both numerators and denominators coprime to $p$ and $n_{1}, \ldots, n_{k}$ be positive integers. Write $A_{i} \geq e$ for the maximum between the height of the rational number $r_{i}$ (i.e., the maximum between the absolute values of its numerator and denominator when written in reduced form) and e. Write also $N=\max \left\{e,\left|n_{i}\right| \mid i=1, \ldots, k\right\}$. Then there exists an effectively computable constant $c_{19}$ which is absolute such that if the rational number

$$
r_{1}^{n_{1}} \ldots r_{k}^{n_{k}}-1
$$

is non zero, then

$$
\operatorname{ord}_{p}\left(r_{1}^{n_{1}} \ldots r_{k}^{n_{k}}-1\right)<c_{19}^{k} \log A_{1} \ldots \log A_{k} \log N
$$

where for a rational number $r$ we write $\operatorname{ord}_{p}(r)$ for the exponent at which the prime number $p$ divides the numerator of $r$.

We use the above Lemma 4.1 to bound recursively $i_{1}, i_{2}, \ldots, i_{t}$ in terms of $t$ and $X$. Write

$$
\begin{align*}
b^{i_{1}}\left(a_{1}+a_{2} b^{i_{2}-i_{1}}+\cdots+a_{t} b^{i_{t}-i_{1}}\right) & =p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-a_{0}  \tag{4.1}\\
& =a_{0}\left(a_{0}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right) .
\end{align*}
$$

Let $p$ be an arbitrary prime number dividing $b$. The above equation (4.1) implies

$$
\begin{equation*}
i_{1} \leq \operatorname{ord}_{p}\left(b^{i_{1}}\right)=\operatorname{ord}_{p}\left(a_{0}\right)+\operatorname{ord}_{p}\left(a_{0}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right) \tag{4.2}
\end{equation*}
$$

Let $c_{20}$ be such that $c_{20}>\operatorname{ord}_{p}\left(a_{0}\right)$. We use Lemma 4.1 to bound the second term appearing in (4.2). Clearly,

$$
\begin{equation*}
\operatorname{ord}_{p}\left(a_{0}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right)<c_{19}^{k} \log A_{0} \log A_{1} \log p_{2} \ldots \log p_{k} \log Y \tag{4.3}
\end{equation*}
$$

where $A_{0}=\max \left\{\left|a_{0}\right|, e\right\}$ and $A_{1}=e=\max \left\{p_{1}, e\right\}$. Notice that we are entitled to apply Lemma 4.1 because with the index $j$ such that $p_{j}=p$ we may replace $a_{0}^{-1}$ by $a_{0}^{-1} p_{j}^{\alpha_{j}}$ and if this rational number does not have both its denominator and numerator coprime to $p$, then inequality (4.2) is simply $i_{1} \leq c_{20}$ (i.e., the second term in the right hand side of (4.2) is zero) while if $a_{0}^{-1} p^{\alpha_{j}}$ has both its numerator and denominator coprime to $p$, then $\alpha_{j}=\operatorname{ord}_{p}\left(a_{0}\right)$ and the height of $a_{0}^{-1} p^{\alpha_{j}}$ is less than or equal to the height of $a_{0}$ (and in this case the factor depending on $p_{j}$ shouldn't even appear in the right hand side of (4.3)). Set

$$
\Omega=\log A_{1} \ldots \log p_{k}<\exp \left(\sum_{i=1}^{k} \log _{2} p_{k}\right)<\exp \left(c_{21} k \log _{2} k\right)
$$

where $c_{21}$ some absolute constant.

Inequality (4.2) becomes

$$
\begin{equation*}
i_{1}<c_{20}+c_{19}^{k} \log A_{0} \exp \left(c_{21} k \log _{2} k\right) \log Y<\exp \left(c_{22} k \log _{2} k\right) \log Y \tag{4.4}
\end{equation*}
$$

where $c_{22}$ can be chosen to be such that

$$
c_{22}>4 \max \left\{\log c_{20}, \log c_{19}, \log _{2} A_{0}, c_{21}\right\}
$$

We now use induction on the parameter $j$ to show that the inequality

$$
\begin{equation*}
i_{j}+1<3^{j} \exp \left(c_{22} j k \log _{2} k\right)(\log B \log Y)^{j} \tag{4.5}
\end{equation*}
$$

holds for all $j=1, \ldots, t$ where $B=\max \{b, e\}$. The step $j=1$ follows immediately from inequality (4.4). Assume that inequality (4.5) holds for some $j<t$ with $j \geq 1$ and write

$$
c_{j}=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{j} b^{i_{j}} .
$$

Obviously,

$$
c_{j}<b^{i_{j}+1},
$$

therefore

$$
\begin{equation*}
\log c_{j}<\left(i_{j}+1\right) \log B \tag{4.6}
\end{equation*}
$$

Notice also that since $j \geq 1$ we have $c_{j} \geq b+1>e$. Write

$$
\begin{aligned}
b^{i_{j+1}}\left(a_{j+1}+a_{j+2} b^{i_{j+2}-i_{j+1}}+\cdots+a_{t} b^{i_{t}-i_{j+1}}\right) & =p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-c_{j} \\
& =c_{j}\left(c_{j}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right) .
\end{aligned}
$$

We get

$$
i_{j+1}+1 \leq \operatorname{ord}_{p}\left(b^{i_{j+1}}\right)+1=1+\operatorname{ord}_{p}\left(c_{j}\right)+\operatorname{ord}_{p}\left(c_{j}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right) .
$$

Clearly,

$$
\operatorname{ord}_{p}\left(c_{j}\right) \leq \frac{\log c_{j}}{\log p}
$$

and by Lemma 4.1 we also get

$$
\operatorname{ord}_{p}\left(c_{j}^{-1} p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}-1\right)<c_{19}^{k} \Omega\left(\log c_{j}\right) \log Y
$$

therefore

$$
\begin{equation*}
i_{j+1}+1<1+\left(\log c_{j}\right)\left(\frac{1}{\log p}+c_{19}^{k} \Omega \log Y\right) \tag{4.7}
\end{equation*}
$$

So, with (4.6), (4.7) and the induction hypothesis, we get

$$
\begin{aligned}
i_{j+1}+1 & <1+\left(i_{j}+1\right) \log B\left(\frac{1}{\log p}+c_{19}^{k} \Omega \log Y\right) \\
& <1+3^{j}(\log B)^{j+1}(\log Y)^{j} \exp \left(c_{22} j k \log _{2} k\right)\left(\frac{1}{\log p}+c_{19}^{k} \Omega \log Y\right) \\
& <3^{j+1}(\log B \log Y)^{j+1} \exp \left(c_{22}(j+1) k \log _{2} k\right)
\end{aligned}
$$

where the last inequality above is obvious. This finishes the induction step. Evaluating (4.5) at $j=t$ we get

$$
X<i_{t}+1<3^{t} \exp \left(c_{22} t k \log _{2} k\right)(\log B \log Y)^{t}
$$

therefore

$$
\log X<c_{23}+c_{24} k \log _{2} k+c_{25} \log _{2} Y
$$

where $c_{23}=t\left(\log 3+\log _{2} B\right), c_{24}=t c_{22}$ and $c_{25}=t$ (recall that $\left.t \leq s-1\right)$. Since $Y<c_{18} X$ we get that the inequality

$$
c_{24} k \log _{2} k>\log X-c_{23}-c_{25} \log _{2}\left(c_{18} X\right)>\frac{\log X}{2}
$$

holds when $X>c_{26}$ where $c_{26}$ is computable and depends on $b$ and $s$. Thus, for $X>c_{26}$ we get

$$
k \log _{2} k>c_{27} \log X
$$

with $c_{27}=\frac{1}{2 c_{24}}$, therefore the inequality

$$
k>c_{28} \frac{\log X}{\log _{3} X}
$$

holds with some computable constant $c_{28}$ provided that $X>c_{26}$. Since for large $k$ we also have $p_{k}>k \log k$ (see [18]), we get that the inequality

$$
\begin{equation*}
p_{k}>k \log k>c_{29} \frac{\log X \log _{2} X}{\log _{3} X} \tag{4.8}
\end{equation*}
$$

holds for all large enough values of $X$. All it remains to notice is that $X>c_{30} \log n$ holds for all large enough values of $n$ where $c_{30}$ can be taken to be any constant slightly smaller than $\frac{1}{\log b}$ provided that $n$ is large enough, and now inequality (4.8) tells us that the inequality

$$
P(n)>c_{31} \frac{\log _{2} n \log _{3} n}{\log _{4} n}
$$

holds for all $n>c_{32}$. We may now replace the constant $c_{31}$ by a smaller constant and conclude that indeed an inequality like the one asserted at (1.1) holds for all $n \in A_{b, s}$.

## 5. The Proof of Proposition 1.4

Here, we use the argument employed in the proof of Proposition 1.2. Let $z$ be a large real parameter and let $s<p_{1}<\cdots<p_{t} \leq z$ be all the prime numbers larger than $s$ and smaller than or equal to $z$. Take $\mu=p_{1} \ldots p_{t}$ and look at the number

$$
\begin{equation*}
n_{z}=1+b^{\mu}+b^{2 \mu}+\cdots+b^{(s-1) \mu}=\frac{b^{s \mu}-1}{b^{\mu}-1}=\prod_{\substack{d \mid s \mu \\ d \nmid \mu}} \Phi_{d}(b) \tag{5.1}
\end{equation*}
$$

It is clear that the number of divisors $d \mid s \mu$ such that $d \nmid \mu$ is equal to $\tau(s \mu)-$ $\tau(\mu)=(\tau(s)-1) \tau(\mu) \geq \tau(\mu)=2^{t}$. Here, for a positive integer $k$ we use $\tau(k)$ for the number of divisors of $k$ and we also made use of the multiplicativity of the function $\tau$; i.e., the fact that the formula $\tau(s \mu)=\tau(s) \tau(\mu)$ holds because $s$ and $\mu$ are coprime. In particular, there are at least $2^{t}$ factors of the form $\Phi_{d}(b)$ appearing in the right hand side of formula (5.1). We now use the fact well known fact that for $k>12$ the number $b^{k}-1$ has a primitive divisor; i.e., the above number is divisible by a prime number $p$ such that $p$ does not divide anyone of the numbers $b^{\ell}-1$ for any positive integer $\ell<k$ (see [5]). It is also well known that the existence of a primitive divisor for the number $b^{k}-1$ is equivalent to the existence of a prime divisor $p$ of $\Phi_{k}(b)$ such that $p$ does not divide $\Phi_{\ell}(b)$ for any positive integer $\ell<k$. This argument together with (5.1) tells us that $\omega\left(n_{z}\right) \geq 2^{t}-12$. It remains to get a lower bound on $t$ in terms of $n_{z}$. But this is easy. Clearly, the inequality

$$
s \mu<\exp (2 t \log t)
$$

holds for all sufficiently large values of $z$ and since $n_{z}<b^{s \mu}$ we get, by applying the double logarithm in the above inequality, that

$$
\log _{2} n_{z}<\log (s \mu)+\log _{2} b<2 t \log t+\log _{2} b,
$$

therefore the inequality

$$
c_{33} \log _{2} n_{z}<t \log t
$$

holds for large values of $z$ where $c_{33}$ can be taken to be $1 / 3$. The above inequality implies that the inequality

$$
c_{34} \frac{\log _{2} n_{z}}{\log _{3} n_{z}}<t
$$

holds with some absolute constant $c_{34}$ provided that $z$ is large enough, therefore the inequality

$$
\omega\left(n_{z}\right)>2^{t}-12>(\sqrt{2})^{t}=\exp \left(\frac{\log 2}{2} t\right)>\exp \left(c_{35} \frac{\log _{2} n_{z}}{\log _{3} n_{z}}\right)
$$

holds for all sufficiently large values of $z$ with $c_{35}=\frac{c_{34} \log 2}{2}$ which finishes the argument.

## 6. The Proof of Proposition 1.5

We start with the following presumably well known lemma concerning the structure of positive integers $n$ with a large $\Omega(n)$.

Lemma 6.1. (1) The inequality

$$
\Omega(n) \leq \frac{\log n}{\log 2}
$$

holds for all positive integers $n$.
(2) Let $K$ be any positive real number in the interval $\left(0, \frac{1}{\log 2}\right)$ and let $A_{K}$ be the set of all positive integers $n$ such that $\Omega(n) \geq K \log n$. Then $A_{K}$ is infinite and there exist two computable positive constants $L$ and $\delta$ with $\delta<1$ depending only on $K$ such that if $n \in A_{K}$, then there exists a prime number $p<L$ such that if we write $n=p^{\alpha_{p}} m$ where $\operatorname{gcd}(p, m)=1$, then $\log m<\delta \log n$.

Proof. Part 1 is well known. Notice that the inequality asserted at 1 is sharp and equality is obtained for all positive integers $n$ which are powers of 2 . We shall now prove part 2 . Write

$$
n=\prod_{p \mid n} p^{\alpha_{p}}
$$

If $n \in A_{K}$, then

$$
\begin{equation*}
\sum_{p \mid n} \alpha_{p}=\Omega(n)>K \log n=K \sum_{p \mid n} \alpha_{p} \log p=\sum_{p \mid n} \alpha_{p}(K \log p) . \tag{6.1}
\end{equation*}
$$

Let $2=p_{1}<p_{2}<\ldots$ be all the prime numbers and let $k$ be the maximal positive integer such that the inequality $K \log p_{k} \leq 1$ holds. Notice that $k$ exists and $k \geq 1$ because $K<\frac{1}{\log 2}$. Write $q=p_{k}$ and rewrite (6.1) as

$$
\begin{equation*}
\sum_{\substack{p \mid n \\ p \leq q}}(1-K \log p) \alpha_{p}>\sum_{\substack{p \mid n \\ p>q}} \alpha_{p}(K \log p-1) . \tag{6.2}
\end{equation*}
$$

Set

$$
\begin{aligned}
\alpha & =\max \left\{\alpha_{p}|p| n \text { and } p \leq q\right\}, \\
K_{1} & =\sum_{p \leq q}(1-K \log p)>0 .
\end{aligned}
$$

Inequality (6.2) implies

$$
\begin{equation*}
\alpha K_{1} \geq \sum_{\substack{p \mid n \\ p \leq q}} \alpha_{p}(1-K \log p)>\sum_{\substack{p \mid n \\ p>q}} \alpha_{p}(K \log p-1) . \tag{6.3}
\end{equation*}
$$

Set

$$
K_{2}=K-\frac{1}{\log p_{k+1}}
$$

and notice that $K_{2}>0$. Moreover,

$$
K_{2} \leq K-\frac{1}{\log p} \quad \text { holds for all } p>q
$$

therefore

$$
\begin{equation*}
K \log p-1>K_{2} \log p \quad \text { holds for all } p>q . \tag{6.4}
\end{equation*}
$$

With (6.3) and (6.4) we get

$$
\begin{equation*}
K_{1} \alpha>K_{2} \sum_{\substack{p \mid n \\ p>q}} \alpha_{p} \log p . \tag{6.5}
\end{equation*}
$$

Finally, set

$$
K_{3}=\sum_{p \leq q} \log p
$$

and notice that (6.5) implies

$$
\begin{aligned}
\left(K_{1}+K_{2} K_{3}\right) \alpha=K_{1} \alpha+K_{2}\left(K_{3} \alpha\right) & \geq K_{2} \sum_{\substack{p \mid n \\
p \leq q}} \alpha \log p+K_{2} \sum_{\substack{p \mid n \\
p>q}} \alpha_{p} \log p \\
& \geq K_{2} \sum_{p \mid n} \alpha_{p} \log p=K_{2} \log n
\end{aligned}
$$

Hence, the inequality

$$
\alpha>K_{4} \log n
$$

holds with $K_{4}=\frac{K_{2}}{K_{1}+K_{2} K_{3}}$. Now let $n \in A_{K}$ and let $p \leq q$ be the prime number $p \mid n$ for which $\alpha_{p}=\alpha$. We then have

$$
n=p^{\alpha} m
$$

where

$$
\begin{aligned}
\log m & =\log n-\alpha \log p<\log n-K_{4} \log p \log n \\
& =\left(1-K_{4} \log p\right) \log n \leq\left(1-K_{4} \log 2\right) \log n
\end{aligned}
$$

which proves part 2 of the above Lemma 6.1 with $L=q$ and $\delta=1-K_{4} \log 2$ (it is clear that $\delta$ is positive because $K_{3} \geq \log 2$, therefore $K_{1}+K_{2} K_{3}>$ $K_{2} \log 2$ which is equivalent to the fact that $K_{4} \log 2$ is smaller than 1$)$. Lemma 6.1 is therefore proved.

We can now embark in the proof of Proposition 1.5. Assuming that (1.3) does not hold we deduce the existence of a positive constant $K$ such that the inequality $\Omega(n)>K \log n$ holds for infinitely $n \in A_{b, s}$. We may, of course, assume that $K$ is as small as we want and so we take it such as $K<\frac{1}{\log 2}$. We now use Lemma 6.1 to conclude that there exist two positive constants $L$ and $\delta$ such that for every $n \in A_{b, s}$ for which $\Omega(n)>K \log n$ we have $n=p^{\alpha} m$ with $\operatorname{gcd}(p, m)=1$ and $\log m<\delta \log n$. In particular, for every such $n$ we get a relation of the type

$$
\begin{equation*}
n=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}=p^{\alpha} m \tag{6.6}
\end{equation*}
$$

where $a_{i} \in\{1, \ldots, b-1\}, \sum_{i=1}^{t} a_{i}=s, p<L, p \nmid m$ and the inequality $\log m<\delta \log n$ holds with some fixed value of $\delta<1$. There are only finitely many possibilities of choosing $t \leq s-1$ and the $t+2$-uple of positive integers $\left(a_{0}, a_{1}, \ldots, a_{t}, p\right)$ such that $a_{i} \in\{1, \ldots, b-1\}$ with $\sum_{i=0}^{t} a_{i}=s$ and $p<L$ is a prime number and since we are assuming that we have infinitely many values of $n$ satisfying a relation of the type (6.6), we may assume that $t, a_{0}, \ldots, a_{t}, p$ are fixed and that (6.6) holds for infinitely many values of the $t+2$-uple of positive integers $\left(i_{1}, \ldots, i_{t}, \alpha, m\right)$. In order to get a contradiction, we shall show that an equation like (6.6) has only finitely many solutions $\left(i_{1}, \ldots, i_{t}, \alpha, m\right)$. To achieve this, we shall prove something slightly more general, namely the following.

Let $b>1$ be a fixed positive integer. Let $t \geq 1$ and $A_{0}, A_{1}, \ldots, A_{t}$ be fixed non zero integers and $p$ be a fixed prime. Let $\delta<1$ be a fixed real number and consider the Diophantine equation

$$
\begin{equation*}
A_{0}+A_{1} b^{i_{1}}+\cdots+A_{t} b^{i_{t}}=p^{\alpha} m \tag{6.7}
\end{equation*}
$$

in integer unknowns $\left(i_{1}, \ldots, i_{t}, \alpha\right)$ with $i_{j} \geq 0$ for $j=\{1, \ldots, t\}, \alpha \geq 0$, $m \neq 0, p$ and $m$ coprime and $\log |m|<\delta \log |n|$ where we use $n$ to denote the common value of the integer appearing in either side of equality (6.7). A solution $\left(i_{1}, \ldots, i_{t}, \alpha, m\right)$ will be called non degenerate if

$$
\sum_{j \in I} A_{j} b^{i_{j}} \neq 0
$$

holds for all proper non empty subsets $I \subset\{0,1, \ldots, t\}$ where we use $i_{0}=0$. It suffices to show that an equation of the type (6.7) has only finitely many non degenerate solutions $\left(i_{1}, \ldots, i_{t}, \alpha, m\right)$. Notice that our equation (6.6) is a particular type of an equation of the type (6.7) and it is non degenerate because all the coefficients $a_{i}$ for $i=\{0,1, \ldots, t\}$ in (6.6) are positive. Notice that what we are about to prove is a slight generalization of the well known result concerning the finiteness of the number of non degenerate solutions of a linear $\mathcal{S}$-unit equation.

To prove this, we shall apply the following particular case of the Subspace Theorem which we recall as a lemma (for a proof see [20]).

Lemma 6.2. Let $\mathcal{S}$ be a finite set of absolute values of $\mathbb{Q}$ including $\infty$ (and normalized such that $|p|_{p}=p^{-1}$ holds for every prime number $p$ ) and let $N \in \mathbb{N}$. For $v \in \mathcal{S}$ let $L_{1, v}, \ldots, L_{N, v}$ be linearly independent forms in $N$ variables with rational coefficients and let $\mu>0$. Then the solutions $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{Z}^{*}\right)^{N}$ of the inequality

$$
\prod_{v \in \mathcal{S}} \prod_{i=1}^{N}\left|L_{i, v}(\mathbf{x})\right|_{v}<\left(\max \left\{\left|x_{i}\right| \mid i=1, \ldots, N\right\}\right)^{-\mu}
$$

are contained in finitely many proper subspaces of $\mathbb{Q}^{N}$.
To prove the statement about the finiteness of the number of non degenerate solutions of (6.7) we use induction over the parameter $t \geq 1$ and the above Lemma 6.2. To see how this works let $t=2$. Then (6.7) reduces to

$$
\begin{equation*}
A_{1} b^{i_{1}}+A_{0}=p^{\alpha} m \tag{6.8}
\end{equation*}
$$

Since $\alpha \log p>(1-\delta) \log |n|$ and $A_{0} \neq 0$, it follows that the only interesting case to consider is when $p$ does not divide $b$ (otherwise, we obviously have only finitely many solutions $\left(i_{1}, \alpha, m\right)$ of (6.8)). We apply Lemma 6.2 with $\mathcal{S}=\{p, \infty, q \mid$ for all prime divisors $q$ of $b\}, N=2, \mathbf{x}=\left(x_{1}, x_{2}\right)$ and the linear forms $L_{1, v}(\mathbf{x})=x_{1}$ for all $v \in S, L_{2, v}=A_{1} x_{1}-x_{2}$ for $v \in S \backslash\{p\}$ and $L_{2, v}(\mathbf{x})=x_{2}$ when $v=p$. It is clear that $L_{1, v}(\mathbf{x})$ and $L_{2, v}(\mathbf{x})$ are linearly independent for all $v \in \mathcal{S}$. We assume that $x_{1}=b^{i_{1}}$ and $x_{2}=p^{\alpha} m$ is a solution of

$$
\begin{equation*}
A_{1} x_{1}-x_{2}=-A_{0} . \tag{6.9}
\end{equation*}
$$

Let us compute the double product

$$
\prod_{v \in \mathcal{S}} \prod_{i=1}^{2}\left|L_{i, v}(\mathbf{x})\right|_{v}
$$

for our particular problem. Clearly,

$$
\prod_{v \in \mathcal{S}}\left|L_{1, v}(\mathbf{x})\right|_{v}=\prod_{v \in \mathcal{S}}\left|x_{1}\right|_{v}=1
$$

and

$$
\prod_{v \in \mathcal{S} \backslash\{p\}}\left|L_{2, v}(\mathbf{x})\right|_{v}=\prod_{v \in \mathcal{S} \backslash\{p\}}\left|-A_{0}\right|_{v}=A
$$

where $A$ is a constant. Finally,

$$
\left|L_{2, p}\right|_{p}=\left|x_{2}\right|_{p}=\frac{1}{p^{\alpha}}<|n|^{-(1-\delta)}=\left|A_{1} x_{1}+A_{0}\right|^{-(1-\delta)}
$$

Thus, the inequality

$$
\prod_{v \in \mathcal{S}} \prod_{i=1}^{2}\left|L_{i, v}(\mathbf{x})\right|_{v}<A\left|A_{1} x_{1}+A_{0}\right|^{-(1-\delta)}<\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}^{-\mu}
$$

holds with $\mu=\frac{(1-\delta)}{2}>0$ provided that $\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}$ is large enough. By Lemma 6.2 it follows that all but finitely many solutions of equation (6.9) are contained in finitely many proper subspaces of $\mathbb{Q}^{2}$. In particular, there exist finitely many pairs of rational numbers $\left(B_{1}, B_{2}\right)$ not both zero so that $B_{1} x_{1}+B_{2} x_{2}=0$. Thus, $B_{1} b^{i_{1}}+B_{2} p^{\alpha} m=0$ which means that $\alpha$ is bounded and since $\alpha \log p>(1-\delta) \log |n|$, we get that $n$ is bounded as well. This takes care of the case in which $t=1$.

We now treat the general case. Assume that $t>1$ and that equation (6.7) does have only finitely many non degenerate solutions for any $t^{\prime}<t$ and any choice of the non zero coefficients $A_{0}, \ldots, A_{t^{\prime}}$. We may assume that $i_{j}$ are distinct because if two of them are equal, say $i_{1}=i_{2}$, we can then group them and rewrite equation (6.7) as

$$
A_{0}+\left(A_{1}+A_{2}\right) b^{i_{2}}+\cdots+A_{t} b^{i_{t}}=p^{\alpha} m
$$

which is an equation like (6.7) but with fewer (i.e., $t-1$ ) terms in the left hand side and it is still non degenerate (notice that $A_{1}+A_{2} \neq 0$ if $i_{1}=i_{2}$ because we are treating only the case of the non degenerate solutions of (6.7)). The same argument shows that we may assume that $i_{j}>0$ for all $j \in\{1, \ldots, t\}$ and we may now order them in such a way that $0<i_{1}<i_{2}<$ $\cdots<i_{t}$. We may also assume that $i_{1}$ is as large as we want for if not, i.e., if $i_{1}$ remains bounded, we may then assume that $i_{1}$ is fixed and replace $A_{0}+A_{1} b^{i_{1}}$ by $A_{0}^{\prime}$ and obtain again an equation like (6.7) but with fewer terms in the left hand side. Since we are assuming that $i_{1}$ can be large, it follows that the only interesting case is again when $p$ does not divide $b$. We apply Lemma 6.2 with $S=\{p, \infty, q \mid$ for all prime divisors $q$ of $b\}, N=t+1, L_{i, v}(\mathbf{x})=x_{i}$ for all $i=1, \ldots, t$ and all $v \in \mathcal{S}, L_{t+1, v}(\mathbf{x})=A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{t} x_{t}-x_{t+1}$ for all $v \in \mathcal{S} \backslash\{p\}$ and $L_{t+1, p}(\mathbf{x})=x_{t+1}$. It is clear that $L_{i, v}$ for $i=1, \ldots, N$ are linearly independent for all $v \in \mathcal{S}$. We look at the solutions of the equation

$$
\begin{equation*}
A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{t} x_{t}-x_{t+1}=-A_{0} \tag{6.10}
\end{equation*}
$$

with $x_{j}=b^{i_{j}}$ for $j=1, \ldots, t$ and $x_{t+1}=p^{\alpha} m$ where

$$
\log |m|<\delta \log |n|=\delta \log \left|A_{0}+A_{1} x_{1}+\cdots+A_{t} x_{t}\right|
$$

We now compute again the double product

$$
\prod_{v \in \mathcal{S}} \prod_{i=1}^{N}\left|L_{i, v}(\mathbf{x})\right|_{v}
$$

Let $j \leq t$. Then

$$
\begin{equation*}
\prod_{v \in \mathcal{S}}\left|L_{j}(\mathbf{x})\right|_{v}=\prod_{v \in \mathcal{S}}\left|x_{j}\right|_{v}=\prod_{v \in \mathcal{S}}\left|b^{i_{j}}\right|_{v}=1 . \tag{6.11}
\end{equation*}
$$

Let now $j=t+1$ and notice that

$$
\begin{equation*}
\prod_{v \in \mathcal{S} \backslash\{p\}}\left|L_{t+1, v}(\mathbf{x})\right|_{v}=\prod_{v \in \mathcal{S} \backslash\{p\}}\left|-c_{0}\right|_{v}=A^{\prime} \tag{6.12}
\end{equation*}
$$

where $A^{\prime}$ is a constant while

$$
\begin{equation*}
\left|L_{t+1, p}(\mathbf{x})\right|_{p}=\left|x_{t+1}\right|_{p}=\left|p^{\alpha} m\right|_{p}=\frac{1}{p^{\alpha}}<\left|A_{1} x_{1}+\cdots+A_{t} x_{t}\right|^{-(1-\delta)} \tag{6.13}
\end{equation*}
$$

Multiplying (6.11)-(6.13) we get that the inequality

$$
\begin{aligned}
\prod_{i \in \mathcal{S}} \prod_{i=1}^{N}\left|L_{i, v}(\mathbf{x})\right|_{v} & <A^{\prime}\left|A_{1} x_{1}+\cdots+A_{t} x_{t}\right|^{-(1-\delta)} \\
& <\max \left\{\left|x_{j}\right| \mid j=1, \ldots, t+1\right\}^{-\mu}
\end{aligned}
$$

holds with $\mu=\frac{(1-\delta)}{2}$ provided that $i_{t}-i_{t-1}$ is large enough (we may assume that this is so for otherwise, if $i_{t}-i_{t-1}$ is bounded, we may then assume that $i_{t}-i_{t-1}$ is fixed and then equation (6.7) becomes again an equation with fewer unknowns in the left hand side of it which has only finitely many non degenerate solutions by the induction hypothesis). With Lemma 6.2 it follows that there exist finitely many non zero vectors $\left(B_{1}, \ldots, B_{t+1}\right)$ in $\mathbb{Q}^{t+1}$ such that every solution of (6.10) satisfies

$$
\begin{equation*}
B_{1} x_{1}+\cdots+B_{t} x_{t}+B_{t+1} x_{t+1}=0 \tag{6.14}
\end{equation*}
$$

Assume first that $B_{t+1}=0$ and let $j$ be the maximal index $\leq t$ for which $B_{j} \neq 0$. Then equation (6.14) implies that

$$
x_{j}=B_{1}^{\prime} x_{1}+\cdots+B_{j-1}^{\prime} x_{j-1}
$$

where $B_{i}^{\prime}=-\frac{B_{i}}{B_{j}}$ and the above equation is a pure $\mathcal{S}$-unit equation. It is then known that $i_{j}-i_{j-1}$ is bounded and so we may assume that $i_{j}-i_{j-1}$ is fixed and now equation (6.7) becomes an equation with fewer than $t$
unknowns in the left hand side of it which by the induction hypothesis has only finitely many solutions. Assume now that $B_{t+1} \neq 0$. Expressing $x_{t+1}$ versus $x_{1}, \ldots, x_{t}$ both from (6.14) and from (6.10) we get an equation of the form

$$
\begin{equation*}
A_{1} x_{1}+\cdots+A_{t} x_{t}+A_{0}=B_{1}^{\prime} x_{1}+\cdots+B_{t}^{\prime} x_{t} \tag{6.15}
\end{equation*}
$$

where $B_{i}^{\prime}=-\frac{B_{i}}{B_{t+1}}$ for $i=1, \ldots, t$. The above equation (6.15) is an equation of the form

$$
\begin{equation*}
C_{1} x_{1}+\cdots+C_{t} x_{t}+C_{0}=0 \tag{6.16}
\end{equation*}
$$

with $C_{i}=A_{i}-B_{i}^{\prime}$ for all $i=1, \ldots, t$. If (6.16) is non degenerate, then it has only finitely many solutions with $x_{j}=b^{i_{j}}$ for $j=1, \ldots, t$ (notice that $A_{0} \neq 0$ is fixed). If it is degenerate, let $I$ be a set of minimal cardinality of $\{1, \ldots, t\}$ for which

$$
\begin{equation*}
A_{0}+\sum_{i \in I} C_{i} x_{i}=0 \tag{6.17}
\end{equation*}
$$

Then equation (6.17) is non degenerate and as such it has only finitely many solutions $x_{j}=b^{i_{j}}$ for which $j \in I$. In particular, since $I$ is non empty, every one of the exponents $i_{j}$ for $j \in I$ is bounded which means that we can reduce equation (6.7) again to an equation with fewer unknown terms in the left hand side of it. The induction is therefore complete which finishes the proof of Proposition 1.5.

Remarks With a known value of $\delta$ it is an immediate application of lower bounds for $p$-adic logarithms that an equation like (6.7) with $t=1$ has even finitely many effectively computable solutions $\left(i_{1}, \alpha, m\right)$ and these may be computed from knowledge of $c_{0}, c_{1}, b, \delta$ and $p$. However, the value of $\delta$ comes from the Lemma 6.1 and it is computable only if we assume that we do know a constant $K$ such that $\Omega(n)>K \log n$ holds with some $n \in A_{b, s}$ which has exactly two non zero digits in base $b$. We have avoided to mention the words lower bounds for linear forms in logarithms at this stage mainly because we wanted only to prove an estimate of the type (1.3) which means that we wanted to show that for every $K>0$ the inequality $\Omega(n)>K \log n$ can hold only for finitely many positive integers $n \in A_{b, s}$. However, with our method one can employ a lower bound for a linear form in $p$-adic logarithms to find an effective upper bound on $\frac{\Omega(n)}{\log n}$ which tends to zero with $n$ when $n$ tends to infinity in the set of all positive integers which are not multiples of $b$ and which have only two non zero digits when written in base $b$.

## 7. The Proof of Proposition 1.6

By the arguments used in the proof of Proposition 1.2, it follows that for a large positive real number $x$ we have $c_{16} \log ^{s-1} x<\left|A_{b, s}(x)\right|<c_{17} \log ^{s-1} x$. We thus find it easier to measure the cardinality of $\left|A_{b, s}(x)\right|$ in the logarithmic scale. That is, for a large positive real number $x$ we shall count the number of numbers $n \in A_{b, s}$ of the form

$$
\begin{equation*}
n=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}} \tag{7.1}
\end{equation*}
$$

where $a_{i} \in\{1, \ldots, b-1\}, \sum_{i=0}^{t} a_{i}=s$ and $0<i_{1}<\cdots<i_{t}<x$. This is "almost" $A_{b, s}\left(b^{x}\right)$ and therefore the number of such numbers $n$ is $\asymp x^{s-1}$. We have to show that the number of such numbers $n$ which are also perfect powers is $o\left(x^{s-1}\right)$. First of all let us notice that most numbers of the form (7.1) have $t=s-1$ and $a_{i}=1$ for all $i=0, \ldots, t$. Indeed, suppose that $t<s-1$. For each such $t$ there are only finitely many choices for the coefficients $a_{i} \in\{1, \ldots, b-1\}$ such that $\sum_{i=0}^{t} a_{i}=s$ and for each one of these choices of the coefficients the exponents $i_{1}<i_{2}<\cdots<i_{t}<x$ can be chosen in at most $x^{t} \leq x^{s-2}$ ways. In particular, the number of numbers $n$ given by (7.1) with $t<s-1$ is $O\left(x^{s-2}\right)=o\left(x^{s-1}\right)$. Thus, most numbers shown at (7.1) have $t=s-1$ and therefore $a_{i}=1$ for all $i=0, \ldots, t$. Let us assume now that

$$
\begin{equation*}
1+b^{i_{1}}+\cdots+b^{i_{s-1}}=m^{y} \tag{7.2}
\end{equation*}
$$

holds for some positive integers $m>1$ and $y>1$. We may assume that $y$ is prime and since $m \geq 2$, we get that $y \leq c_{36} x$. Thus, the number of ways of choosing $y$ is $\pi\left(c_{36} x\right)<c_{37} \frac{x}{\log x}$. Since $0<i_{1}<\cdots<i_{s-1}$, we also observe that we may assume that $i_{1}>\frac{x}{\log x}$ for if not, then the number of numbers $n$ of the form (7.1) with $i_{1} \leq \frac{x}{\log x}$ and $i_{2}<i_{3}<\cdots<i_{s-1}<x$ is, of course, $O\left(\frac{x^{s-1}}{\log x}\right)=o\left(x^{s-1}\right)$. In particular, since $i_{1}>0$, we read that the number shown at (7.2) is coprime to $b$, therefore $m$ is coprime to $b$. We now fix the exponents $i_{1}<i_{2} \cdots<i_{s-2}<x$. The number of such choices is, of course, $O\left(x^{s-2}\right)$. We write

$$
c=1+b^{i_{1}}+\cdots+b^{i_{s-1}} .
$$

And it thus suffices to count the number of exponents $j=i_{s-1}<x$ with $j>\frac{x}{\log x}$ and $j=i_{s-1} \notin\left\{i_{1}, \ldots, i_{s-2}\right\}$ and for which the relation

$$
\begin{equation*}
b^{j}+c=m^{y} \tag{7.3}
\end{equation*}
$$

holds with some positive integer $m>1$ coprime to $b$ and some prime number $y>1$. We need to show that the number of such exponents $j$ is $o(x)$. For this
we start with the exponent $y$. Since $y$ is prime, we write it as $y=p$. For any fixed $p<c_{36} x$ equation (7.3) can have no solutions $(j, m)$ with $j<x$ or one such solution or more than one such solution. Thus, the total number of solutions $(j, m, y)$ of equation (7.3) over all those values of $y=p<c_{36} x$ for which equation (7.3) has at most one solution $(j, m)$ when $p$ is fixed is at most $\pi\left(c_{36} x\right)=O\left(\frac{x}{\log x}\right)=o(x)$. We now fix a value of $p<c_{36} x$ and we assume that equation (7.3) has more than one solution $(j, m)$ with this fixed value of $y=p$.

We distinguish three instances.
Case 1. $p>\max \{b, 3\}$.
Let $(j, m)$ and $\left(j^{\prime}, m^{\prime}\right)$ be two solutions of equation (7.3) with $j^{\prime}>j$ corresponding to the same value $y=p$. Taking the difference between these two equations (7.3) we get

$$
\begin{equation*}
b^{j}\left(b^{j^{\prime}-j}-1\right)=m^{\prime y}-m^{y}=\left(m^{\prime}-m\right) \frac{m^{\prime p}-m^{p}}{m^{\prime}-m} \tag{7.4}
\end{equation*}
$$

Let $d=\operatorname{gcd}\left(m^{\prime}, m\right)$. Notice that $d$ is coprime to $b$. Write $m^{\prime}=d m_{1}^{\prime}$ and $m=d m_{1}$ with coprime positive integers $m_{1}$ and $m_{1}^{\prime}$. Equation (7.4) is of the form

$$
\begin{equation*}
b^{j}\left(b^{j^{\prime}-j}-1\right)=d^{p}\left(m_{1}^{\prime}-m_{1}\right) \frac{m_{1}^{\prime p}-m_{1}^{p}}{m_{1}^{\prime}-m_{1}} \tag{7.5}
\end{equation*}
$$

It is now clear that every prime divisor of $\frac{m_{1}^{\prime p}-m^{p}}{m_{1}^{\prime}-m_{1}}$ is either $p$ (and this happens if $p \mid\left(m_{1}^{\prime}-m_{1}\right)$ ), or is congruent to 1 modulo $p$. Since $p>b$, we get that $\frac{m_{1}^{p}-m_{1}^{p}}{m_{1}^{\prime}-m_{1}}$ is coprime to $b^{j}$ and therefore

$$
\frac{m_{1}^{\prime p}-m_{1}^{p}}{m_{1}^{\prime}-m_{1}} \leq b^{j^{\prime}-j}-1
$$

If $d>1$, then $d$ is also coprime to $b$ and therefore $d^{p}$ divides $b^{j^{\prime}-j}-1$. In this case, it follows, by (7.5) and the above remarks, that $m_{1}^{\prime}-m_{1}$ must be a multiple of $b^{j}$ and therefore

$$
m_{1}^{\prime}-m_{1} \geq b^{j}
$$

We thus get

$$
b^{j(p-1)} \leq\left(m_{1}^{\prime}-m_{1}\right)^{p-1} \leq \frac{m_{1}^{\prime p}-m_{1}^{p}}{m_{1}^{\prime}-m_{1}} \leq b^{j^{\prime}-j}-1<b^{j^{\prime}-j},
$$

therefore

$$
\begin{equation*}
j^{\prime} \geq j p \tag{7.6}
\end{equation*}
$$

Since $j>\frac{x}{\log x}$ and $j^{\prime}<x$, we first read that $p<\log x$. Secondly, assume that $j_{1}<j_{2}<\cdots<j_{k}$ are all the possible indices $j \in\left(\frac{x}{\log x}, x\right)$ for which $b^{j}+c$ is a $p$ th power. Inequality (7.6) tells us that $j_{2}>p j_{1}$, then that $j_{3}>p j_{2}>p^{2} j_{1}$, etc., therefore

$$
j_{k}>p^{k} j_{1} .
$$

Since $j_{k}<x$ and $j_{1}>\frac{x}{\log x}$, we read that $p^{k}<\log x$, therefore $k \leq c_{38} \log _{2} x$ where $c_{38}=\frac{1}{\log 2}$. Thus, the number of numbers $y=p$ is at most $O(\log x)$ and for each such fixed prime number $p$ the number of indices $j$ for which $b^{j}+c$ can be a $p$ th power is $O\left(\log _{2} x\right)$. The totality of all these instances is $O\left(\log x \log _{2} x\right)=o(x)$ which settles this case.

Case 2. $3 \leq p \leq \max \{3, b\}$.
In this case, we have only finitely many prime numbers $p$ under consideration so we may assume that $p$ is fixed. Let again $(j, m)$ and $\left(j^{\prime}, m^{\prime}\right)$ be two solutions of equation (7.3) with $j^{\prime}>j$ corresponding to the same exponent $y=p$. With $d=\operatorname{gcd}\left(m^{\prime}, m\right), m^{\prime}=d m_{1}^{\prime}$ and $m=d m_{1}$ we arrive again at equation (7.5), namely

$$
\begin{equation*}
b^{j}\left(b^{j^{\prime}-j}-1\right)=d^{p}\left(m_{1}^{\prime}-m_{1}\right) \frac{m_{1}^{\prime p}-m_{1}^{p}}{m_{1}^{\prime}-m_{1}} \tag{7.7}
\end{equation*}
$$

Since both $m^{\prime}$ and $m$ are coprime to $b$, it follows that $d$ is coprime to $b$ and so $b^{j}$ divides $m_{1}^{\prime p}-m_{1}^{p}$. In particular,

$$
m_{1}^{\prime p}>m_{1}^{\prime p}-m_{1}^{p} \geq b^{j}>b^{x / \log x}
$$

therefore

$$
\begin{equation*}
m_{1}^{\prime}>\exp \left(c_{39} \frac{x}{\log x}\right) \tag{7.8}
\end{equation*}
$$

with $c_{39}=\frac{\log b}{\max \{b, 3\}}$. Since $p \geq 3$ is fixed and $m_{1}^{\prime}>m_{1}$ are coprime, it follows by a result of Bugeaud (see [4]) that the inequality

$$
\begin{equation*}
P\left(m_{1}^{\prime p}-m_{1}^{p}\right)>c_{40} \log _{2} m_{1}^{\prime} \tag{7.9}
\end{equation*}
$$

holds with some computable constant $c_{40}$. It then follows, from the above estimates (7.8) and (7.9), that the inequality

$$
\begin{equation*}
P\left(m_{1}^{\prime p}-m_{1}^{p}\right)>c_{40} \log \left(c_{39} \frac{x}{\log x}\right)>c_{41} \log x \tag{7.10}
\end{equation*}
$$

holds with $c_{41}=\frac{c_{40}}{2}$ provided that $x$ is large enough.

If $x$ is so large such that $c_{41} \log x>b$ holds, we then get, by (7.7) and (7.10), that the largest prime divisor of $m_{1}^{\prime p}-m_{1}^{p}$ must divide $b^{j^{\prime}-j}-1$ and therefore

$$
b^{j^{\prime}-j}>b^{j^{\prime}-j}-1 \geq P\left(m_{1}^{\prime p}-m_{1}^{p}\right)>c_{41} \log x .
$$

Thus, the inequality

$$
j^{\prime}-j>c_{42} \log _{2} x
$$

must hold with $c_{42}=\frac{1}{2 \log b}$ provided that $x$ is large enough. The above gap principle tells us that if $p$ is fixed and $\frac{x}{\log x}<j_{1}<j_{2}<\cdots<j_{k}<x$ are all the possible exponents in the interval $\left(\frac{x}{\log x}, x\right)$ for which $b^{j}+c$ is a $p$ th power, then $k=O\left(\frac{x}{\log _{2} x}\right)=o(x)$. Since $p$ can take only finitely many values, it follows that the total number of exponents $j<x$ for which $b^{j}+c$ can be a $p$ th power is again $o(x)$ which takes care of this case.

Case 3. $p=2$.
None of the above techniques can deal with the case $p=2$ so here we will employ a different argument. We let $x$ be large and write $z=\left\lfloor\frac{x}{\log x}\right\rfloor$. With $j>\frac{x}{\log x}$ every positive integer solution $(j, m)$ of the equation

$$
b^{j}+c=m^{2}
$$

leads to a solution of the congruence

$$
\begin{equation*}
m^{2} \equiv c \quad\left(\bmod b^{z}\right) \tag{7.11}
\end{equation*}
$$

Let $b=\prod_{q \mid b} q^{\alpha_{q}}$. Equation (7.11) implies that

$$
\begin{equation*}
m^{2} \equiv c \quad\left(\bmod q^{\alpha_{q} z}\right) \tag{7.12}
\end{equation*}
$$

and for every fixed $q \mid b$ the above equation (7.12) has precisely two solutions $m\left(\bmod q^{\alpha_{q} z}\right)$ (when $q=2$ the above equation has only two solutions modulo $2^{\alpha_{2} z-1}$ and so that it has at most 4 solutions modulo $2^{\alpha_{2} z}$ ). Here, we implicitly used the fact that $c$ is coprime to $b$. The above argument shows that the system of congruences (7.12) has, with varying $q$ and by the Chinese Remainder Lemma, at most $c_{43}=2^{\omega(b)+1}$ integer solutions $m$ in the interval $\left(0, b^{z}\right)$. So, it suffices to count the number of exponents $j$ such that $b^{j}+c=m^{2}$ holds with $m$ in a fixed congruence class modulo $b^{z}$. Assume that this fixed congruence class is $c^{\prime}$, where $c^{\prime}$ is an integer in the interval $\left(0, b^{z}\right)$ which is coprime to $b$ and suppose that $(j, m)$ and $\left(j^{\prime}, m\right)$ are both
solutions of equation (7.3) with $y=2$ and $m^{\prime} \equiv m \equiv c^{\prime}\left(\bmod b^{z}\right)$. We write $m=u b^{z}+c^{\prime}, m^{\prime}=v b^{z}+c^{\prime}$ with $v>u \geq 0$. We now get

$$
\begin{aligned}
b^{j}\left(b^{j^{\prime}-j}-1\right) & =m^{\prime 2}-m^{2}=\left(m^{\prime}-m\right)\left(m^{\prime}+m\right) \\
& =b^{z}(v-u)\left(b^{z}(v+u)+2 c^{\prime}\right)
\end{aligned}
$$

therefore

$$
b^{j-z}\left(b^{j^{\prime}-j}-1\right)=(v-u)\left(b^{z}(v+u)+2 c^{\prime}\right) .
$$

It is now clear that $\operatorname{gcd}\left(b, b^{z}(v+u)+2 c^{\prime}\right) \mid 2$ and therefore

$$
b^{j^{\prime}-j}-1 \geq \frac{b^{z}(v+u)+2 c^{\prime}}{2}>\frac{b^{z}}{2} .
$$

We thus get

$$
j^{\prime}-j>\frac{1}{\log b}(z \log b-\log 2)>c_{44} \frac{x}{\log x}
$$

where we can take $c_{44}=\frac{1}{2}$ provided that $x$ is large enough. The above argument shows again that equation (7.3) can have at most $O(\log x)$ solutions $(j, m)$ with $p=2$ and $j<x$ such that $m$ is in a fixed congruence class modulo $b^{z}$ and since we have only finitely many such congruence classes, we get that the number of numbers $j<x$ for which $b^{j}+c$ can be a perfect square is $O(\log x)=o(x)$. This case is therefore settled as well which completes the proof of Proposition 1.6.

## 8. The Proof of Proposition 1.7

The proof of this proposition follows closely the proof of the main result in [14] although some of the details of the argument in [14] must be slightly modified for our present purposes. We work again in the logarithmic scale as in the proof of Proposition 1.6. That is, we assume that $x$ is a large positive real number and that $n$ is a number of the form

$$
n=a_{0}+a_{1} b^{i_{1}}+\cdots+a_{t} b^{i_{t}}
$$

where $a_{i} \in\{1, \ldots, b-1\}$ for $i=0, \ldots, t, \sum_{i=0}^{t} a_{i}=s$ and $0<i_{1}<\cdots<$ $i_{t}<x$. We want to show that but for a set of such positive integers $n$ of cardinality $o\left(x^{s-1}\right)$ the inequality asserted at (1.5) holds. As we have seen in the proof of Proposition 1.6 most such positive integers $n$ have $t=s-1$ and $a_{i}=1$ for all $i=0, \ldots, t$ and therefore we may assume that the numbers $n$ that we will work with are of this type. We may also assume that the inequality $i_{s-1}-i_{s}>c_{45} \frac{x}{\log _{4} x}$ holds where $c_{45}$ is a computable positive constant which we will fix later. Indeed, the reason is that the number of
$s-1$-uples of positive integers $\left(i_{1}, \ldots, i_{s-1}\right)$ for which $i_{1}<\cdots<i_{s-1}<x$ but $i_{s-1}-i_{s-2} \leq c_{45} \frac{x}{\log _{4} x}$ where $c_{45}$ is some fixed constant is $O\left(\frac{x^{s-1}}{\log _{4} x}\right)=o\left(x^{s-1}\right)$ and the total number of numbers $n$ under consideration is $\sim x^{s-1}$. As in the proof of Proposition 1.2 we shall assume that $i_{1}<\cdots<i_{s-2}$ are fixed and we write

$$
c=1+b^{i_{1}}+\cdots+b^{i_{s-2}} .
$$

We will again assume that $i_{1}>\frac{x}{\log x}$. Thus, the number $n$ we are looking at is of the form

$$
\begin{equation*}
n=b^{j}+c \tag{8.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\log \left(\frac{b^{j}}{c}\right) \gg \frac{x}{\log _{4} x} \tag{8.2}
\end{equation*}
$$

and where $\frac{x}{\log x}<j<x$ and we want to show that with fixed $c$ and variable $j$ in the above interval such that inequality (8.2) holds, inequality (1.5) also holds for all such $j$ except, eventually, for a number of $o(x)$ of such $j$. From now on, we shall always use $j$ and $n$ with the meaning that they are related via formula (8.1). We use $f(x)$ to denote some function of $x$ which is increasing for large values of $x$ and tends to infinity with $x$. We shall try to find the best (i.e., "largest") such function $f$ which comes out of our arguments and for which the inequality

$$
P(\phi(n))<f(x)
$$

holds only on a set of positive integers $j$ belonging to the interval $\left(\frac{x}{\log x}, x\right)$ of cardinality $o(x)$. As the conclusion of the Proposition 1.7 suggests our best $f$ is a constant multiple of $\log ^{1 / 6} x \log _{2}^{1 / 3} x$. In fact, up to modifying the lower bound on $b^{j} / c$ suggested by formula (8.2), we can prove that a stronger inequality than (1.5) holds for almost all positive integers $n \in A_{b, s}$, namely that the inequality

$$
P(\phi(n))>\epsilon(n) \log _{2}^{1 / 6} n \log _{3}^{5 / 6} n
$$

holds for almost all $n \in A_{b, s}$ where $\epsilon(n)$ is any function defined on the set of positive integers and which tends to zero arbitrarily slowly when $n$ tends to infinity. We shall resume ourselves to give the proof of (1.5).

We also notice that we may assume right away that $s>2$. Indeed, for if $s=2$, then the numbers $n$ we are looking at are of the form

$$
n=b^{j}+1 .
$$

It is well known that for $j>12$ the number $b^{j}+1$ has a primitive divisor; i.e., there exists a prime number $p \mid b^{j}+1$ such that $p$ does not divide $b^{\ell}+1$ for any positive integer $\ell<j$. It is known that such a prime satisfies the congruence $p \equiv 1(\bmod j)$. In particular, for all but finitely many values of $j$ the inequality $P(n)=P\left(b^{j}+1\right) \geq P(j)$ holds and we may now use a result of de Bruijn (see [8]) which asserts that the inequality $P(j)>x^{\eta(x)}$ holds for all positive integers $j<x$ except for a set of cardinality $O\left(\frac{x}{\log ^{2.5} x}\right)$ where we can take $\eta(x)=\frac{\log _{4} x}{3 \log _{3} x}$. We thus get an even better inequality than the one asserted at (1.5) for $P(\phi(n))$ which holds for almost all positive integers $n \in A_{b, s}$ when $s=2$. From now on we assume that $s>2$.

For the moment, we shall work with an unknown function $f$. Pick a large positive real number $x_{0}$ such that $f\left(x_{0}\right)>b c(b-1)(c+1)$, let $x>x_{0}$ be a large positive real number and let $j$ be a positive integer in the interval $\frac{x}{\log x}<j<x$ for which the inequality $P(\phi(n)) \leq f(x)$ holds. Assume that $p_{1}<p_{2}<\cdots<p_{t} \leq f(x)$ are all the prime numbers less that $f(x)$ and set $\mathcal{S}=\left\{p_{1}^{\alpha_{1}} \ldots p_{t}^{\alpha_{t}} \mid \alpha_{i} \geq 0\right\}$ to be the set of all positive integers $m$ with $P(m) \leq f(x)$. Notice that for large $x$ we have $t=\pi(f(x)) \leq \frac{2 f(x)}{\log (f(x))}$. Since $\phi(n) \in \mathcal{S}$, we may write

$$
n=\prod_{p^{\alpha} \| n} p^{\alpha}=A B
$$

where

$$
A=\prod_{\substack{p^{\alpha} \| n \\ \alpha>1}} p^{\alpha} \quad \text { and } \quad B=\prod_{p \| n} p
$$

Clearly,

$$
\phi(n)=\frac{A}{\operatorname{rad}(A)} \phi(\operatorname{rad}(A)) \phi(B)
$$

where for a positive integer $k$ we write $\operatorname{rad}(k)=\prod_{p \mid k} p$. Since $p \mid \phi(n)$ whenever $p \mid A$, it follows that $A \in \mathcal{S}$. We now bound the size of $A$. We claim that with any function $f(x)$ such that $f(x)=O\left(\log _{2} x\right)$ the inequality

$$
\begin{equation*}
\alpha_{p} \leq p \log x \tag{8.3}
\end{equation*}
$$

holds for all $p<f(x)$ and for all $j<x$ except for a subset of $j$ of cardinality $o(x)$. To see why this is so notice first of all that since $i_{1}>\frac{x}{\log x}>0$, it follows that $n$ is coprime to $b$. Hence, it suffices to prove that inequality (8.3) holds for most values of $j<x$ and for all $p<f(x)$ such that $p$ is coprime to $b$. For every such prime $p$ let $u(p)$ be the order of apparition of $p^{2}$ in the Lucas sequence of general term $\left(b^{m}-1\right)_{m \geq 0}$. That is, $u(p)$ is the smallest positive integer $m$ such that $b^{m}-1 \equiv 0\left(\bmod p^{2}\right)$. This number $u(p)$ exists
because $p$ is coprime to $b$ and by Euler's Theorem it is a divisor of $p(p-1)$. Let $v(p)=\operatorname{ord}_{p}\left(b^{u(p)}-1\right)$; that is, $v(p)$ is the order at which $p$ appears in the prime factorization of $b^{u(p)}-1$. Clearly, $v(p) \geq 2$ and $v(p) \ll p(p-1) \leq$ $f(x)^{2}$. Suppose now that $j<x$ is such that there exists some prime number $p<f(x)$ for which inequality (8.3) fails. Fix such a number $p$ and let $j_{0}<x$ be minimal such that with $n_{0}=b^{j_{0}}+c$ we have $p^{\alpha_{p}} \mid n_{0}$ where $\alpha_{p}$ is larger than $p \log x$. If for every prime number $p$ there exists at most one such positive integer $j_{0}$, then the number of such numbers is $\leq t=\pi(f(x))=o(x)$ and we are done. So, we now fix $p$ and we assume that there is more than one index $j<x$ for which $p^{\alpha_{p}} \mid n$ with $\alpha_{p}>p \log x$. In this case, with $\beta_{p}=\lfloor p \log x\rfloor$ we get that $p^{\beta_{p}} \mid b^{j}-b^{j_{0}}$. Since $j>j_{0}$ and $p$ is coprime to $b$, we get that $p^{\beta_{p}} \mid b^{j-j_{0}}-1$. Let us notice that $p \log x>f(x)^{2} \geq p(p-1)>v(p) \geq 2$ and this inequality holds uniformly in $p<f(x)$ and for large $x$ when $f(x)=$ $O\left(\log _{2} x\right)$. Moreover, let us also notice that

$$
\begin{equation*}
\beta_{p}-v(p)>p \log x-1-f(x)^{2} \geq 2 \log x-1-f(x)^{2} \geq \log x \tag{8.4}
\end{equation*}
$$

From the well known divisibility properties of the Lucas sequence $\left(b^{m}-1\right)_{m \geq 0}$ it follows that

$$
\begin{equation*}
j \equiv j_{0} \quad\left(\bmod u(p) p^{\beta_{p}-v(p)}\right) \tag{8.5}
\end{equation*}
$$

Congruence (8.5) together with inequality (8.4) puts $j$ into an arithmetic progression modulo $u(p) p^{\beta_{p}-v(p)}$ and the number of such numbers up to $x$ is at most

$$
\begin{equation*}
\left\lfloor\frac{x}{u(p) p^{\beta_{p}-v(p)}}\right\rfloor+1 \leq \frac{x}{2^{\log x}}+1<2 x^{c_{46}} \tag{8.6}
\end{equation*}
$$

where $c_{46}=1-\log 2$. Summing up the above inequality (8.6) over all the values of $p<f(x)$ we get that the number of numbers $j<x$ for which inequality (8.3) fails for at least one prime number $p<f(x)$ is $O\left(x^{c_{46}} f(x)\right)=$ $o(x)$. Thus, from now on we shall assume that all inequalities (8.3) hold for all $p<f(x)$. Hence,

$$
\log A=\sum_{\substack{p<f(x) \\ p^{\alpha} x_{p} \| n}} \alpha_{p} \log p \ll \log x \sum_{p \leq f(x)} p \ll f(x)^{2} \log x .
$$

Since certainly

$$
\log n \gg \frac{x}{\log x}
$$

it follows that the inequality

$$
\begin{equation*}
\log B=\log n-\log A \gg \frac{x}{\log x}-f(x)^{2} \log x \geq \frac{x}{2 \log x} \tag{8.7}
\end{equation*}
$$

holds for any large enough positive real number $x$ provided again that our function $f(x)$ satisfies $f(x)=O\left(\log _{2} x\right)$. Since our function $f(x)$ will ultimately be given by what is shown in the right hand side of formula (1.5), we may assume that inequality (8.7) does hold. In particular, $B>1$.

From now on, we write $u_{j}=b^{j}+c$ for all $j \geq 0$. Notice that $\left(u_{j}\right)_{j \geq 0}$ is simply a non degenerate binary recurrent sequence whose characteristic equation has roots $b$ and 1 and the numbers $n$ under consideration are simply the numbers which can be members $u_{j}$ of the sequence $\left(u_{j}\right)_{j \geq 0}$ with some $j<x$. Now let $p>f(x)$ be any prime number which divides some member of the sequence $\left(u_{k}\right)_{k \geq 0}$. For this $p$ we set $r=r(p)$ to be the minimal non negative integer $k$ for which $p \mid u_{k}$ and set $d=d(p)$ to be the minimal positive integer $k$ for which $p$ divides the $k$ th term of the Lucas sequence $\left(L_{m}\right)_{m \geq 0}$ of general term

$$
L_{m}=\frac{b^{m}-1}{b-1} \quad \text { for } m \geq 0
$$

We claim that $d$ exists, that $r<d$ and that $p \mid u_{j}$ if and only if $j \equiv r(\bmod d)$. To see this, notice that since $\left(u_{j}\right)_{j \geq 0}$ is periodic modulo $p$, it follows that infinitely many positive integers $j$ exist such that $p \mid u_{j}$. Pick $j_{2}>j_{1}$ to be such that $p\left|u_{j_{2}}, p\right| u_{j_{1}}$ and the difference $j_{2}-j_{1}=k$ is minimal. In particular,

$$
u_{j_{2}}=u_{j_{1}+k}=b^{j_{1}}(b-1) \frac{b^{k}-1}{b-1}+\left(b^{j_{1}}+c\right)=b^{j_{1}}(b-1) L_{k}+u_{j_{1}}
$$

and since $p$ divides both $u_{j_{2}}$ and $u_{j_{1}}$ and $p>b c(b-1)(c+1)$, we read that $p \mid L_{k}$. From the well known divisibility properties of Lucas sequence $\left(L_{m}\right)_{m \geq 0}$, it follows that $d \mid k$ and now the same argument as above shows that if $p \mid u_{j}$, then $p \mid u_{j+d}$ as well. Hence, by the minimality of $k$, we get $d=k$. Further, by the minimality of $r$, we get that the number $r$ is less than $d$, that it is the unique number $l<d$ for which $p \mid u_{l}$ and finally that any positive integer $j$ for which $p \mid u_{j}$ must be congruent to $r$ modulo $d$ and conversely, if $j \equiv r(\bmod d)$, then $p \mid u_{j}$. The fact that $r>0$ follows from the fact that $p>c+1=u_{0}$.

We now pick $q$ to be the smallest divisor of $B$ for which $d(q)>x^{1 / t^{2}}$. We show that this $q$ exists and we find an upper bound on it. To show that $q$ exists, let

$$
C(x)=\prod_{p, d(p) \leq x^{1 / t^{2}}} p
$$

Certainly,

$$
C(x) \mid \prod_{1 \leq d \leq x^{1 / t} t^{2}} L_{d}
$$

therefore

$$
\begin{equation*}
\log C(x) \leq \log \left(\prod_{1 \leq d \leq x^{1 / t}} L_{d}\right)=\sum_{1 \leq d \leq x^{1 / t}} \log L_{d} \ll \sum_{1 \leq d \leq x^{1 / t} t^{2}} d=O\left(x^{2 / t^{2}}\right) \tag{8.8}
\end{equation*}
$$

Set

$$
D=\operatorname{gcd}(B, C(x))
$$

and write

$$
B=D E
$$

where obviously

$$
E=\prod_{\substack{p>f(x), p \mid n \\ d(p)>x^{1 / t} t^{2}}} p .
$$

By (8.8), we get

$$
\begin{equation*}
\log D \leq \log C(x) \leq c_{47} x^{2 / t^{2}} \tag{8.9}
\end{equation*}
$$

with some constant $c_{47}$ and by (8.7) and (8.9), we get that the inequality

$$
\log E=\log B-\log D \geq \frac{x}{2 \log x}-c_{47} x^{2 / t^{2}}>\frac{x}{3 \log x}
$$

holds for sufficiently large $x$. In particular, such a prime number $q$ exists and we write it as $q=q(j)$ and set $d(j)=d(q(j))$. To get an upper bound on $q$, write

$$
E=q_{1} q_{2} \ldots q_{k}
$$

where $q=q_{1}<q_{2}<\cdots<q_{k}$ are distinct primes. Certainly, $E \leq \phi(n)<n$ and therefore

$$
2^{k} \leq E \leq n .
$$

Thus,

$$
k \log 2 \ll \log n<x
$$

and hence,

$$
\begin{equation*}
k \ll x . \tag{8.10}
\end{equation*}
$$

In fact, using the fact that $E$ is square free one can even infer that the inequality $k \ll \frac{x}{\log x}$ holds, but inequality (8.10) suffices for our purposes.

Now write $F=A D$, therefore $n=E F$ with $E$ and $F$ coprime. Hence,

$$
\frac{\phi(n)}{n}=\frac{\phi(F)}{F} \frac{\phi(E)}{E}
$$

or
(8.11) $1-\frac{\phi(E)}{E}=1-\frac{F}{\phi(F)} \frac{\phi(n)}{n}=\frac{n-\frac{F}{\phi(F)} \phi(n)}{n}=\frac{\left(b^{j}-\frac{F}{\phi(F)} \phi(n)\right)+c}{b^{j}+c}$.

To get an upper bound on $q$, we use a lower bound depending on $q$ on the left hand side of (8.11) and an upper bound depending only on $x$ (and $f(x)$ ) on the right hand side of (8.11). For the left hand side of (8.11) we write

$$
\begin{equation*}
1-\frac{\phi(E)}{E}=1-\prod_{i=1}^{k}\left(1-\frac{1}{q_{i}}\right) \tag{8.12}
\end{equation*}
$$

In light of the inequality

$$
\begin{equation*}
1-\prod_{i=1}^{k}\left(1-x_{i}\right) \leq \sum_{i=1}^{k} x_{i} \tag{8.13}
\end{equation*}
$$

which holds for all $k \geq 1$ and all real numbers $x_{i} \in(0,1)$ for $i=1, \ldots, k$ and which can be immediately proved by induction on $k$ we get, from (8.12), (8.13) and (8.10) that

$$
\begin{equation*}
1-\frac{\phi(E)}{E}=1-\prod_{i=1}^{k}\left(1-\frac{1}{q_{i}}\right) \leq \sum_{i=1}^{k} \frac{1}{q_{i}} \ll \frac{x}{q} \tag{8.14}
\end{equation*}
$$

We now need a lower bound for the right hand side of (8.11). We look at the expression

$$
\begin{equation*}
b^{j}-\frac{F}{\phi(F)} \phi(n) . \tag{8.15}
\end{equation*}
$$

Assume first that the expression appearing at (8.15) is zero. In this case, we get

$$
b^{j}=\frac{F}{\phi(F)} \phi(n)=F \phi(E)
$$

therefore $F \mid c$. Since $F \mid\left(b^{j}+c\right)$, we read that $F \mid b^{j}$ and since $\operatorname{gcd}\left(b^{j}, c\right)=1$, we get $F=1$. Thus, equation (8.15) becomes

$$
c=\phi(E)
$$

and formula (8.11) becomes

$$
1-\frac{\phi(E)}{E}=\frac{b^{j}}{n} \ll \frac{c}{b^{j}} .
$$

On the other hand, since

$$
1-\frac{\phi(E)}{E}=1-\prod_{i=1}^{k}\left(1-\frac{1}{q_{i}}\right) \geq \frac{1}{q_{1}}
$$

we get

$$
\frac{1}{q_{1}} \ll \frac{c}{b^{j}}
$$

Using (8.2), we get that the inequality

$$
q_{1}>\exp \left(\frac{c_{48} x}{\log _{4} x}\right)
$$

holds for all $x$ sufficiently large where the constant $c_{48}$ can be chosen to be $\frac{c_{45}}{2}$. So,

$$
2 b^{x}>n=E \geq q_{1}^{k}>\exp \left(\frac{k c_{48} x}{\log _{4} x}\right)
$$

which implies that $k<c_{49} \log _{4} x$. We now write

$$
c=E-\phi(E)=q_{1} q_{2} \ldots q_{k}-\phi(E)
$$

or

$$
\begin{equation*}
c=\prod_{i=1}^{k}\left(\left(q_{i}-1\right)+1\right)-\phi(E)=\sum_{\substack{I \subset\{1,2, \ldots, k\} \\ I \neq\{1,2, \ldots, k\}}} \prod_{i \in I}\left(q_{i}-1\right) \tag{8.16}
\end{equation*}
$$

Assume that $k=1$. In this case, equation (8.16) becomes $c=1$ meaning $s=2$ which is a case already treated.

Assume now that $k>1$. We fix $k$ such that $k<c_{49} \log _{4} x$. Recalling that $q_{i}-1 \in \mathcal{S}$, equation (8.16) is a particular case of an equation of the type

$$
c=\sum_{\substack{I \subset\{1,2, \ldots, k\} \\ I \neq\{1,2, \ldots, k\}}} x_{I}
$$

in $2^{k}-1 \geq 3$ indeterminates $x_{I}=\prod_{i \in I}\left(q_{i}-1\right)$ for a proper subset $I$ of $\{1,2, \ldots, k\}$ (including the subset $I=\emptyset$ for which $x_{\emptyset}=1$ ). Since $x_{I}>0$ for all $I$, it follows that the above equation is non degenerate in the sense that no proper sub sum of the form $x_{I_{1}}+\cdots+x_{I_{j}}$ vanishes. We now use a result of Schlickewei (see [19]) on the number of non degenerate solutions of $\mathcal{S}$-unit equations. That is, if $\gamma_{1}, \ldots, \gamma_{m}$ are fixed non zero rational numbers, then there exists at number of at most

$$
\begin{equation*}
\ell \leq \exp \left(2^{37 m} t^{6} \log (8 t)\right) \tag{8.17}
\end{equation*}
$$

non degenerate solutions $\left(x_{1}^{(j)}, \ldots, x_{n}^{(j)}\right)$ with $j=1,2, \ldots, \ell$ of the equation

$$
\begin{equation*}
\sum_{i=1}^{m} \gamma_{i} x_{i}=0 \quad \text { with } x_{i} \in \mathcal{S} \text { for } i=1, \ldots, m \tag{8.18}
\end{equation*}
$$

such that for any other non degenerate solution $\left(x_{1}, \ldots, x_{m}\right)$ of equation (8.18) there exists a number $\rho \in \mathcal{S}$ and a number $\lambda \leq \ell$ such that $\left(x_{1}, \ldots, x_{m}\right)=\rho\left(x_{1}^{(\lambda)}, \ldots, x_{n}^{(\lambda)}\right)$. Let us notice that from the above result it follows that equation (8.16) can have at most $\ell$ solutions $j$ where $\ell$ is bounded above as in (8.17) with $m=2^{k} \leq 2^{c_{49} \log _{4} x}$. Indeed, we can label the indeterminates $x_{I}$ for $I \subset\{1, \ldots, k\}$ such that $1=x_{\emptyset}=x_{1}$, so that if equation (8.16) has more than $\ell$ solutions, then there must exist two solutions $\left(x_{1}, \ldots, x_{2^{k}}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{2^{k}}^{\prime}\right)$ and a rational number $\rho \neq 1$ composed only from the primes $p_{1}, \ldots, p_{t}$ such that $\left(x_{1}^{\prime}, \ldots, x_{2^{k}}^{\prime}\right)=\rho\left(x_{1}, \ldots, x_{2^{k}}\right)$. In particular, $1=x_{1}^{\prime}=\rho x_{1}=\rho$ forcing $\rho=1$ which is a contradiction. This is for a fixed $k$ and now letting $k$ run from 2 to $c_{49} \log _{4} x$ we get that the number of solutions of (8.16) with $j<x$ is at most

$$
\begin{equation*}
c_{49}\left(\log _{4} x\right) \exp \left(g(x) t^{6} \log (8 t)\right) \tag{8.19}
\end{equation*}
$$

with $g(x)=2^{37 \cdot 2^{c_{49} \log _{4} x}}$ and it is enough for our purposes to check that the number appearing at (8.19) is smaller than $\frac{x}{\log x}$. But this will be so provided that

$$
g(x) t^{6} \log (8 t)<\log x-\log _{2} x-\log _{5} x-\log c_{49}
$$

holds and this last inequality will hold provided that

$$
\begin{equation*}
t^{6} \log (8 t)<\frac{\log x}{2 g(x)}<\frac{\log x}{\log _{2} x} . \tag{8.20}
\end{equation*}
$$

The right most inequality asserted at (8.20) will hold provided that $c_{49}$ (i.e., $c_{45}$ ) is chosen in such a way that

$$
2^{37 \cdot 2^{c 49} \log _{4} x}<\log _{2} x
$$

which will hold provided that $c_{49}$ (i.e., $c_{45}$ ) is chosen to be small enough. Now the remaining inequality (8.20) is fulfilled provided that

$$
\begin{equation*}
t<c_{50}\left(\frac{\log x}{\log _{2}^{2} x}\right)^{1 / 6} \tag{8.21}
\end{equation*}
$$

and in order for (8.21) to hold for large $x$ it suffices that the inequality

$$
\begin{equation*}
\frac{f(x)}{\log f(x)}<c_{51}\left(\frac{\log x}{\log _{2}^{2} x}\right)^{1 / 6} \tag{8.22}
\end{equation*}
$$

holds with, say $c_{51}=c_{50} / 2$. Clearly, inequality (8.22) holds provided that one chooses

$$
\begin{equation*}
f(x)=c_{52} \log ^{1 / 6} x \log _{2}^{1 / 3} x \tag{8.23}
\end{equation*}
$$

as stated in the conclusion of Proposition 1.7.

From now on, we may therefore assume that the expression (8.15) is non zero. In this case, we can find a lower bound on the expression appearing at (8.15) by using a linear form in logarithms (see [1]). That is, write

$$
\phi\left(u_{j}\right)=p_{1}^{\beta_{1}} \ldots p_{t}^{\beta_{t}}
$$

and

$$
\left|b^{j}-\frac{F}{\phi(F)} \phi(n)\right|=b^{j}\left|1-\left(\frac{F}{\phi(F)}\right) p_{1}^{\beta_{1}} \ldots p_{t}^{\beta_{t}} b^{-j}\right| .
$$

Since

$$
\phi(n)<n \ll b^{x},
$$

we get that

$$
\max _{i=1}^{t}\left\{\beta_{i}\right\} \ll x .
$$

For any rational number $w$ let $H(w)$ be the maximum of the absolute values of its numerator and denominator when written in reduced form. Since $F / \phi(F)$ is a rational number which written in reduced form has its numerator greater than its denominator and the numerator is square free and composed of primes less than $x^{1 / t^{2}}$, we get that

$$
\begin{equation*}
\log \left(H\left(\frac{F}{\phi(F)}\right)\right) \ll \sum_{p<x^{1 / t^{2}}} \log p \ll x^{1 / t^{2}} \tag{8.24}
\end{equation*}
$$

Let

$$
\Omega=\prod_{i=1}^{t} \log p_{i}
$$

and notice the following upper bound

$$
\begin{equation*}
\Omega \leq \log ^{t} f(x)=\exp \left(t \log _{2}(f(x))<\exp \left(2 t \log _{2} t\right)\right. \tag{8.25}
\end{equation*}
$$

which is valid for large values of $x$.
With the estimates (8.24), (8.25) and a classical lower bound for linear forms in complex logarithms (like in [1]), we deduce the existence of a constant $c_{53}>1$ such that

$$
\begin{aligned}
\left|1-\left(\frac{F}{\phi(F)}\right) p_{1}^{\beta_{1}} \ldots p_{t}^{\beta_{t}} b^{-j}\right| & >\exp \left(-t^{c_{53} t} \log \left(H\left(\frac{F}{\phi(F)}\right)\right) \Omega \log j\right) \\
& >\exp \left(-x^{1 / t^{2}}(\log j) \exp \left(c_{53} t \log t+2 t \log _{2} t\right)\right)
\end{aligned}
$$

holds for large enough values of $j$. Let us observe that

$$
\begin{equation*}
\exp \left(c_{53} t \log t+2 t \log _{2} t\right)<x^{1 / t^{2}} \tag{8.26}
\end{equation*}
$$

holds for large enough values of $x$.

Indeed, inequality (8.26) is implied by

$$
\begin{equation*}
c_{53} t^{2}\left(t \log t+2 t \log _{2} t\right)<\log x \tag{8.27}
\end{equation*}
$$

which obviously holds for large values of $x$ because $t=\pi(f(x))<f(x)$ and $f(x)$ is given by (8.23). Thus, with (8.26) and (8.27) we get that

$$
\left|1-\left(\frac{F}{\phi(F)}\right) p_{1}^{\beta_{1}} \ldots p_{t}^{\beta_{t}} b^{-j}\right|>\exp \left(-x^{2 / t^{2}} \log j\right)
$$

We now show that the expression appearing at (8.15) is positive. Indeed, assuming that the expression appearing at (8.15) is negative, then from formula (8.11) and the fact that the left hand side of (8.11) is positive we get that

$$
c>\left|b^{j}-\frac{F}{\phi(F)} \phi(n)\right|>b^{j} \exp \left(-x^{2 / t^{2}} \log j\right)
$$

The above inequality implies, after rearranging it, taking logarithms and recalling (8.2) that

$$
x^{2 / t^{2}} \log x \gg \log \left(\frac{b^{j}}{c}\right) \gg \frac{x}{\log _{4} x}
$$

which is impossible for large enough values of $x$. This shows that for large enough values of $x$ the expression appearing at (8.15) is positive. In particular, the numerator of the expression appearing in the right hand side of (8.11) is at least as large as

$$
b^{j} \exp \left(-x^{2 / t^{2}} \log j\right)+c>b^{j} \exp \left(-x^{2 / t^{2}} \log j\right)
$$

Since $u_{j} \ll b^{j}$, it follows that

$$
\begin{equation*}
\frac{\left(b^{j}-\frac{F}{\phi(F)} \phi(n)\right)+c}{b^{j}+c} \gg \exp \left(-x^{2 / t^{2}} \log j\right) . \tag{8.28}
\end{equation*}
$$

Combining estimate (8.28) with (8.14) we get $q=q_{1} \ll x \exp \left(x^{2 / t^{2}} \log x\right)$, so the inequality

$$
\begin{equation*}
q=q_{1}<\exp \left(x^{3 / t^{2}}\right) \tag{8.29}
\end{equation*}
$$

holds for large enough values of $x$. Since $q-1 \in \mathcal{S}$, it follows the number of numbers $q$ that can fulfill (8.29) is certainly no more than

$$
O\left(x^{3 / t}\right)=o(x)
$$

We now return to the values of $j$. From what we have said but for $o(x)$ positive integers $j$ in the interval $\left(\frac{x}{\log x}, x\right)$ for which $\phi(n) \in \mathcal{S}$ a prime number $q=q(j)$ exists such that $q>f(x), d(j)=d(q(j))>x^{1 / t^{2}}$ and $q$ is minimal with this property. Moreover, this number $q$ satisfies inequality (8.29) and the number of such numbers $q$ is $o(x)$. Fix such a number $q$. Since $q \mid u_{j}$, this means that $j$ is in the arithmetical progression $\left.r(q)(\bmod d(q))\right)$. The number of such numbers $j<x$ is certainly at most $\frac{x}{d(q)}+1$. So the total contributions when $d(q)>x$ are at most twice the number of such numbers $q$ which as we have seen is $o(x)$. Thus, it remains to find an upper bound for

$$
x \sum_{\substack{q-1 \in \mathcal{S} \\ x^{1 / t^{2}<d(q)<x}}} \frac{1}{d(q)} .
$$

In particular, Proposition 1.7 will be proved provided that we can show that

$$
\begin{equation*}
\sum_{\substack{q-1 \in \mathcal{S} \\ x^{1} / t^{2}<d(q)<x}} \frac{1}{d(q)}=o(1) \tag{8.30}
\end{equation*}
$$

Set

$$
\mathcal{D}=\{d \mid d=d(q) \text { for some } q \text { with } q-1 \in \mathcal{S}\} .
$$

In order to prove (8.30), we first need to understand an upper bound for the multiplicity of an element $d \in \mathcal{D}$. That is, given $d \in \mathcal{D}$ how many primes $q$ with $q-1 \in \mathcal{S}$ are there such that $d=d(q)$ ? Denote this number by $T(d)$. We shall later show that the inequality

$$
\begin{equation*}
T(d) \ll(3 t)!d^{1-1 /(t+1)} \tag{8.31}
\end{equation*}
$$

holds for large enough values of $x$ and uniformly in $d$. Assume, for the moment, that we have proved (8.31). Then we can bound the expression appearing in the left hand side of (8.30) by saying that

$$
\sum_{\substack{q-1 \in \mathcal{S} \\ x^{1 / t^{2}}<d(q)<x}} \frac{1}{d(q)} \ll(3 t)!\sum_{\substack{d \in \mathcal{D} \\ x^{1 / t^{2}}<d}} \frac{1}{d^{1 /(t+1)}} .
$$

Finally, let us notice that from the way $d=d(q)$ was defined we get that for every prime number $q$ which divides $u_{j}$ for some $j$ the number $q$ is a primitive divisor of $L_{d(q)}$. That is, $q \mid L_{d(q)}$ but $q$ does not divide $L_{m}$ for any positive integer $m<q$. From the well known properties of the primitive divisors we get that $d(q) \mid q-1$. So, in particular, when $q-1 \in \mathcal{S}$, we get that $d(q) \in \mathcal{S}$.

We thus have

$$
\sum_{\substack{q-1 \in \mathcal{S} \\ x^{1 / t^{2}}<d(q)<x}} \frac{1}{d(q)} \ll \sum_{\substack{d \in \mathcal{S} \\ x^{1 / t^{2}}<d}} \frac{1}{d^{1 /(t+1)}} .
$$

It remains to show that

$$
\begin{equation*}
\sum_{\substack{d \in \mathcal{S} \\ x^{1 / t^{2}}<d}} \frac{1}{d^{1 /(t+1)}}=o\left(\frac{1}{(3 t)!}\right) . \tag{8.32}
\end{equation*}
$$

But obviously the series

$$
\begin{equation*}
\sum_{d \in \mathcal{S}} \frac{1}{d^{1 /(t+1)}} \tag{8.33}
\end{equation*}
$$

is convergent and the sum of the above series is precisely

$$
h(t)=\prod_{i=1}^{t}\left(1-\frac{1}{p_{i}^{1 /(t+1)}}\right)^{-1} .
$$

We now find an upper bound on $h(t)$. Notice that with fixed $p$ we have

$$
\begin{aligned}
\left(1-\frac{1}{p^{1 /(t+1)}}\right)^{-1} & =\sum_{i \geq 0} \frac{1}{p^{i /(t+1)}} \\
& =\left(\sum_{i=0}^{t} \frac{1}{p^{i /(t+1)}}\right)\left(\sum_{j \geq 0} \frac{1}{p^{j}}\right) \leq(t+1)\left(1-\frac{1}{p}\right)^{-1},
\end{aligned}
$$

so that the inequality

$$
\begin{align*}
h(t) & \leq(t+1)^{t} \prod_{i=1}^{t}\left(1-\frac{1}{p}\right)  \tag{8.34}\\
& <\exp \left(t \log (t+1)+c_{54} \log _{2} t\right)<\exp (2 t \log t)
\end{align*}
$$

holds for large enough values of $x$. To estimate the tail of the series (8.33) appearing in left hand side of formula (8.32) we let $d \in \mathcal{S}$ be such that $d>x^{1 / t^{2}}$ and assume that $\alpha$ denotes the maximum of the exponents at which the prime numbers dividing $d$ can appear in the prime factor factorization of $d$. Then obviously

$$
t \log f(x) \alpha \geq \log d \geq \frac{\log x}{t^{2}}
$$

so that the inequality

$$
\begin{equation*}
\alpha \geq \frac{\log x}{t^{3} \log f(x)} \geq \frac{\log x}{2 t^{3} \log t} \tag{8.35}
\end{equation*}
$$

holds for all large enough values of $x$.

By separating the prime power of maximal exponent $\alpha$ from $d$ and then summing up over all the primes $p \in \mathcal{S}$ and over all the powers $\alpha$ which are at least as large as shown in (8.35) we get that the sum appearing in the left hand side of (8.32) is bounded above by

$$
\begin{align*}
& \sum_{i=1}^{t} \sum_{j \geq \frac{\log x}{2 t^{3} \log t}} \frac{1}{p^{j /(t+1)}} \sum_{d \in S} \frac{1}{d^{1 /(t+1)}} \leq h(t) \sum_{i=1}^{t} \sum_{j \geq \frac{\log x}{2 t^{3} \log t}} \frac{1}{p^{j /(t+1)}}  \tag{8.36}\\
& \leq h(t) \sum_{i=1}^{t} \exp \left(-\frac{\log x \log p_{i}}{2 t^{3}(t+1) \log t}\right)\left(1-\frac{1}{p_{i}^{1 /(t+1)}}\right)^{-1} \\
& \ll h(t) t \sum_{i=1}^{t} \exp \left(-\frac{\log x \log p_{i}}{2 t^{3}(t+1) \log t}\right) \leq h(t) t^{2} \exp \left(-\frac{\log x \log 2}{2 t^{3}(t+1) \log t}\right) \\
& <\exp \left(2 t \log t+2 \log t-\frac{\log x}{2 t^{3}(t+1) \log t}\right) .
\end{align*}
$$

Since $1 /(3 t)^{3 t}=o(1 /(3 t)!)$, it follows, with (8.36) that in order for (8.32) to hold it suffices that

$$
\exp \left(2 t \log t+2 \log t-\frac{\log x}{2 t^{3}(t+1) \log t}\right)<\frac{1}{(3 t)^{3 t}}
$$

which is implied by

$$
6 t \log (3 t)<\frac{\log x}{2 t^{3}(t+1) \log t}
$$

which is fulfilled provided that

$$
\begin{equation*}
12 t^{4}(t+1) \log ^{2}(3 t)<\log x \tag{8.37}
\end{equation*}
$$

and (8.37) obviously holds for large values of $x$ because $t=\pi(f(x)<f(x)$ and $f(x)$ is given by formula (8.23).

Thus, Proposition 1.7 is proved once we are able to show that inequality (8.31) holds. To prove (8.31) assume that $t$ is large, pick a number $d \in \mathcal{S}$, set $T=T(d)$ and write

$$
b^{d} \gg L_{d}=\prod_{i=1}^{T} q_{i}
$$

where $q_{1}<q_{2}<\cdots<q_{T}$ are distinct primes with $q_{i}-1 \in \mathcal{S}$. Then certainly

$$
\begin{equation*}
b^{d} \gg \prod_{i=1}^{T}\left(q_{i}-1\right) \tag{8.38}
\end{equation*}
$$

To get a large $T$ we have to assume that all the $q_{i}$ 's are as small as possible. But how small can we make the product on the left? Well, discarding the fact that $q_{i}$ have to be primes we will certainly want to first put $q-1=p_{i}$ for $i=1,2, \ldots, t$, then for the next numbers we will want to put $q-1=p_{i} p_{j}$ for $1 \leq i \leq j \leq t$ and so on. The above argument shows that in order to get an upper bound on $T$ we should write

$$
T=\binom{t}{t-1}+\binom{t+1}{t-1}+\cdots+\binom{t+u}{t-1}+N
$$

where $u$ is the unique positive integer such that $0 \leq N<\binom{t+u+1}{t-1}$ and by (8.38) the maximal value of $T$ will certainly be bounded above by those $u$ and $N$ for which the inequality

$$
\begin{equation*}
\binom{t}{1}+2\binom{t+1}{2}+\cdots+(u+1)\binom{t+u}{t-1}+(u+2) N \ll d \tag{8.39}
\end{equation*}
$$

holds. Inequality (8.39) together with the obvious lower bound

$$
\binom{t+i}{t-1} \geq \frac{(i+1)^{t-1}}{(t-1)!}
$$

uniformly in $i$, shows that

$$
\sum_{i=1}^{u+1} i^{t} \leq(t-1)!d
$$

and since

$$
\sum_{i=1}^{u+1} i^{t} \gg \frac{u^{t+1}}{t+1}
$$

holds uniformly in $i$ and $u$, we get

$$
u \ll(t+1)!^{1 / t+1} d^{1 /(t+1)} .
$$

In particular, using now the fact that the inequality

$$
\binom{t+i}{t-1} \leq(i+1)^{t-1}
$$

holds uniformly in $i$, we get

$$
\begin{align*}
T & \leq \sum_{i=0}^{u+1}\binom{t+i}{t-1} \leq \sum_{i=1}^{u+2} i^{t-1} \leq t(u+2)^{t-1} \\
& \ll t(t+1)!^{(t-1) /(t+1)} d^{t /(t+1)}\left(1+\frac{2}{u}\right)^{t-1}<(3 t)!d^{1-\frac{1}{(t+1)}} \tag{8.40}
\end{align*}
$$

where in the last step of (8.40) we used the fact that

$$
t((t+1)!)^{(t-1) /(t+1)}\left(1+\frac{2}{u}\right)^{t-1} \leq t((t+1)!)^{(t-1) /(t+1)} 3^{t-1}=o((3 t)!)
$$

which holds for large $t$ (by Stirling's formula, for example).
Proposition 1.7 is therefore proved.
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