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Kinetic equilibration rates for
granular media and related equations:

entropy dissipation and mass
transportation estimates

José A. Carrillo, Robert J. McCann and Cédric Villani

Abstract

The long-time asymptotics of certain nonlinear, nonlocal, diffu-
sive equations with a gradient flow structure are analyzed. In par-
ticular, a result of Benedetto, Caglioti, Carrillo and Pulvirenti [4]
guaranteeing eventual relaxation to equilibrium velocities in a spa-
tially homogeneous model of granular flow is extended and quantified
by computing explicit relaxation rates. Our arguments rely on estab-
lishing generalizations of logarithmic Sobolev inequalities and mass
transportation inequalities, via either the Bakry-Emery method or
the abstract approach of Otto and Villani [28].

1. Introduction

This paper is devoted to the asymptotic behavior of solutions of the equation

(1.1)
∂ρ

∂t
= ∇ · [ρ∇ (U ′ (ρ) + V +W ∗ ρ)] ,

where the unknown ρ(t, ·) is a time-dependent probability measure on R
d

(d ≥ 1), U : R
+ → R is a density of internal energy, V : R

d → R is a con-
finement potential and W : R

d → R is an interaction potential. The sym-
bol ∇ denotes the gradient operator and will always be applied to functions,
while ∇· stands for the divergence operator, and will always be applied to
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vector fields (or vector valued measures). In the sequel, we identify both
the probability measure ρ(t, ·) = ρt with its density dρt/dx with respect to
Lebesgue, and thus, we use the notation dρt = dρ(t, x) = ρ(t, x) dx. We shall
make precise convexity assumptions about U , V , W later on; for the mo-
ment we just mention that it is convenient to require W to be symmetric
(∀z ∈ R

d, W (−z) = W (z)), and U to satisfy the following dilation condition,
introduced in McCann [25]:

(1.2) λ �−→ λdU(λ−d) is convex nonincreasing on R
+.

The most important case of application is U(s) = s log s, which identifies
the internal energy with Boltzmann’s entropy, and yields a linear diffusion
term, ∆ρ, in the right-hand side of (1.1).

Equations such as (1.1) appear in various contexts; our interest for them
arose from their use in the modelling of granular flows: see the works of
Benedetto, Caglioti, Carrillo, Pulvirenti, Toscani [3, 4, 31] and the refer-
ences there for physical background and mathematical study (a short math-
ematical review is provided in [34, chapter 5]). Let us just recall the most
important facts.

To equation (1.1) is associated an entropy, or free energy:

(1.3) F (ρ) =

∫
Rd

U(ρ) dx+

∫
Rd

V (x) dρ(x)+
1

2

∫
Rd×Rd

W (x−y) dρ(x) dρ(y).

This functional can be split into the sum of an internal energy U , a po-
tential energy V and an interaction energy W , corresponding respectively
to the three terms on the right-hand side of (1.3). A simple computation
shows that, at least for classical solutions, the time-derivative of F (ρ) along
solutions of (1.1) is the negative of

(1.4) D(ρ) ≡
∫

Rd

|ξ|2 dρ,

where

(1.5) ξ ≡ ∇ [U ′(ρ) + V +W ∗ ρ] .
The functional D will henceforth be referred to as the entropy dissipation
functional. Since D is obviously nonnegative, the free energy F acts as a
Lyapunov functional for equation (1.1).

In many cases of interest, the competition between U , V and W deter-
mines a unique minimizer ρ∞ for F , as shown in [25]. In this paper, our
conditions on U , V , W will ensure that this is indeed true —except in cer-
tain situations where the minimizer will only be unique up to translation.
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A natural question is of course to determine whether solutions to (1.1) do
converge to this minimizer as t → +∞, and how fast. To formulate this
problem more precisely, one first needs to decide how to measure the dis-
tance between ρ and ρ∞. In this paper this will usually be achieved by the
relative free energy, improperly called relative entropy:

(1.6) F (ρ|ρ∞) = F (ρ) − F (ρ∞).

Thus we intend to prove that F (ρ(t, ·)|ρ∞) converges to 0 as t → +∞, and
estimate the speed of convergence.

Let us mention here one of our main results, and relate it to previous
work. A few years ago, Benedetto, Caglioti, Carrillo and Pulvirenti [4] stud-
ied equation (1.1) in the case (arising in the modelling of granular material)
when U(s) = σs log s, V (x) = λ|x|2/2, W (z) = |z|3, d = 1 (λ, σ > 0). Via
the study of the free energy F , they proved convergence to equilibrium in
large time, without obtaining any rate; here we shall prove exponential con-
vergence at an explicit rate. Moreover, our result holds for any dimension
of space, for interaction potentials which are perturbations of |z|3 (while
the method in [4] needs W (z) = |z|3 heavily and d = 1 in order that F
be a convex functional), and we shall also prove exponential convergence
when λ = 0.

Our proofs are based on the so-called entropy dissipation method, which
consists in bounding below the entropy dissipation functional (1.4) in terms
of the relative entropy (1.6). At first sight this is a quite technical task
in view of the complexity of functionals (1.4) and (1.6). Furthermore, the
value of F (ρ∞) is not explicitly known, since the Euler-Lagrange equation
for the minimizer of (1.3) seems to be unsolvable —thus our strategy may
seem doomed from the very beginning. But the particular structure of equa-
tion (1.1) will allow the use of powerful methods taking their roots in the
theory of logarithmic Sobolev inequalities.

At this point we may recall one of the most fundamental results in this
theory, due to Bakry and Emery [2]. Consider the case when U(s) = s log s,
W = 0, and assume that V is uniformly convex, in the sense that there
exists λ > 0 such that

(1.7) D2V ≥ λ I,

where I is the identity matrix on R
d, and the inequality holds in the sense

of symmetric matrices. Then

(1.8) D(ρ) ≥ 2λF (ρ|ρ∞)

Assuming without loss of generality that
∫
e−V = 1, this can be rewritten as

(1.9)

∫
Rd

|∇ (log ρ+ V )|2 dρ ≥ 2λ

∫
Rd

(log ρ+ V ) dρ.
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This is one of the many forms taken by logarithmic Sobolev inequalities. The
task we undertake here is to generalize the functional inequality (1.8) to han-
dle the nonlocal nonlinearity introduced by an interaction potential W . Up
to now, the most noticeable generalization of (1.8) had been the replacement
of the Boltzmann entropy U(s) = s log s by other functionals associated with
nonlinear but still local diffusion, as in works of Carrillo, Jüngel, Markowich,
Toscani, Unterreiter, Dolbeault, del Pino and Otto [12, 9, 18, 27].

There are at least two general methods to prove inequalities such as (1.9)
(and only two, so far as we know, which are robust enough to be used in
our context); we shall work out both of them. The first one, inherited
from the seminal work of Bakry and Emery, goes via the study of the sec-
ond derivative of the relative entropy functional. Indeed, in many cases of
interest, a direct comparison of the entropy with its dissipation is a very
difficult task, but a comparison of the entropy dissipation with the dissipa-
tion of entropy dissipation is much easier. The surprising success of this
method [1, 11, 12, 9] (see [23] for a tentative user-friendly review on these
techniques), which may seem hard to believe at first, can be explained at a
heuristical level by the conceptual work of Otto [27], who showed that the
relation of the equation (1.1) to the free energy (1.3) has the structure of
a gradient flow. Since it is well-known that the asymptotic behavior of the
trajectories of a gradient flow are closely linked to the convexity properties
of the corresponding functional, this suggests that differentiating twice is a
natural thing to do. In fact, the relevant notion of convexity, in this context,
is the displacement convexity introduced by McCann [25], whose definition
will be recalled below.

In Section 3 of Otto and Villani [28] it is proven in an abstract framework
that, at least from the formal point of view, uniform displacement convexity
implies an inequality of the same type as (1.8). The illumination provided
by this point of view is suggested briefly by the following example. Assume
a convex function f : R −→ [0,∞) attains its minimum value f(w) = 0
at w = 0. From uniform convexity, f ′′(w) ≥ λ, it is easy to deduce the
inequalities

(1.10) f(w) − 1

2λ
(f ′)2(w) ≤ 0,

(1.11) f(w) − |w|| f ′(w)| + λ

2
|w|2 ≤ 0,

since both expressions are maximized at w = 0, where they vanish, and

(1.12) f(w) ≥ λ

2
|w|2.
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Even in higher dimensions, convexity of a function f is an assumption about
its behaviour along line segments. Thus it is not difficult to understand
that inequalities (1.10–1.11) extend to any function f : M −→ [0,∞] uni-
formly convex with respect to arclength along the minimizing geodesics of
a Riemannian manifold M ; only |w| = dist (w,w∞) must be replaced by
the geodesic distance from the point w to the point w∞ ∈ M minimizing
f(w∞) = 0. Following Otto in identifying w ↔ ρ, f( · ) ↔ F ( · |ρ∞), and
(f ′)2(w) ↔ D(ρ) we recognize (1.10) as the log Sobolev inequality (1.8) in
disguise!

To discuss the analog for (1.11) to which we now turn, identify |w| ↔
W2(ρ, ρ∞) with the Wasserstein distance between two probability measures
µ and ν on R

d:

(1.13) W2(µ, ν) = inf
{√

E|X − Y |2; law(X) = µ, law(Y ) = ν
}
,

the infimum being taken with respect to all couples of random variables X
and Y with respective law µ and ν. (We hope there will be no confusion
between the potential W and the distance W2). This identification is natural
both because

√
D(ρ) measures the rate of change of F (ρ|ρ∞) with respect to

Wasserstein distance along the geodesic joining ρ to ρ∞ [27], and also because
F (ρ|ρ∞) is a convex function of arclength along such geodesics according to
McCann’s displacement convexity inequalities [25], [26, Remark 3.3] —the
prerequisites for (1.10–1.11).

The second known approach towards inequalities such as (1.9) is what
we shall refer to as the “HWI method”, because it was first worked out
in the context of inequality (1.9) via the HWI inequalities introduced by
Otto and Villani [27, 28]. These are interpolation inequalities involving the
entropy functional H, the Wasserstein distance W2 and the relative Fisher
information I. In particular, under assumption (1.7),
(1.14)∫

Rd

(log ρ+ V ) dρ ≤ W2(ρ, e
−V )

(∫
Rd

|∇ (log ρ+ V )|2 dρ
)1/2

−λ
2
W2(ρ, e

−V )2.

This is but a particular case of the more general inequality

(1.15) F (ρ|ρ∞) ≤ W2(ρ, ρ∞)
√
D(ρ) − λ

2
W2(ρ, ρ∞)2,

which we recognize as (1.11) in disguise.
Of course, inequality (1.8) follows immediately by relaxing the bound (1.15)

via maximization with respect to W2(ρ, ρ∞) ≥ 0. Also we may identify in-
equality (1.12) as

(1.16) W2(ρ, ρ∞) ≤
√

2

λ
F (ρ|ρ∞)
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which corresponds to a generalized Talagrand inequality [28]. This point of
view introduces the Wasserstein distance in a problem in which it is not ex-
plicitly present; however, this is not so surprising since the Wasserstein dis-
tance is intimately linked with the notion of displacement convexity, which we
like to think about as the key concept underlying the Bakry-Emery theorem.

As another connection, our companion paper [10] uses the Wasserstein
distance to measure the distance between ρ and ρ∞ in the problem of asymp-
totic behavior for equation (1.1). It gives a different approach to this prob-
lem, by exploiting directly quantitative versions of displacement convexity
developed in a length space setting. However, here we shall show that in
many cases, trend to equilibrium in relative entropy implies trend to equilib-
rium in Wasserstein distance, by displaying some transportation inequalities,
or functional inequalities comparing the Wasserstein distance with the rel-
ative entropy. The proof of these inequalities is patterned on Otto and
Villani [28].

When applicable, the HWI proof is certainly preferable to the Bakry-
Emery argument, for it is more direct and does not presuppose a priori
knowledge that ρt −→ ρ∞. However, the Bakry-Emery argument has the
advantage not to explicitly use mass transportation, with the resulting dif-
ficulties about smoothness issues sometimes associated with it. Even if for-
mally complicated, the manipulations leading to the computation of the
dissipation of entropy dissipation are very easy to justify if solutions to (1.1)
are smooth. And in any case, the Bakry-Emery method is presently famil-
iar to a much wider mathematical audience than the HWI method, which
justifies our implementing both schemes here.

As another argument in favor of the HWI method, we mention that
recently Cordero-Erausquin [13] found a very elegant way to implement it
in the case of the linear Fokker-Planck equation. Cordero-Erausquin also
pointed out after seeing our preprint that in joint work with Gangbo and
Houdre [14], they were able to refine the method of [13] to recover inequalities
such as those which we study below. In particular, the reader will find in [14]
a simplified proof of our Theorems 2.1 and 2.2 below.

Finally, let us explain a little bit about the plan of this paper. Since the
main object of this paper is by no means the Cauchy problem associated with
(1.1), we shall not search for optimal conditions or refined existence/unique-
ness theorems, but simply state at the beginning of Section 2 some conditions
which ensure the existence of weak solutions; the discussion of these topics
is postponed to the appendix. The rest of Section 2 is devoted to the presen-
tation of our main results about trend to equilibrium and related functional
inequalities. In Section 3, we shall present some crucial preliminary com-
putations which are at the basis of our proofs. Most of the material there
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is not new, except for the few computations dealing with the interaction
energy W . Then, in Section 4, we present the proofs of our main results.
Finally, in Section 5, we show how to apply these techniques in order to
prove exponential convergence in a more traditional sense, namely L1 norm.
Readers may wish to consult Theorem 5.1 to see a concrete example of a
purely PDE problem which can be solved quite satisfactorily by the use of
our mass transportation techniques.

2. Main results

In the sequel we shall make the following technical assumptions, which
ensure the existence of “well-behaved” solutions to (1.1):

• U(s) = 0 (no diffusion), or U(s) = σs log s for some σ > 0 (linear
diffusion), or U is a strictly convex function on R

+, such that U(0) = 0,
of class at least C4 on (0,+∞), with a right-derivative at 0, superlinear
at infinity in the sense that

(2.1)
U(s)

s
−−−−→
s→+∞

+∞.

Moreover, s �→ sU ′′(s) should be nondecreasing for s > 0 small enough.

In particular, U(s) = sm for m > 1 is convenient. The case U(s) =
s log s could be seen as a limit case of this family as m→ 1. It should
also be possible to include singular cases such as U(s) = −sm for
m ∈ (1 − d−1, 1), but we shall not discuss this here.

• The non-negative potentials V and W lie in W 2,∞
loc (Rd), grow at most

polynomially at infinity, and satisfy

∀x ∈ R
d x · ∇V (x) ≥ −C, |∇V (x)| ≤ C(1 + |x|)α,

and either

∀z ∈ R
d z ·∇W (z) ≥ K(1+|z|)1+β−C, |∇W (z)| ≤ C(1+|z|)β

or

∀z ∈ R
d z · ∇W (z) ≥ −C, |∇W (z)| ≤ C(1 + |z|)

for some constants α, β, C,K.

• We also impose that the interaction potential W is symmetric, i. e.,
W (−z) = W (z). In the case of the nonlinear diffusion, we impose for
simplicity that W (z) be a function of |z| and that V be strictly convex.
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Before we state a theorem, let us make the meaning of solutions more
precise. In the case of linear diffusion, where equation (1.1) will take the
form

∂tρt = σ∆ρt + ∇ · (ρt∇V ) + ∇ · (ρt∇(W ∗ ρt)),
with σ ≥ 0, we define a solution as a mapping t �→ ρt ∈ C(R+;D′(Rd)), with
values in the set of probability measures, such that ∇W ∗ρt ∈ L∞

loc(R
+×R

d),
and such that for all T > 0 and smooth, compactly supported test-functions
ϕ ∈ D(Rd),

(2.2)

∫
ϕdρT −

∫
ϕdρ0 = σ

∫ T

0

dt

∫
∆ϕdρt−

∫ T

0

dt

∫
∇ϕ ·∇(V +W∗ρt) dρt.

On the other hand, in the case of nonlinear diffusion, when the equation can
be rewritten as

∂tρt = ∆P (ρt) + ∇ · (ρt∇V ) + ∇ · (ρt∇(W ∗ ρt)),
then we require in addition ρt to be absolutely continuous with respect to
Lebesgue measure for a.a. t ≥ 0, P (ρt) ∈ L1

loc(R
+ × R

d), and replace
formula (2.2) by

(2.3)

∫
ϕdρT−

∫
ϕdρ0 =

∫ T

0

dt

∫
∆ϕP (ρt) dx−

∫ T

0

dt

∫
∇ϕ·∇(V+W∗ρt) dρt,

where the pressure function P is given by (3.3).

Proposition 2.1 Let the technical assumptions above be satisfied. Then,
there exists s0 > 0, depending on V , W , such that whenever ρ0 is an ini-
tial probability measure such that

∫ |x|s0 dρ0(x) < +∞, F (ρ0) < +∞, and
dρ0/dx ∈ L∞(Rd) in the case of nonlinear diffusion, then there exists a so-
lution (ρt)t≥0 of (1.1), such that t �→ ρt is continuous in distribution sense,
and t �→ F (ρt) is nonincreasing on R

+ hence a.e. differentiable, and

(2.4)
d

dt
F (ρt) ≤ −D(ρt) for a.a. t > 0,

where the entropy dissipation functional D(ρ) is defined by (1.4).

We admit here this proposition, and sketch its proof in the appendix.
We insist that this result is not optimal, and that, depending on the cases,
more general situations are allowed, and many of the above requirements
can be relaxed (for instance, the finiteness of all moments. . . ). Moreover,
under very mild additional assumptions these solutions are smooth, and one
can prove equality in (2.4). We do not treat all these extensions in order to
limit the size of the present paper, and because this is not at all our main
subject of interest here.
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We also point out that, in most of the cases to be examined, by the
method of Otto and Villani [29] one can prove that F (ρt) immediately be-
comes finite even if it is infinite at initial time.

In the sequel, we shall implicitly assume that the assumptions of Propo-
sition 2.1 are satisfied, and we now concentrate on the problem of trend
to equilibrium for these solutions. We insist that all our results below do
not use the above technical assumptions, but are valid as soon as strong
solutions to (1.1) can be constructed.

Our main results can be summarized by some heuristic rules, whose
precise meaning is contained in the theorems below. We denote by I the
d× d identity matrix.

Rule # 1: A uniformly convex confinement potential implies an exponential
decay to equilibrium. Moreover, if the convexity of the confinement poten-
tial is strong enough, it can overcome a lack of convexity of the interaction
potential.

This rule is illustrated by:

Theorem 2.1 Assume that U satisfies the dilation condition (1.2), and
V,W are convex. Assume moreover that V ≥ 0 is uniformly convex, in
the sense that

D2V ≥ λI

for some λ > 0. Then,

(i) There exists a unique minimizer ρ∞ of F , which also turns out to be the
unique stationary state for equation (1.1);

(ii) Whenever ρ is a probability density satisfying F (ρ) < +∞, then

F (ρ|ρ∞) ≤ W2(ρ, ρ∞)
√
D(ρ) − λ

2
W2(ρ, ρ∞)2,(2.5)

D(ρ) ≥ 2λF (ρ|ρ∞),(2.6)

W2(ρ, ρ∞) ≤
√

2F (ρ|ρ∞)

λ
;(2.7)

(iii) Solutions to (1.1) which are provided by Proposition 2.1 satisfy the decay
estimate

(2.8) F (ρt|ρ∞) ≤ e−2λtF (ρ0|ρ∞).

(iv) Moreover, if W is not convex but the negative part (D2W )− of its Hes-
sian satisfies

‖(D2W )−‖L∞ < λ/2

then points (ii)-(iii) above still hold true, with λ replaced by λ−2‖(D2W )−‖L∞.
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Remark: Of course, the standard logarithmic Sobolev inequality (1.9) is
just a particular case of this theorem (choose U(s) = s log s, W = 0). Also,
generalized Log-Sobolev inequalities [9, 18] are obtained as particular cases
(choose U(s) = sm, W = 0).

Rule # 2: When the center of mass is fixed, then a uniformly convex in-
teraction potential implies an exponential decay to equilibrium. In this sit-
uation, a strongly convex interaction can also overcome a lack of convexity
of the confinement.

Thus, in terms of trend to equilibrium, the uniform convexity of the
interaction potential is just as good as the uniform convexity of the confine-
ment potential, except that the interaction potential needs a fixed center of
mass. This is due to the fact that the interaction energy,

W(ρ) =
1

2

∫
R2d

W (x− y) dρ(x) dρ(y),

is invariant by translation, and therefore fails to be strictly displacement
convex under shift of probability measures. Rule # 2 is the content of the
following

Theorem 2.2 Assume that U satisfies the dilation condition (1.2), and that
V and W are convex. Assume moreover that the center of mass of ρt,

(2.9) θt =

∫
Rd

x dρt(x)

is invariant by the evolution along the equation (1.1), and that W is uni-
formly convex, in the sense that

D2W ≥ λI

for some λ > 0. Then,

(i) For any θ ∈ R
d there exists a unique minimizer ρ∞ of F among probability

measures ρ such that
∫
x dρ∞(x) = θ. In the same class of probability mea-

sures, ρ∞ also turns out to be the unique stationary state for equation (1.1);

(ii) Whenever ρ is a probability density satisfying F (ρ)<+∞,
∫
x dρ(x) = θ,

then the HWI inequalities (2.5–2.7) are satisfied;

(iii) Solutions to (1.1) provided by Prop. 2.1 satisfy the decay estimate (2.8).

(iv) Moreover, if V is not convex but ‖(D2V )−‖L∞ < λ, then (2.5–2.8) above
still hold true, with λ replaced by λ− ‖(D2V )−‖L∞.
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Remarks:

1. Simple sufficient conditions for the center of mass to be fixed are ei-
ther that V = 0, or that V and W are radially symmetric and that
we restrict equation (1.1) to radially symmetric initial data (in which
case (2.6) holds for radially symmetric probability densities).

2. We shall see later that in presence of diffusion, similar results hold true
without the restriction on the center of mass.

Rule # 3: When the interaction potential is only degenerately convex and
when there is no diffusion, then the decay to equilibrium is in general only
algebraic.

This situation is exemplified in the situation when the interaction po-
tential is of the form W (z) = |z|γ+2 for some exponent γ > 0, either in the
whole space or locally, close to 0. If there is no diffusion and V is strictly
convex, then the minimizer is just a Dirac mass located at the minimum
of V (if there is no confinement, then the position of the Dirac mass is de-
termined by the center of mass of the initial probability distribution). Then
it is possible to construct explicit solutions for which the trend to equilib-
rium is only algebraic with rate t−1/γ for convergence in the Wasserstein
sense and with rate t−(γ+2)/γ for convergence in the relative entropy sense.

Theorem 2.3 Assume that U = 0, and that V , W are convex. Assume
moreover that the center of mass θt of ρt is fixed by the evolution along the
equation (1.1), and that W is degenerately (strictly) convex at the origin, in
the sense that

D2W ≥ Amin(|z|α, 1), A > 0, 0 < α < 2.

Further assume that |D2W (z)| ≤ B(1 + |z|β), β > 0. Then,

(i) There exists a unique minimizer ρ∞ for F , in the class of probability
measures ρ with center of mass θ, and this minimizer turns out to be the
unique steady state for (1.1) in the same class of probability measures;

(ii) For all probability density ρ with finite moments of sufficiently high or-
der, there exists a constant K > 0 and exponent κ > (1 − α/2)−1 > 1,
depending only on A, B, α, β, the dimension d, and moments of ρ of order
large enough, such that

(2.10) D(ρ) ≥ KF (ρ|ρ∞)κ;

If κ < 2, then also

(2.11) W2(ρ, ρ∞) ≤ 1

(1 − κ/2)K1/2
F (ρ|ρ∞)1−κ/2;
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(iii) Solutions to (1.1) which are provided by Proposition 2.1 satisfy the decay
estimate

F (ρt|ρ∞) ≤ F (ρ0|ρ∞)

[1 + (κ− 1)F (ρ0|ρ∞)κ−1Kt]1/(κ−1)
(2.12)

≤ 1

((κ− 1)Kt)1/(κ−1)
.(2.13)

Remarks:

1. This theorem is the only one in the series in which we shall only apply
the Bakry-Emery strategy, and not the “HWI strategy”.

2. Since the constant K can be chosen uniformly for probability mea-
sures ρ whose moments of high enough order are uniformly bounded,
and since moments of ρt are nonincreasing with t under our assump-
tions, (2.12) follows from (2.4) and (2.10) via Gronwall’s inequality.

3. This result is also true in the diffusive case, for smooth solutions
of (1.1), if we allow the constant K to depend on supt≥0 ‖D2U ′(ρt)‖L∞

and on supt≥0

∫ |x|sdρt(x) for s large enough, (ρt)t≥0 standing for the
solution of (1.1) with initial datum ρ0 = ρ.

4. The exponent κ provided by our proof is in general not optimal. If ρ de-
cays fast enough, then κ can be chosen arbitrarily close to (1−α/2)−1.
A complicated variant of the proof of Theorem 2.4 below enables to
treat any exponent α not necessarily smaller than 2; we do not repro-
duce it here.

5. We do not consider here the case when the convexity is degenerate at
infinity. A reason for this is that in cases of applications known to us, a
typical behavior for W is |z|3, hence degenerately convex at the origin
but not at infinity. Let us however mention that the influence of a
degeneracy at infinity of the convexity of the confinement potential V
was discussed in Section 2 of Toscani and Villani [32], in the case when
W = 0 and U(s) = s log s. The results there are in the same spirit as
here: an algebraic rate of decay is derived via an inequality like (2.10).
However, the main difference is that when there is some degeneracy at
infinity, then it is not necessarily true that the solution has uniformly
(in time) bounded moments. In other words, the confinement may be
too weak to ensure a good localization of solutions; as a consequence,
a careful study of the behavior of moments has to be performed. It is
easy to check that such a study is also possible in our situation, under
some precise assumptions on W .
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Rule # 4: In presence of (linear or superlinear) diffusion, a degenerately
convex interaction potential induces an exponential trend to equilibrium.

This rule is much more surprising than rule # 3, because the decay is
exponential even though one would like to consider the degenerate inter-
action as the driving mechanism for equilibration. The idea is that if the
interaction potential is degenerately convex, then the associated energy W
fails to be uniformly displacement convex, but this failure only matters for
probability densities which are very concentrated. The presence of diffusion
associated with a superlinear internal energy density compels the probability
density to be spread enough that the interaction energy behave just as if it
were uniformly displacement convex. This is the content of the following

Theorem 2.4 Assume that U satisfies the dilation condition (1.2), that
U(s)/s → +∞ as s → +∞, and that V ≥ 0 and W ≥ 0 are convex.
Further assume that the center of mass of ρt is fixed by the evolution along
the equation (1.1), and that W is degenerately (strictly) convex, in the sense
that

(2.14) D2W (z) ≥ ψW (z)I, ψW ∈ C(Rd),

for some modulus of convexity ψW which is allowed to degenerate near z = 0
only:

(2.15) ψW (z) > 0 if z = 0, ψW (z)is uniformly bounded below as |z| → ∞.

Then,

(i) There exists a unique minimizer ρ∞ for F , in the class of probability
measures ρ with center of mass θ, and this minimizer turns out to be the
unique steady state for (1.1) in the same class of probability measures;

(ii) For all probability densities ρ such that F (ρ) < +∞, there exists a
constant λ = λ(ρ), depending only on F (ρ), U , V , ψW , d, such that the
HWI inequalities (2.5–2.7) are satisfied;

(iii) If λ0 is the constant associated to ρ0 by (ii), then solutions to (1.1)
provided by Proposition 2.1 satisfy the decay estimate

(2.16) F (ρt|ρ∞) ≤ e−2λ0tF (ρ0|ρ∞).

Remarks:

1. Unlike in preceding theorems, we have explicitly restated the super-
linear growth condition U(s)/s → +∞ with s, because here it is not
merely a technical assumption; instead, it seems to play a crucial role
in our proof. As mentioned before, typical examples of U satisfying the
assumptions of Theorem 2.4 are U(s) = s log s, U(s) = sm for m > 1.
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2. For any value F0 <∞, the constant λ(ρ) can be chosen uniform in the
class of probability measures ρ such that F (ρ) ≤ F0. Since F (ρ(t, ·))
is nonincreasing with t, point (ii) implies point (iii) at once, yielding
a rate of convergence which only depends on F (ρ) at the initial time.

3. If the reader is interested in practical computations, then we must
warn him that the constants provided by the proof may be rather poor.
The reason is that the free energy is usually very bad at controlling
concentration, especially in the case U(s) = s log s. Depending on the
situation, it may be much better to use L∞ bounds on ρ for instance,
and perform the proof again. As will be clear from our argument, all
that one needs to control is the concentration of the solution (and of
the decay at infinity). We also mention that in [16], a spectacular
improvement of scales of time for decay were obtained by using (in a
rather unexpected way) the entropy dissipation itself for the control of
concentration.

4. In the case of logarithmic Sobolev inequalities: U(s) = s log s, W = 0,
then it is well-known by the Holley-Stroock perturbation lemmas [20]
that an inequality such as (2.6) holds true when V is degenerately
(strictly) convex, with a universal constant (depending only on V ).
However, the only known proof of this result is a perturbation argu-
ment at the level of (1.9), and it is an open problem to recover it
directly by a Bakry-Emery type argument. On the contrary, here we
are able to prove Theorem 2.4 by a variant of the Bakry-Emery strat-
egy. Even if in the end the constant is not universal, since it depends
on F (ρ) (and on the dimension d) this shows an unexpectedly nice
behavior of the interaction energy.

Rule # 5: In presence of diffusion, the interaction potential is able to drive
the system to equilibrium even if the center of mass is moving.

This rule is exemplified in the situation when the system is confined by
a degenerately convex potential, so that the center of mass may be moving
with time (if we are not in a radially symmetric situation), but the confine-
ment potential lacks the uniform convexity required to drive the system to
equilibrium:

Theorem 2.5 Assume that U satisfies the dilation condition (1.2), that
U(s)/s→ +∞ as s→ +∞, and that V and W are convex. Further assume
that W is degenerately (strictly) convex, in the sense of Theorem 2.4, and
that either V = 0 or

D2V ≥ ψV (x), ψV ∈ C(Rd), ψV (x) > 0 if x = 0.
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Then,

(i) There exists a unique minimizer ρ∞ for F , which also turns out to be the
unique stationary state for (1.1);

(ii) For all probability densities ρ, there exists a constant λ = λ(ρ), depend-
ing only on F (ρ), U , ψW , ψV , d, such that the HWI inequalities (2.5–2.7)
are satisfied;

(iii) If λ0 is the constant which is associated to ρ0 by (ii), then solutions
of (1.1) provided by Proposition 2.1 satisfy the decay estimate (2.16).

Remarks:

1. Of course, Theorem 2.5 is more general than Theorem 2.4, but we have
presented it separately for the sake of clarity.

2. Again, the main idea is that the bound on the superlinear internal
energy prevents concentration of ρ. And again, better constants may
be obtained in practice by using L∞ bounds for instance.

The remainder of this paper is devoted to the proofs of Theorems 2.1 to 2.5.

Important remark: By combining the estimates of the next sections with
the method of Otto and Villani [29], one can prove the a priori estimate, in
all the cases above,

(2.17) F (ρt|ρ∞) ≤ W2(ρ0, ρ∞)2

4t
≤ C(ρ0)

t
,

where the constant C(ρ0) depends on ρ0 only via
∫ |x|2 dρ0(x). This allows

one to extend all the present results to the case where the initial da-
tum has infinite free energy. We shall skip this extension, only because
we do not wish to discuss the Cauchy problem in this case.

3. Preliminary computations

In this section we prepare for the proofs of Theorems 2.1 to 2.5 by present-
ing two crucial computations. The first one is the formula for the second
variation of the functional F under “displacement”, which is, crudely speak-
ing, geodesic variation in the sense of optimal transportation with respect to
Wasserstein L2 distance. The second one is the formula for the dissipation of
the entropy dissipation, which is at the basis of the Bakry-Emery argument.

The computations here are formal and we shall not endeavor to justify
them; only in the next section will we be concerned with rigorous justifica-
tion. Nearly all of the forthcoming discussion follows Otto and Villani [28].
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3.1. Second variation of entropy F (ρ) under displacement

Let ρ0, ρ1 be two L1 probability measures. As we know from [6] and [24],
there exists a (dρ0-a.e.) unique gradient of convex function ∇ϕ, such that

∇ϕ#ρ0 = ρ1.

Here # denotes the push-forward operation, defined by the formula∫
f d(T#µ) =

∫
(f ◦ T ) dµ.

Moreover, ∇ϕ is an optimal transportation for the Monge-Kantorovich prob-
lem with quadratic cost, in the sense that

W2(ρ0, ρ1)
2 =

∫
Rd

|x−∇ϕ(x)|2 dρ0(x).

The family of probability measures

ρs = [(1 − s)Id + s∇ϕ]#ρ0

plays the role of a geodesic path interpolating between ρ0 and ρ1. Whenever
G is a functional such that, for all ρ0, ρ1, the map s �→ G(ρs) is con-
vex, one says that G is displacement convex. It is known since the work of
McCann [25] that U is displacement convex whenever U satisfies the dilation
condition (1.2), that V is displacement convex whenever V is convex, and
that W is displacement convex whenever W is convex.

An easy computation shows that, if smoothness issues are disregarded,
then ρs satisfies the following differential system representing conservation
of mass and momentum:

(3.1)




∂ρs
∂s

+ ∇ · (ρsvs) = 0,

∂(ρsvs)

∂s
+ ∇ · (ρsvs ⊗ vs) = 0,

with v0(x) = ∇ϕ(x) − x.
From this one deduces after a long calculation that

(3.2)
d2

ds2
U(ρs) =

∫
Rd

[
P ′(ρs)ρs − P (ρs)

]
(∇ · vs)2 +

∫
Rd

P (ρs) tr(Dvs)
2,

where

(3.3) P (ρ) =

∫ ρ

0

σU ′′(σ) dσ = ρU ′(ρ) − U(ρ)

is the (nonnegative) “pressure” associated to the equation (1.1) (in the case
of linear diffusion, just replace P (ρ) by ρ). Here Dv stands for the matrix
(∂ivj)≤i,j≤d.



Kinetic equilibration rates for granular media and related equations 987

Note that vs remains a gradient vector field for all s ∈ [0, 1], so that
tr(Dvs)

2 coincides with tr(Dvs)
T (Dvs), which is the Hilbert-Schmidt square-

norm of the matrix Dvs. The pressure function P is rather naturally asso-
ciated to the evolution, since the first (i.e. nonlinear diffusion) term on the
right-hand side of (1.1) can be rewritten as ∆[P (ρ)]; further note the dilation
condition (1.2) is equivalent to: P (ρ)/ρ1−1/d nondecreasing, or

(3.4) ρP ′(ρ) ≥ (1 − 1/d)P (ρ).

A by now standard argument [27, 9] uses the Cauchy-Schwarz inequality
for the Hilbert-Schmidt norm to show that, under assumption (3.4), the
right-hand side of (3.2) is nonnegative.

The second variation of V is easier to compute:

(3.5)
d2

ds2
V(ρs) =

∫
Rd

〈D2V · vs, vs〉 dρs.

As for the interaction energy W , it requires a little bit more work,

d

ds
W(ρs) = −1

2

∫
∇W (x− y) · [vs(x) − vs(y)] dρs(x) dρs(y),

d2

ds2
W(ρs) =

1

2

∫
Rd×Rd

〈
D2W (x− y) · [vs(x) − vs(y)], [vs(x) − vs(y)]

〉
(3.6)

dρs(x) dρs(y).

From these equations we deduce that whenever U satisfies the condi-
tion (1.2) and when V , W are both convex, then

d2

ds2
F (ρs) ≥ 0,

which indicates that F is displacement convex in the sense of McCann [25].
We think of all our results below as consequences of some form of strict
displacement convexity. One can quantify displacement convexity as follows:
as explained at length in [27, 28], the structure of the Monge-Kantorovich
problem allows to use these second derivatives along optimal transportation
in order to define a formal Hessian operator.

(3.7)

〈
HessW2F (ρ) · dρ

ds
,
dρ

ds

〉
W2

=
d2

ds2

∣∣∣∣
s=0

F (ρs),

where ρs is the solution of (3.1), v = v0 being a gradient vector field satis-
fying ∂ρ/∂s = −∇ · (ρv). What we shall use in the sequel is that when U
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satisfies (1.2) and when everything is smooth enough, then〈
HessW2F (ρ) · dρ

ds
,
dρ

ds

〉
W2

≥
∫

Rd

〈D2V · v, v〉 dρ(3.8)

+
1

2

∫
Rd×Rd

〈
D2W (x− y) · [v(x) − v(y)], [v(x) − v(y)]

〉
dρ(x)dρ(y).

3.2. Dissipation of entropy dissipation

Let (ρt)t≥0 be a smooth solution to (1.1). Then, as we mentioned earlier,
dF (ρt)/dt = −D(ρt), where D is the entropy dissipation functional,

D(ρ) = −
∫

Rd

|ξ(x)|2 dρ(x),

with ξ given by (1.5). Similarly, one can define the dissipation of entropy
dissipation, DD, by the formula

(3.9) DD(ρ0) = − d

dt

∣∣∣∣
t=0

D(ρt) =
d2

dt2

∣∣∣∣
t=0

F (ρt).

The explicit form of this functional must be computed for later use.

Proposition 3.1 Let ρ be a smooth probability measure, and assume that
equation (1.1) has smooth solutions with initial datum ρ. Then, with nota-
tions (1.5), (3.3) still in use,

DD(ρ) = 2

∫
Rd

[ρP ′(ρ) − P (ρ)] (∇ · ξ)2 dx+

∫
Rd

P (ρ) tr(Dξ)T (Dξ) dx

+ 2

∫
Rd

〈D2V · ξ, ξ〉 dρ(3.10)

+

∫
R2d

〈
D2W (x− y) · [ξ(x) − ξ(y)], [ξ(x) − ξ(y)]

〉
dρ(x) dρ(y).

In all the sequel, we shall only use the following corollary.

Corollary 3.1 Under the previous assumptions, if the dilation condition
(1.2), or equivalently (3.4), is fulfilled, then

DD (ρ) ≥ 2

∫
Rd

〈D2V · ξ, ξ〉 dρ(3.11)

+

∫
R2d

〈
D2W (x− y) · [ξ(x) − ξ(y)], [ξ(x) − ξ(y)]

〉
dρ(x) dρ(y).

Remark: Of course, the internal energy U has not disappeared: it is hidden
in the definition of ξ (see formula (1.5)).
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The proof of proposition 3.1 is by direct calculation in the same spirit
used by Arnold, Carrillo, Jüngel, Markowich, Toscani and Unterreiter in [1,
12, 9]; it only relies on differential calculus and integration by parts. Let us
just explain a way to arrive at the result by the formal considerations de-
veloped in [28] and sketched in the paragraphs above. Consider an abstract
gradient flow

dρ

dt
= −gradF (ρ),

so that

− d

dt
F (ρ) = ‖gradF (ρ)‖2.

This is formula (1.4), if we take into account

(3.12)
∂ρ

∂t
= ∇ · (ρξ)

and define, whenever (3.12) is satisfied with ξ a gradient vector field,

(3.13)

∥∥∥∥dρdt
∥∥∥∥

2

=

∫
|ξ|2 dρ.

Then, the second derivative of the free energy F is

d2

dt2
F (ρ) = − d

dt

∥∥gradF (ρ)
∥∥2

= 2
〈
HessF (ρ) · gradF (ρ), gradF (ρ)

〉
.

This turns out to be formula (3.10): the three terms appearing in the right-
hand side of (3.10) correspond respectively to HessU , HessV , HessW .

4. The proofs

We now explain the proofs of our main results. Since the proofs of Theo-
rems 2.1 to 2.5 bear a lot of common points, and since much of the work
has in fact already been done in previous work, we shall only give the first
proof in some detail, and be content with providing the new estimates for
the other ones.

4.1. Uniformly convex confinement

Proof of Theorem 2.1. (i) The first step of the proof is to study the
behavior of F under displacement. Let us consider the case where there is
diffusion, so that minimizers, and solutions to (1.1), have to be L1 functions.
The existence of minimizers can be shown by standard techniques of weak
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convergence, or by the arguments of McCann [25]. From this reference we
also know that U is displacement convex. Let ρ0, ρ1 be two given L1 proba-
bility measures, and let (ρs)0≤s≤1 be the interpolation described in Section 3.
From the procedure there, one finds

(4.1) V(ρs) =

∫
V ((1 − s)x+ s∇ϕ(x)) dρ(x).

Our hypothesis D2V ≥ λI now implies that

d2

ds2
V(ρs) ≥ λ

∫
|∇ϕ(x) − x|2 dρ(x) = λW2(ρ0, ρ1)

2.

Similarly,

(4.2) W(ρs) =
1

2

∫
W

(
(1 − s)(x− y) + s(∇ϕ(x) −∇ϕ(y))

)
dρ(x) dρ(y),

so the displacement convexity of W is easily checked. On the whole, F is
therefore uniformly displacement convex, in the sense that d2F (ρs)/ds

2 ≥
λW2(ρ0, ρ1)

2. This immediately implies uniqueness in the minimizer (as in
McCann [25]), for if ρ0, ρ1 were two distinct minimizers, then ρ 1

2
would

satisfy F (ρ 1
2
) < [F (ρ0) + F (ρ1)]/2.

In the case where there is no diffusion, the only difference is that the
minimizers will not in general have a L1 density. However, it is easy to
modify the argument in the following way: let (X,Y ) be a couple of random
variables achieving the infimum in (1.13), then define ρs to be the law of
sX + (1 − s)Y .

(ii) The next step consists in writing an adequate Taylor-like formula for
F (ρs); here the proof follows Otto and Villani [28, section 5]. We would
like ρ1 and ρ0 to be an arbitrary L1 probability measures with finite entropy
F (ρ0), F (ρ1) < +∞. Instead, to simplify we shall take ρ0 and ρ1 to be
smooth and compactly supported. This implies that the optimal map ∇ϕ
transporting ρ0 onto ρ1 is L∞ on the support of ρ0. By approximation, in
the end our results will hold true for arbitrary ρ0 and ρ1 with finite entropy.

Thanks to (4.1), one sees that

d

ds

∣∣∣∣
s=0

V(ρs) =

∫
〈∇V (x),∇ϕ(x) − x〉 dρ0(x).

Similarly,

d

ds

∣∣∣∣
s=0

W(ρs) =
1

2

∫
〈∇W (x− y),∇ϕ(x) − x−∇ϕ(y) + y〉 dρ0(x)dρ0(y)

=

∫
〈∇ϕ(x) − x,

∫
∇W (x− y) dρ0(y)〉 dρ0(x).
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The only delicate part is the U functional. As shown in [25], one can
write

U(ρs) =

∫
Rd

U

(
ρ0(x)

det((1 − s)I + sD2ϕ(x))

)
det((1 − s)I + sD2ϕ(x)) dx,

with D2ϕ being understood in the sense of Aleksandrov. Thanks to our
assumptions on U , one can check that the integrand of previous identity is
a convex function of s, so that, combining Lebesgue’s theorem with Alek-
sandrov’s theorem (as in [28, Section 5]), one easily proves that

lim
s→0

U(ρs) − U(ρ0)

s
= −

∫
Rd

P (ρ0) tr[D2ϕ(x) − I] dx(4.3)

≥
∫
〈∇P (ρ0),∇ϕ(x) − x〉 dx(4.4)

=

∫
〈∇U ′(ρ0),∇ϕ(x) − x〉 dρ0(x).(4.5)

Here inequality (4.4) follows from the fact that P is nonnegative, and the
Aleksandrov (i.e. pointwise a.e.) Laplacian trD2ϕ of a convex function is
always less than the distributional Laplacian ∆ϕ. Summarizing, and using
the notation ξ0 = ξ from (1.5) with ρ replaced by ρ0,

d

ds

∣∣∣∣
s=0

F (ρs) ≥
∫
〈ξ0,∇ϕ(x) − x〉 dρ0(x).

By Cauchy-Schwarz inequality, this expression is bounded below by

−
√∫

|ξ0|2 dρ0

√∫
|∇ϕ(x) − x|2 dρ0(x) = −D(ρ0)

1/2W2(ρ0, ρ1).

Combining this with the bound on the second derivative, Taylor’s formula
yields

(4.6) F (ρ0) − F (ρ1) ≤ W2(ρ0, ρ1)
√
D(ρ0) − λ

2
W2(ρ0, ρ1)

2.

These formulas, proven for smooth densities, can be extended by density
arguments as soon asD(ρ0) < +∞. One can now prove the uniqueness of the
stationary state in the class of probability densities such that D(ρ) < +∞.
Assume that D(ρ) = 0 (or ξ = 0, which is the same), and set ρ = ρ0

in (4.6). Since ρ1 is arbitrary, it can be seen that ρ0 is then a minimizer
for F , concluding the proof of (i).
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The assertions of (ii) also follow immediately: by setting ρ1 to be the min-
imizer ρ∞, one gets formula (2.5). Choosing W2 to maximize the bound (4.6)
for ρ0 = ρ∞ implies (2.6). By setting ρ0 to be the minimizer so D(ρ0) = 0,
one obtains formula (2.7).

(iii) The decay rate 2λ for the relative entropy follows immediately
from (2.4) and (2.6) by Gronwall’s inequality.

Before turning to (iv), let us now sketch the alternative proof for (2.6),
which is the Bakry-Emery strategy. We first assume that everything is very
smooth, in the sense which is explained in Appendix A (smooth enough
solutions, etc.). It is clear from (3.11) and the hypothesis D2V ≥ λI that

(4.7) DD(ρ) ≥ 2λD(ρ).

Let us fix a smooth density ρ0, and consider the solution (ρt)t≥0 of equa-
tion (1.1) starting from ρ0. Since DD(ρt) gives the time derivative (3.9)
of −D(ρt), Gronwall’s inequality applied to (4.7) yields exponential decay
of D(ρt) → 0 as t→ ∞. Integrating in time from 0 to +∞ we get

(4.8) D(ρ0) =

∫ +∞

0

DD(ρt) dt ≥ 2λ

∫ +∞

0

D(ρt) dt.

Using a priori bounds on ρ and the same method as [9, Theorem 11] (for
smooth problems), one can also prove that

F (ρt) −−−−→
t→+∞

F (ρ∞)

(without any a priori knowledge about the rate, of course). Since D(ρt) in
turn is the time derivative of F (ρt), we can now evaluate (4.8) explicitly: it
reduces to

D(ρ0) ≥ 2λ[F (ρ0) − F (ρ∞)],

which is formula (2.6).

Once Theorem 2.1 is proven in the smooth case, it can be extended to
the general case by a density argument (described in Appendix A).

An alternative proof of (2.7) follows the lines of [28, Theorem 1, Propo-
sition 1]. By using (2.6), one proves that

η(t) ≡ W2(ρ0, ρt) +

√
2F (ρt|ρ∞)

λ
.

is nonincreasing. Then the desired inequality is just η(∞) ≤ η(0).
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Remark: In the case when the functional V + W is φ-uniformly convex
(see [10]) one can prove similarly that

F (ρ|ρ∞) ≤
√
D(ρ)W2(ρ, ρ∞) − φ(W2(ρ, ρ∞)).

In the sequel, we shall systematically use either the HWI procedure or the
Bakry-Emery method without mentioning it explicitly. It should be clear
from the considerations above that both rely on the same key estimate,
which is a lower bound on HessW2F.

(iv) Let us now turn to the proof of the last statement in Theorem 2.1; for
instance, in the formalism of the dissipation of entropy dissipation. We want
to estimate the error coming from the contribution of the negative part of
the Hessian of W to DD(ρ) in (3.10). By expanding the scalar product and
applying Cauchy-Schwarz inequality on cross-terms, we find∫ 〈

D2W (x− y) · [ξ(x) − ξ(y)], [ξ(x) − ξ(y)]
〉
dρ(x) dρ(y)

≥ −‖(D2W )−‖L∞

∫ 〈
ξ(x) − ξ(y), ξ(x) − ξ(y)

〉
dρ(x) dρ(y)

≥ −4‖(D2W )−‖L∞

∫
Rd

|ξ|2 dρ,
= −4‖(D2W )−‖L∞D(ρ).

From (3.10) we see that (4.7) will still hold true, except that λ must be
replaced by λ − 2‖(D2W )−‖L∞ . This implies (iv), thereby concluding the
proof of Theorem 2.1. �

4.2. Uniformly convex interaction, fixed center of mass

Next we turn to the proof of Theorem 2.2. Its proof is exactly the same as
before, except that now we want to take advantage of the uniform convexity
coming from the interaction potential in (3.10). Assuming that D2W ≥ λI,
we find (for any measurable vector field v)∫ 〈

D2W (x− y)− · [v(x) − v(y)], [v(x) − v(y)]
〉
dρ(x)dρ(y)

≥ λ

∫
|v(x) − v(y)|2 dρ(x) dρ(y) = 2λ

∫
|v(x)|2 dρ(x) − 2

(∫
v dρ

)2

.

where the last equality is obtained by expanding the square and using sym-
metry.
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But the fact that we restrict ourselves to probability measures whose
center of mass is given entails that whenever we consider a transportation
vector field, say T (x), push-forwarding ρ0 onto ρ1, it satisfies the identity

(4.9)

∫
Rd

[T (x) − x] dρ0 = 0.

Indeed, this follows easily from
∫
x dρ1(x) =

∫
T (x)dρ0(x) and

∫
x dρ0(x) =∫

x dρ1(x). Similarly, if ξ is the vector field appearing in (1.5), and since the
evolution equation (1.1) can be rewritten

∂ρ

∂t
= ∇ · (ρξ),

the invariance of the center of mass implies

0 =
d

dt

∫
Rd

x dρ(x) = d

∫
Rd

ξ dρ.

Therefore, the term
∫
v dρ will always vanish, be it in the HWI argument or

in the Bakry-Emery method. Now that

(4.10) DD(ρ) ≥ 2λD(ρ),

is established the rest of the proof of (i)-(iii) of Theorem 2.2 follows exactly as
in the previous section. As for point (iv) of Theorem 2.2, it is a consequence
of the estimate∫ 〈

D2V (x) · v(x), v(x)〉 dρ(x) ≥ −‖(D2V )−‖L∞

∫
|v|2 dρ

which yields DD(ρ) ≥ 2(λ− ‖(D2V )−‖L∞)D(ρ) instead of (4.10).

4.3. Degenerately convex interaction, perturbative argument

In this paragraph, we prove Theorem 2.3 by a perturbative argument. Here
we only use the Bakry-Emery strategy. As already mentioned, the results
below also apply in presence of some diffusion, but under the restriction
that ρ, and its time-evolution along (1.1), satisfy sufficient smoothness and
localization bounds. This is not a restrictive assumption in the linear dif-
fusion case, or in the sublinear diffusion case if the initial datum is smooth
enough; on the contrary, in the superlinear degenerate diffusion case it is not,
in general, satisfied, since solutions may fail to be smooth at the boundary
of their support.
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The idea behind the proof, which is quite natural, is to isolate the de-
generacy at the origin by cutting out small values of |x− y| in the integral

(4.11)

∫
R2d

〈
D2W (x− y) · [ξ(x) − ξ(y)], [ξ(x) − ξ(y)]

〉
dρ(x) dρ(y).

On the set |x− y| ≤ ε, uniform convexity of W cannot be used; but on this
set, ξ(x) − ξ(y) will be very small, so that this part should contribute very
little in (4.11).

Similar ideas have already been used by Carlen and Carvalho [7], Desvil-
lettes and Villani [16] for the Boltzmann and the Landau equation respec-
tively. The main difference between these works and ours is the follow-
ing: for Boltzmann-type equations, the entropy functional is just the same
(H(f) =

∫
f log f) for all kind of interactions (hard, soft. . . ), and it is only

at the level of the entropy dissipation that the choice of interaction matters.
And at this level, the property of monotonicity with respect to the cross-
section can be exploited for error estimates (the importance of this fact was
first pointed out by Carlen and Carvalho).

On the other hand, here we do not have any monotonicity properties
at the level of the entropy dissipation (1.4)! Consider two different interac-
tion potentials W1 and W2, satisfying W1 ≥ W2, or D2W1 ≥ D2W2, either
condition does not imply that the entropy dissipation functionals respec-
tively associated to W1 and W2 can be compared. This forces our pertur-
bation argument to be performed at the level of the dissipation of entropy
dissipation.

In the sequel we assume that there is no confinement (V = 0). Although
the theorem was stated under the condition U = 0, it was also remarked
that the proof requires merely

D2W (z) ≥ Amin(|z|α, 1), A > 0, 0 < α < 2;(4.12)

|D2W (z)| ≤ B(1 + |z|β), β > 0,(4.13)

supt≥0

∫
Rd

|x|s dρt(x) ≤ B(4.14)

supt≥0 ‖D2U ′(ρt)‖ ≤ B(4.15)

for some s > 0 sufficiently large. In the last two formulas, (ρt)t≥0 stands
for the solution of (1.1) with initial datum ρ0 = ρ. The last assumption is
of course void if there is no diffusion (U = 0). As for assumption (4.14),
it is also automatically satisfied if there is no diffusion and if ρ has a finite
moment of order s.
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Proof of Theorem 2.3. Under assumptions (4.12–4.15) we shall prove that

(4.16) D(ρ) ≥ KF (ρ|ρ∞)κ,

where K, κ depend only on the constants A, B, α, β, s and d. If s is very
large, then κ can be chosen arbitrarily close to (1 − α/2)−1.

The way towards (4.16) goes as follows. Let ε < 1 to be chosen later on,
we write

D2W (z) ≥ A(εα − εα1|z|≤ε)I,

and accordingly,

DD(ρ) ≥
∫

R2d

〈
D2W (x− y) · [ξ(x) − ξ(y)], [ξ(x) − ξ(y)]

〉
dρ(x) dρ(y)

≥ Aεα
[∫

R2d

|ξ(x) − ξ(y)|2 dρ(x) dρ(y) −
∫
|x−y|≤ε

|ξ(x) − ξ(y)|2 dρ(x) dρ(y)
]
.

The first term can be bounded below as in the previous section, so that

(4.17) DD(ρ) ≥ Aεα
[
D(ρ) −

∫
|x−y|≤ε

|ξ(x) − ξ(y)|2 dρ(x) dρ(y)
]
.

We now proceed to bound the second term in the right-hand side of (4.17).
Using assumptions (4.12–4.15), and the convolution structure, one easily
shows that

(4.18)

{
|ξ(z)| = |∇W ∗ ρ+ ∇U ′(ρ)| (z) ≤ C(1 + |z|β+1),

|ξ(x) − ξ(y)| ≤ C(1 + |x| + |y|)β|x− y|,
where C depends on B, β and moments of ρ of order β+1. As a consequence,
Chebyshev’s inequality yields∫

|x−y|≤ε
|ξ(x) − ξ(y)|2 dρ(x) dρ(y)

≤
∫
|x|,|y|≤R, |x−y|≤ε

|ξ(x) − ξ(y)|2 dρ(x) dρ(y) + 4

∫
|x|≥R−1

|ξ(x)|2 dρ(x)

≤ C

[∫
|x|,|y|≤R,|x−y|≤ε

(1 + |x| + |y|)2β|x− y|2dρ(x)dρ(y)

+

∫
|x|≥R−1

(1 + |x|)2(β+1)dρ(x)

]

≤ C

[
(1 +R)2β

∫
|x−y|≤ε
|x− y|2 dρ(x) dρ(y) +

4

(1 +R)s−2(β+1)

∫
Rd

(1 + |x|s) dρ(x)
]

≤ C

[
(1 +R)2βε2 +

1

(1 +R)s−2(β+1)

]
,
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where C stands for various constants depending only on B, β, s, and mo-
ments of ρ of order s > 2(β + 1). Optimizing in R, we find

(4.19)

∫
|x−y|≤ε

|ξ(x) − ξ(y)|2 dρ(x) dρ(y) ≤ Cε2δ,

with δ = (s − 2β − 2)/(s − 2), which is very close to 1 if s is large. Insert-
ing (4.19) in (4.17), we get

DD(ρ) ≥ Aεα[D(ρ) − Cε2δ],

and a convenient choice of ε yields

(4.20) DD(ρ) ≥ KD(ρ)1+ α
2δ ,

for some constant K depending on α, s, β, A, B, d. Similarly, for all t ≥ 0,

(4.21) DD(ρt) ≥ KD(ρt)
1+ α

2δ .

Once (4.21) is obtained, it is very easy to build a variant of the Bakry-
Emery trick: one just rewrites (4.20) as

DD(ρ)D(ρ)−
α
2δ ≥ KD(ρ),

and notes that the left-hand side is the negative of the time-derivative of
D(ρ)1−α/(2δ) along the evolution equation (1.1). If α < 2δ (which is always
the case if s is large enough), then one can integrate as in the Bakry-Emery
procedure, and recover

D(ρ)1− α
2δ ≥ KF (ρ|ρ∞),

which is precisely (4.16) —the entropy-information (HI) part of the HWI
inequality.

To motivate the form of the transportation inequality (2.11) —the en-
tropy Wasserstein (HW) part of the HWI inequality, we sketch a formal
argument relying on Otto’s Riemannian calculus on the space of probability
measures metrized by W2; it can be made rigorous by mimicking the proof of
[28, Theorem 1 and Proposition 1]. Fix a smooth density ρ0 and let (ρt)t≥0

be a solution of (1.1). Assume κ ∈ (1, 2), and set

η(t) = W2(ρ0, ρt) +
1

K1/2(1 − k/2)
F (ρt, ρ∞)1−k/2.
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Differentiating formally using ρ̇t = −gradF yields

η′(t) =

〈
gradW2,ρ0 +

F (ρt, ρ∞)−k/2

K1/2
grad F,

dρt
dt

〉
W2

≤ ‖gradW2,ρ0‖ρt

∥∥∥∥dρtdt
∥∥∥∥− F (ρt, ρ∞)−k/2

K1/2

∥∥∥∥dρtdt
∥∥∥∥

2

≤
√
D(ρt) − F (ρt, ρ∞)−k/2

K1/2
D(ρt),

where the last inequality follows from the identity (3.13) and the fact that
the gradient of the metric distanceW2,ρ0 to ρ0 cannot exceed unit magnitude.
Now η′(t) ≤ 0 in view of (2.10), whence η(0) ≥ η(∞). But this translates
into (2.11).

(iii) Finally, to deduce (2.12) from (2.4) and (2.10), integrate the inequal-
ity

−dF (ρt|ρ∞)

dt
≥ KF (ρt|ρ∞)κ.

�
As we already mentioned, assumption (4.15) might be too restrictive

in certain cases of application for the diffusive case. We shall circumvent
this problem in the next section by a different argument which exploits the
presence of diffusion.

4.4. Degenerately convex interaction with diffusion

In this paragraph we prove Theorem 2.4. Again we use the formalism of
dissipation of entropy dissipation, though the HWI method works perfectly
well with the very same estimates. We assume that V is convex and that

(4.22) D2W (z) ≥ ψW (z)I, ψW ∈ C0(Rd),

where the modulus of convexity ψW is allowed to degenerate at the origin:

(4.23) ψW (z) > 0 if z = 0, ψW (z) is uniformly bounded below as |z|→∞.

Without loss of generality we assume ψW to be bounded.

As a consequence of Corollary 3.1,

(4.24) DD(ρ) ≥
∫

R2d

ψW (x− y)|ξ(x) − ξ(y)|2 dρ(x) dρ(y).

Most of the troubles caused by small values of |x− y| will be eliminated by
the following simple
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Lemma 4.1 Let ρ be a probability measure, and ψW a nonnegative contin-
uous function. Then
(4.25)∫

R2d

ψW (x− y)|ξ(x) − ξ(y)|2 dρ(x) dρ(y) ≥ L

∫
|ξ(x) − ξ(y)|2 dρ(x) dρ(y),

where

(4.26) L =
1

4
inf

x,z∈Rd

∫
Rd

min
[
ψW (x− y), ψW (z − y)

]
dρ(y).

Proof. The proof relies on a trick which was used in Villani [35] with limited
success. Let X be the left-hand side of (4.25). We introduce an artificial
parameter z ∈ R

d and integrate the constant function X against dρ(z), to
obtain

X =

∫
Rd

X dρ(z) =

∫
R3d

ψW (x− y)|ξ(x) − ξ(y)|2 dρ(x) dρ(y) dρ(z)(4.27)

≥
∫

R3d

min
[
ψW (x−y), ψW (z−y)]|ξ(x) − ξ(y)|2 dρ(x) dρ(y) dρ(z).(4.28)

Just by exchanging x and z,

(4.29) X ≥
∫

R3d

min
[
ψW (x−y), ψW (z−y)]|ξ(y)−ξ(z)|2 dρ(x) dρ(y) dρ(z).

Since |ξ(x) − ξ(z)|2 ≤ 2|ξ(x) − ξ(y)|2 + 2|ξ(y) − ξ(z)|2, by adding (4.28)
and (4.29) we deduce

2X ≥ 1

2

∫
R3d

min
[
ψW (x− y), ψW (z − y)

]|ξ(x) − ξ(z)|2 dρ(x) dρ(y) dρ(z)

=
1

2

∫
R2d

|ξ(x) − ξ(z)|2
(∫

Rd

min
[
ψW (x−y), ψW (z−y)] dρ(y)) dρ(x) dρ(z)

≥ 2L

∫
R2d

|ξ(x) − ξ(z)|2 dρ(x) dρ(z). �

It is now very easy to prove Theorem 2.4. Since V and W are non-
negative, the assumptions of Theorem 2.4 imply that

U(ρ) =

∫
Rd

U(ρ) dx < +∞,(4.30)

U(s)

s
−−−→
s→∞

+∞.(4.31)
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The following lemma of equi-integrability is well-known:

Lemma 4.2 Let ρ be a probability density on R
d and U satisfy (4.31).

Then, there is ε > 0, depending only on U , U(ρ), and d, such that for
all balls B of radius ε,

(4.32)

∫
B

dρ ≤ 1

4
.

Corollary 4.3 The constant L in formula (4.26) admits a lower bound de-
pending only on U , U(ρ), ψW and d.

Proof. Let ε be given by Lemma 4.2, and S = {y ∈ R
d; |x− y| ≤ ε or |z −

y| ≤ ε}. Then
∫
Sc dρ ≥ 1/2, hence

L ≥ 1

8
min {ψW (z); |z| ≥ ε} . �

Putting together formula (4.24), Lemma 4.1 and Corollary 4.3, we can
bound DD(ρ) by

DD(ρ) ≥ 2λ

∫
R2d

|ξ(x) − ξ(y)|2 dρ(x) dρ(y)

for some λ = λ(ρ) which depends only on F (ρ), and which is uniform in
the class of probability densities such that F (ρ) ≤ F0. The remainder of the
proof of Theorem 2.4 is now as in Section 4.2.

Note that when transposing these estimates to the HWI method, one
needs to know that F (ρs) ≤ F (ρ0) when ρs is the displacement interpolation
between ρ0 and ρ1 = ρ∞. This is a consequence of the following elementary
observation: a convex function of s ∈ [0, 1], which achieves its minimum
value at s = 1, has to be maximum at s = 0.

4.5. Treatment of moving center of mass

In this paragraph, we relax the assumptions that the center of mass be fixed
by the evolution equation (1.1), and we prove Theorem 2.5. Once again,
we only consider the formalism of dissipation of the entropy dissipation, but
mention that the very same estimates work out for the HWI method. Using
the same arguments as in the previous section we know that

(4.33) DD(ρ) ≥ 2λ

∫
R2d

|ξ(x) − ξ(y)|2 dρ(x) dρ(y) + 2

∫
Rd

〈D2V · ξ, ξ〉 dρ

for some λ = λ(ρ), depending on U(ρ).



Kinetic equilibration rates for granular media and related equations 1001

Moreover, we assume that

D2V (x) ≥ ψV (x),

where ψV is continuous, ψV (x) > 0 if x = 0 (no assumption on the behavior
of ψV at infinity).

Then,

DD(ρ) ≥ 2λ

∫
R2d

|ξ(x) − ξ(y)|2 dρ(x) dρ(y) + 2

∫
Rd

ψV |ξ|2 dρ

≥ 2λ

∫
Rd

∣∣∣ξ − (∫
Rd

ξ dρ
)∣∣∣2 dρ+ 2

∫
Rd

ψV |ξ|2 dρ

= 2λ
[ ∫

|ξ|2 dρ−
(∫

ξ dρ
)2]

+ 2

∫
Rd

ψV |ξ|2 dρ

= 2λ
[ ∫

Rd

|ξ|2
(
1 +

ψV
λ

)
dρ−

(∫
Rd

ξ dρ
)2]

.

By the Cauchy-Schwarz inequality,(∫
ξ dρ

)2

≤
{∫

|ξ|2
(

1 +
ψV
λ

)
dρ

}{∫
dρ

1 + ψV

λ

}
,

so

DD(ρ) ≥ 2λ

(∫
|ξ|2

(
1 +

ψV
λ

)
dρ

)(
1 −

∫
dρ

1 + ψV

λ

)

≥ 2λ

(∫
|ξ|2 dρ

)(
1 −

∫
dρ

1 + ψV

λ

)
= 2λ

(
1 −

∫
dρ

1 + ψV

λ

)
D(ρ)

≥ 2λδD(ρ)

where δ > 0 depending only on ψV , λ, U and U(ρ0), is provided by the
following lemma:

Lemma 4.4 Let χ be a continuous function on R
d, χ(z) < 1 if z = 0. Let

U(ρ) =

∫
Rd

U(ρ) dx, lim
s→+∞

U(s)

s
= +∞.

Then for all probability measure ρ on R
d there exists δ > 0, depending only

on χ, U , d and an upper bound for U(ρ), such that

(4.34)

∫
χ(x) dρ(x) ≤ 1 − δ.
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5. Rates of convergence in L1

In this section, we indicate how to recover rates of convergence in a more
traditional sense (total variation) as an application of the machinery devel-
oped in the present work and in Otto and Villani [28, 29]. To illustrate the
method, we shall sketch the proof of the following model result, which is
stated in a self-contained form:

Theorem 5.1 Let ρ = (ρt)t≥0 be a solution of

∂ρ

∂t
= ∆ρ+ ∇ · (ρ∇(ρ ∗W )),

where W is a C2 symmetric interaction potential satisfying

D2W (z) ≥ K|z|γ and |∇W (z)| ≤ C(1 + |z|)β

for some γ > 0 and β ≥ 0 (example: W (z) = |z|3/3). Let

F (ρ) =

∫
ρ log ρ dx+

1

2

∫
W (x− y) dρ(x) dρ(y),

and let ρ∞ be the unique minimizer of F with the same center of mass as ρ.
Then, for any t0 > 0 there exist constants C0, λ0 > 0, explicitly computable
and depending on ρ only via an upper bound for

∫ |x|2 dρ0(x), such that

t ≥ t0 =⇒ ‖ρt − ρ∞‖L1 ≤ C0e
−λ0t.

Remarks:

1. The analysis would be the same in presence of a convex external po-
tential V .

2. This theorem improves in several respects on [4] (in which L1 con-
vergence was proven for the particular case of the cubic potential in
dimension 1, without any rate) and on Malrieu [22] who was the first to
prove exponential trend to equilibrium in L1 sense for equations of the
same type, although only in presence of a uniformly convex confining
potential, and under stronger assumptions on the initial datum.

Sketch of proof. In order to limit the size of the present paper, we do not
give a fully detailed proof, but show precisely how to perform all the steps
and explain all the new ingredients.

From the displacement convexity of F follows, just as in Otto and Vil-
lani [29],

F (ρt) ≤ W2(ρ0, ρ∞)2

4t
∀t > 0.
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Since W2(ρ0, ρ∞)2 ≤ 2(
∫ |x|2 dρ0(x) +

∫ |x|2 dρ∞(x)), this gives an a pri-
ori bound on F (ρt) for t ≥ t0 > 0, which only depends on

∫ |x|2 dρ0(x).
Combining this with Theorem 2.4, we recover exponential convergence of
F (ρt) towards F (ρ∞), and also

(5.1) W2(ρt, ρ∞) ≤ C1e
−λ1t, t ≥ t0.

The rest of the argument consists in transforming this information of weak
convergence into strong convergence by means of an appropriate interpola-
tion.

Now introduce the entropy dissipation functional

D(ρ) =

∫
|∇(ρ ∗W + log ρ)|2 dρ(x).

Copying again the proof in [29], one also has the estimate

(5.2) D(ρt) ≤ W2(ρ0, ρ∞)2

t2

which gives a uniform bound on D(ρt) for t ≥ t0.
On the other hand, an analysis of the Euler-Lagrange equation associated

with the minimization of F shows that ρ∞ has a strictly positive density
satisfying

(5.3) log ρ∞ + ρ∞ ∗W = µ ∈ R.

In particular,
∇ log ρ∞ = −∇(ρ∞ ∗W ),

and ∫ ∣∣∣∣∇ log

(
ρt
ρ∞

) ∣∣∣∣
2

dρt(x) =

∫
|∇ log ρt + ∇(ρ∞ ∗W )|2 dρt(x)

≤ 2

∫ [|∇ (log ρt + ρt ∗W )|2 + |(ρt − ρ∞) ∗ ∇W |2] dρt(x)
≤ 2D(ρt) + C

(∫
(1 + |x|2β) dρt(x)

)2

.(5.4)

An easy moment estimate, in the same manner as in Appendix A.1 or
in [15], leads to the differential inequality

d

dt

∫
(1 + |x|2)β dρt(x) ≤ C −K

∫
|x|2β+γ dρt(x)

≤ C −K

[∫
(1 + |x|2)β dρt(x)

]1+ γ
2β

,

with C and K denoting various constants depending on ρ only via an upper
bound on

∫ |x|2 dρ0(x). This implies a uniform bound on
∫ |x|2β dρt(x) as

t→ ∞.
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Combining this with (5.4) and (5.2), we obtain the estimate

(5.5)

∫ ∣∣∣∣∇ log
ρt
ρ∞

∣∣∣∣
2

dρt(x) ≤ C, t ≥ t0 > 0.

Now, from (5.3) we also deduce that log(dρ∞/dx) is concave (semi-
concave would be sufficient for the argument). By the HWI inequality of [28],

∫
log

ρt
ρ∞

dρt ≤ W2(ρt, ρ∞)

√∫ ∣∣∣∣∇ log
ρt
ρ∞

∣∣∣∣
2

dρt,

and in view of (5.1) and (5.5), this shows that the left-hand side converges
to 0 exponentially fast as t→ ∞. We conclude by the well-known inequality

(5.6) ‖ρt − ρ∞‖2
L1 ≤ 2

∫
log

ρt
ρ∞

dρt.

�

Remark: Due to the nonlocal nature of F , it is not obvious whether a
functional inequality such as F (ρ) − F (ρ∞) ≥ const.‖ρ− ρ∞‖2

L1 holds true;
the preceding argument sidesteps this difficulty, at the expense of the loss
by a factor 1/2 in the rate of convergence.

A. The Cauchy problem and smooth approximations

The goal of this appendix is to discuss the Cauchy problem for equation (1.1).
This serves two purposes: first, to ensure that our theorems about trend to
equilibrium are relevant and non-vacuous, secondly to complete those argu-
ments which rely on the Bakry-Emery method and demand sufficient regu-
larity for the Cauchy problem, that one is allowed to twice differentiate the
entropy functional with respect to time, and in particular establish formulae
like (2.4) and (3.10). In fact what is needed for the proofs to be complete, is
not that equation (1.1) possess smooth solutions, but rather that it can be
approximated, in a sense to be made precise, by an equation with smooth
solutions. Many of the technical details involved in this study are in fact a
reworking of previous ideas, which is why we shall not display them in full
detail, but only explain how to deal with them and give precise references.

We shall distinguish three situations, according to the form of the dif-
fusion. The first one, and most natural for many applications, is the lin-
ear diffusion case, when U(s) = s log s. With the help of some regularity
and convexity assumptions on V and W it is possible to adapt the proofs
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of Desvillettes and Villani [15] to prove C∞ smoothness and rapid decay
at infinity of the solutions, assuming if necessary that the initial datum
be replaced by a rapidly decaying, C∞ approximation. In reference [15],
the proofs are carried out for the so-called spatially homogeneous Landau
equation of plasma physics, which bears a lot of similarity with (1.1) for
U(s) = s log s, except that the diffusion is nonlocal; the arguments are a bit
tedious but rely on a few simple principles which are readily adapted to our
situation.

A second important case is the case without diffusion. This one is im-
mediately included as a limit case of the previous one. A direct argument is
also possible, with the tools used by Benedetto, Caglioti and Pulvirenti [3].
Note that in this case, no smoothness at all is required in the computations
(everything makes sense with combinations of Dirac masses. . . ).

Finally, we also consider the case with nonlinear diffusion. Here we want
to include in our analysis degenerate cases such as U(s) = sm with m> 1;
we do not treat the (more difficult) singular case m< 1. A detailed (and
delicate!) study for problems of this type when W =0 was performed in [9].
In the degenerate case, it is well-known that compactly supported initial
data may lead to compactly supported solutions, for which the regularity
of the boundary of the support is not sufficient to prove (3.10) directly.
Thus, in this case it is natural to approximate the degenerate diffusion by
a non-degenerate diffusion. This approach has been carried out recently by
Otto [27] and Carrillo and Toscani [12] for equation (1.1) in the pure power-
law case (when U(s) = sm) without interaction potential and it was later
generalized in [9] for general nonlinearities satisfying (1.2) without interac-
tion potential.

We insist on one of the advantages of our “functional” approach: once
inequalities such as (2.6) are established for smooth initial data and regu-
larized equations (smooth V , smooth W . . . ) then they can be extended by
density to cover most of the relevant situations. See the appendix of Otto
and Villani [28] for a typical such density argument.

A.1. Linear diffusion

Let us first focus on the Cauchy problem for equation (1.1) with U(s) =
σs log s, that is,

(A.1)
∂ρ

∂t
= ∇ · [ρ∇ (V +W ∗ ρ)] + σ∆ρ.

We shall consider potentials V,W which are bounded below and lie in
W 2,∞

loc (Rd). Moreover,

V (x) ≤ C(1 + |x|)α0 , W (z) ≤ C(1 + |z|)β0 .
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We shall assume that there exist constants α, β, C,K > 0 such that V
satisfies

(A.2) ∀x ∈ R
d x · ∇V (x) ≥ −C, |∇V (x)| ≤ C(1 + |x|)α,

and W satisfies either

(A.3) ∀z ∈ R
d z · ∇W (z) ≥ K(1 + |z|)1+β −C, |∇W (z)| ≤ C(1 + |z|)β,

or

(A.4) ∀z ∈ R
d z · ∇W (z) ≥ −C, |∇W (z)| ≤ C(1 + |z|).

In the last case, we set β = 1. As for the initial datum ρ0, we shall assume
that it satisfies

(A.5)

∫
|x|s0 dρ0(x) < +∞, F (ρ0) < +∞

for some s0 such that

s0 ≥ 2 max(α, β, 1), s0 > max(α0, β0).

Under these assumptions, let us show how to perform the basic a priori
estimates on the Cauchy problem for (1.1). Combining these estimates with
standard results of existence and regularity for linear parabolic equations
(e.g. Friedman [19]), Schauder’s theorem, and an approximation procedure
(as in Desvillettes and Villani [15] or Carrillo [8]; see also paragraph A.2
where a similar construction is performed in some detail), it is easy to con-
struct smooth, rapidly decaying solutions if V , W and ρ0 are smooth and
well-behaved (say, if V is growing faster than W at infinity, and uniformly
convex. . . ).

In the sequel we just indicate how to construct weak solutions when
V,W, ρ0 are not so smooth, by passing to the limit in a sequence of regular-
ized problems. Even in this case, those weak solutions are actually strong
under some mild additional assumptions, but we do not care about this
here. We shall only sketch the main steps and perform a priori estimates as
if we were dealing with smooth solutions. The notations C,K will stand for
various positive constants throughout which never depend on ρt; they may
depend on t however, but are always uniformly controlled on any compact
interval t ∈ [0, T ].

Mass conservation: ∫
dρt(x) = 1.

Kinetic energy estimate: from (1.1) and U(ρ) = σρ log ρ

d

dt

∫
|x|2 dρt(x) = −2

∫
∇V (x) · x dρt(x) − 2

∫
(∇W ∗ ρt) · x dρ(x) + 2dσ.
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Since z · ∇V (z) ≥ −C by (A.2) and mass is conserved, the first term on
the right-hand side is bounded above. As for the the second one, since
∇W (−z) = −∇W (z), it can be rewritten as

−
∫

〈∇W (x− y), x− y〉 dρt(x) dρt(y).

Now z ·∇W (z) ≥ −C either by (A.3) or (A.4), so mass conservation implies
this term is also bounded above. On the whole, we have proven the a priori
bound ∫

|x|2 dρt(x) ≤
∫

|x|2 dρ0(x) + Ct.

Remark: Substituting hypotheses (A.2) and (A.4) by

∀x ∈ R
d x · ∇V (x) ≥ −C|x|2, |∇V (x)| ≤ C(1 + |x|)α,

and

∀z ∈ R
d z · ∇W (z) ≥ −C|z|2, |∇W (z)| ≤ C(1 + |z|).

respectively, we can also prove apriori bounds of the energy which grows
exponentially in time. This will include concave cases as V (x) = −λ|x|2.

Free energy estimate: From the decrease of F (ρt) with t and from the fact
that V and W are non-negative, one finds

∫
ρt log ρt dx ≤ F (ρ0)

σ
< +∞.

This, together with the kinetic energy estimate, ensures weak compact-
ness in L1 for sequences of approximate solutions to (1.1) (via the well-
known Dunford-Pettis criterion).

Moment estimate: Let s ≥ 2 max(α, β, 1), then

(A.6)
d

dt

∫
(1 + |x|2)s/2 dρt(x) = −s

∫
∇V (x) · x(1 + |x|2) s−2

2 dρt(x)

− s

∫
∇(W ∗ ρt)(x) · x(1 + |x|2) s−2

2 dρt(x) + σ

∫
∆(1 + |x|2) s

2 dρt(x).

The first and last terms on the right-hand side are immediately bounded
from above by C

∫
(1 + |x|2) s−2

2 dρt(x), so let us focus on the middle one.
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Using assumption (A.3) and our bound on the growth of kinetic energy,
one finds

∇(W∗ ρt)(x) · x =

∫
∇W (x− y) dρt(y) · x

=

∫
∇W (x− y) dρt(y) · (x− y) +

∫
∇W (x− y) dρt(y) · y

≥ K

∫
(1 + |x− y|)1+βdρt(y) − C(1 + |x|)β − C

∫
(1 + |y|)1+βdρt(y)

≥ K(1 + |x|)1+β − C

∫
(1 + |y|)1+β dρt(y)

where as noted above, C and K may depend on time, but remain uniformly
bounded on t ∈ [0, T ]. The last inequality follows from the elementary
inequality

−|x− y|1+β ≤ −Kβ(1 + |x|)1+β + Cβ(1 + |y|)1+β (x, y ∈ R
d).

After some easy calculations, it follows that the second term in (A.6) can
be bounded from above by

−K
∫

(1+|x|)s+β−1 dρ(x)+C

[∫
(1 + |y|)β+1 dρt(y)

][∫
(1 + |x|)s−2 dρt(x)

]
.

From elementary Lebesgue interpolation and use of the kinetic energy bound,
the last term can be bounded by(∫

(1 + |x|)s+β−1 dρ(x)

)θ (∫
(1 + |x|2) dρ(x)

)1−θ

for some exponent θ∈(0, 1).
Hence it can be bounded by ε

∫
(1 + |x|)s+β−1dρt(x) +Cε, where ε is

arbitrarily small and Cε depends on ε and on
∫

(1 + |x|2)dρt(x). Putting
together all these estimates, we conclude that, under assumption (A.3),

d

dt

∫
(1 + |x|2)s/2 dρt(x) ≤ −K

∫
(1 + |x|)s+β−1 dρt(x) + C.

On the other hand, under assumption (A.4), one finds

−∇(W ∗ ρt)(x) · x ≤ C + C

∫
(1 + |x| + |y|)|y| dρt(y),

which is bounded by C(1+ |x|) in view of the kinetic energy estimate; again,
the constant C may grow with time but remains bounded on any compact
interval [0, T ]. By (A.6) this easily leads to

d

dt

∫
(1 + |x|2)s/2 dρt(x) ≤ C + C

∫
(1 + |x|)s−1 dρt(x).
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In both cases, we obtain an a priori bound of
∫ |x|s dρt(x), which only de-

pends on t and
∫ |x|s dρ0(x).

In particular, if
∫ |x|β dρ0(x) <+∞, then one has a L∞

loc bound on ∇W∗ρt.
Thus the above estimates are already sufficient to ensure the stability of
solutions to (1.1) under weak convergence. Now we have to work just a
little bit more to ensure the convergence of the free energy in this process.

Remark: Moment estimates are also available in concave cases as for the
kinetic energy estimate under assumptions written in the remark above.

Entropy dissipation estimate: Any smooth solution (ρt)t ≥ 0 of (1.1)
which decays rapidly in space satisfies dF (ρt)/dt = −D(ρt) ≤ 0, whence∫ T

0

∫
ρt

∣∣∣∣σ∇ρtρt
+ ∇V + (∇W ) ∗ ρt

∣∣∣∣
2

dt = F (ρ0) − F (ρt).(A.7)

Such solutions therefore enjoy the a priori bounds

(1−ε)σ2

∫ T

0

∫ |∇ρt|2
ρt

dt ≤ F (ρ0|ρ∞)+(ε−1−1)

∫ T

0

∫ (|∇V |2+|(∇W )∗ρt|2
)
dρt

for all ε > 0. If we assume that
∫ |x|s0 dρ0(x) < +∞ for s0 = max(2α, 2β),

then any convenient choice of ε couples with previous steps to yield∫ T

0

∫ |∇ρt|2
ρt

dt ≤ C(T, ρ0).

An easy regularization argument shows that this is the same as∫ T

0

‖∇√
ρt‖L2 dt ≤ C(T, ρ0).

Now assume a sequence of solutions (ρnt )t≥0 of (1.1) converges weakly to
(ρt)t≥0 and satisfyies the bounds proved above for ρt, namely∫ T

0

‖∇√
ρnt ‖L2 dt ≤ C

together with entropy and moment estimates independent of n. We claim
that

∫
ρnt log ρnt converges to

∫
ρt log ρt for almost all t. This could be

achieved by standard but intricate PDE estimates; here, we shall show it by
an elementary method, as an application of HWI inequalities. Let I(ρ) =
4
∫ |∇√

ρ|2 denote the Fisher information functional, and H(ρ) =
∫
ρ log ρ

the Boltzmann H functional. Since I is convex and lower semi-continuous
on L1, it is weakly lower semi-continuous, hence∫ T

0

‖∇√
ρt‖L2 dt ≤ C.
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As a consequence of the results in Otto and Villani [28] (c.f. (4.6)), one has,
for all δ > 0,

|H(ρnt )−H(ρt)|≤W2(ρt, ρ
n
t )(

√
I(ρnt )+

√
I(ρt))≤ δ[I(ρnt )+I(ρt)]+

W 2
2 (ρt, ρ

n
t )

2δ
.

Now among measures with uniformly bounded moments, the Wasserstein
metric is bounded and topologizes weak convergence (see for instance [30]).
Thus we deduce that W2(ρt, ρ

n
t ) converges to 0 as n→ ∞, and

lim sup
n→∞

∫ T

0

|H(ρnt ) −H(ρt)| dt ≤ 2δ lim sup
n→∞

∫ T

0

I(ρnt ) dt,

for all δ > 0, so that actually∫ T

0

|H(ρnt ) −H(ρt)| dt −→ 0.

This implies that H(ρnt ) converges towards H(ρt) for almost all t ∈ [0, T ].
As a consequence of moment bounds, also F (ρnt ) converges towards F (ρt)
for almost all t ∈ [0, T ].

On the other hand, by expanding the square one easily shows that in the
same situation,

D(ρt) ≤ lim inf
n

D(ρnt ).

Consequently, these a priori estimates, Fatou’s lemma and (A.7) combine to
allow one to construct weak solutions of (1.1) such that for almost all s < t,

(A.8) 0 ≤
∫ t

s

D(ρτ ) dτ ≤ F (ρs) − F (ρt).

This shows F (ρt) to be nonincreasing, and proves (2.4) wherever F (ρt) is
differentiable.

Remark: In all the cases which are considered in the theorems of Section 2,
one has the additional a priori estimates

D(ρt) ≤ C

t2
, F (ρt) ≤ C

t
,

which are sufficient to prove equality in (A.8) and hence in (2.4).

Finally, the argument for the construction of very smooth solutions fol-
lows by similar a priori estimates, in the manner of Desvillettes and Vil-
lani [15]. For instance, when V is smooth and convex, and W (z) = |z|2+γ

for some γ > 0, then one can prove C∞ smoothness and rapid decay of
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the solutions (uniformly in time). With this result at hand, one can easily
work out, for instance, the Bakry-Emery strategy for generalized logarith-
mic Sobolev inequalities in the same way as in Carrillo, Jüngel, Markowich,
Toscani and Unterreiter [9] (in this reference, the authors always perform the
Bakry-Emery strategy on very smooth solutions of approximate problems).

The case when there is no diffusion is even easier to treat: the moment
bounds are even stronger than the diffusive case, they yield convergence
of F (ρnt ) → F (ρt) directly, without a discussion of the Fisher information
or entropy H(ρ), but the weak compactness takes place in the space of
Borel probability measures rather than in L1. Alternately, let σ → 0 in
the previous estimates, and dispense with those that become irrelevant. (In
fact, one could prove propagation of smoothness in the no-diffusion case,
at least if V and W are regular enough: note that in this case, ρt is just
the push-forward of ρ0 by the characteristic field which is associated to the
smooth velocity field −∇(V +W ∗ ρt).

A.2. Nonlinear diffusion

We finally give some details about the treatment of the case with nonlinear
diffusion, which is more delicate, in particular because of the lack of smooth-
ness which is associated with degenerate nonlinearities —we shall only focus
on this case, even though it is certainly possible to also consider the case of
nondegenerate singular diffusions. We recommend Vázquez [33] as a good
source for the theory of porous-medium type equations.

We now assume that the non-negative confinement potential V and in-
teraction potential W still satisfy the same assumptions as before, but in
addition we impose that

V is strictly convex,(A.9)

W (z) is a function of |z|.(A.10)

Let R > 0 be a large positive number, we denote by BR the set {x | V (x) ≤
R}. This is a strictly convex domain of R

d. For x ∈ ∂BR we shall denote by
n(x) the unit outwards normal vector to ∂BR at x. Note in particular that

(A.11) n(x) · ∇V (x) ≥ 0

on ∂BR, since n = ∇V/|∇V |.
In addition, we assume that U is a strictly convex function on R

+, U(0)=0,
U ∈ C4(0,+∞), with a finite right-derivative at 0,

(A.12)
U(s)

s
−−−−→
s→+∞

+∞.
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Moreover, s �→ sU ′′(s) should be nondecreasing for s > 0 small enough.
We define

P (ρ) =

∫ ρ

0

sU ′′(s) ds,(A.13)

h(ρ) ≡
∫ ρ

1

P ′(s)
s

ds;(A.14)

from our assumptions it follows that h ∈ L1
loc([0,+∞)) and h(ρ) = U ′(ρ) −

U ′(1) for all ρ ≥ 0. In particular,

(A.15) −∞ < h(0+), h(+∞) = +∞, ∃s0 > 0; ∀s ∈ (0, s0), P
′′(s) ≥ 0.

Let ρ0 be a nonnegative initial datum satisfying

(A.16) ρ0 ∈ L∞(BR).

Here as in the previous section, we identify the measure ρ0 with its den-
sity dρ0/dx. We consider the initial boundary value problem for equa-
tion (1.1) in BR

(A.17)
∂ρ

∂t
= ∇ · [ρ∇ (U ′(ρ) + V +W ∗ ρ̄)] ,

with no-flux boundary conditions

(A.18) n(x) ·
(
ρ∇(V +W ∗ ρ̄) + ∇P (ρ)

)
(t, x) = 0, (x ∈ ∂BR, t > 0),

where ρ̄ indicates the extension to R
d by zero of the function ρ defined in BR.

Hence

∀x ∈ BR W ∗ ρ̄(x) =

∫
BR

W (x− y)ρ(y) dy.

Problem (A.17)–(A.18), supplemented with the initial condition ρ0, will be
denoted by (IBV PR). Without additional assumptions on the potentials we
are able to prove existence and uniqueness of a weak solution to (IBV PR).
However, we also need to show that smooth solutions can be constructed for
regularized problems.

Regularize V,W, ρ0 into V ε,W ε, ρε0 by convolving them with a radially
symmetric mollifier. Also, let P ε be a sequence of nondegenerate diffusion
functions approximating P ; here “nondegenerate” means that hε(0+)=−∞.
The construction of such an approximation is performed in Carrillo, Jüngel,
Markowich, Toscani and Unterreiter [9] or Otto [27]. Now, we consider the
regularized problem (IBV P ε

R) consisting of

∂ρε

∂t
= ∇ · [ρε∇ (

U ε′(ρε) + V ε +W ε ∗ ρ̄ε)] ,(A.19)

n(x) · (ρε∇(V ε + W ε ∗ ρ̄ε) + ∇P ε(ρε))(x, t) = 0, (x ∈ ∂BR, t > 0)

with initial datum ρε0.
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Let us prove first the existence of a solution to problem (IBV P ε
R) by

standard quasilinear parabolic theory. Let us consider the set ST of positive
continuous functions ϕ ∈ C([0, T ] × B̄R) such that

‖ϕ(t)‖L1(BR) = ‖ρε0‖L1(BR)

and
‖ϕ‖L∞((0,T )×BR) ≤ M(T, ρ0)

for any t ≥ 0 and any T > 0, where M only depends on ρ0 and T and is
to be specified later. Given ϕ ∈ ST we define Z(ϕ) to be the unique clas-
sical solution (see Ladyzenskaja, Solonnikov and Ural’ceva [21, Chapter V,
Section 7]) of problem

∂ρε

∂t
= ∇ · [ρε∇ (

(U ε)′(ρε) + V ε +W ε ∗ ϕ̄)] ,
n(x) ·

(
ρε∇(V ε +W ε ∗ ϕ̄) + ∇P ε(ρε)

)
(t, x) = 0, (x ∈ ∂BR, t > 0)

with initial condition ρε0. Note that this is now a quasilinear problem, since
we have frozen the self-interaction term.

From (A.10–A.11), (A.15–A.16) and the convexity of BR, one can prove
that ϕ is positive and

gε(t) = Cexp
(‖∆V ε‖L∞(BR)t+ ‖∆W ε‖L∞(BR)‖ρε0‖L1(BR)t

)
is a supersolution of this linear problem for C large enough. Therefore,
we can choose M(T, ρ0) = sup{gε(T ) , ε > 0} < +∞. Now, since the
mass of the solution is preserved and 0 is obviously a subsolution, then we
have proved that Z maps ST into ST . Furthermore, by standard quasi-
linear parabolic theory (see [21, Theorem 7.2]), the map Z is continuous
and (due to the uniform L∞ estimate for any ϕ ∈ ST ) its range is a fam-
ily of uniformly Hölder continuous (in particular equicontinuous) functions.
Therefore, Schauder’s fixed point theorem implies the existence of a classical
solution for problem (IBV P ε

R). The uniqueness for problem (IBV P ε
R) fol-

lows from an L1 contraction estimate contained in Bertsch and Hilhorst [5,
Theorem 4.1].

Now, let us take the limit ε → 0. First, we show that ∇P ε(ρε) is uni-
formly (with respect to ε) bounded in L2. Multiplying equation (A.19) by
P ε(ρε) and using the divergence theorem, one finds

∂

∂t

∫
BR

Πε(ρε)dx = −
∫
BR

|∇P ε(ρε)|2dx+

∫
BR

Φε(ρε)(∆V ε+ ∆W ε∗ ρ̄ε)dx(A.20)

−
∫
∂BR

Φε(ρε)(∇(V ε +W ε ∗ ρ̄ε) · n(x)) dS(x)(A.21)
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where Πε(ρ) =
∫ ρ

0
P ε(s) ds and Φε(ρ) =

∫ ρ
0
sP ′ε(s). By using (A.10–A.11),

the convexity of BR, and the positivity of ϕ, we deduce

(A.22)
∂

∂t

∫
BR

Πε(ρε)dx ≤
∫
BR

Φε(ρε)(∆V + ∆W ∗ ρ̄ε)dx−
∫
BR

|∇P ε(ρε)|2dx.

By the L∞ uniform bound we deduce that the first term in the right-hand
side of (A.22) is bounded uniformly in ε for any 0 < t < T . Therefore, we
have a uniform bound ∫

BR

Πε(ρε) dx ≤ C(t, ρ0)

and by integrating over [τ, T ] we obtain a uniform bound on∫ T

τ

∫
BR

|∇P ε(ρε)|2 dx dt.

Again, by the same L1-contraction estimate as above, one can prove the
uniqueness of the solution to problem (IBV PR).

Now, we can use an equicontinuity and regularity result of E. DiBenedetto [17]
for general quasilinear parabolic equations with degenerate diffusion. Since
the sequence ρε of approximate solutions is uniformly bounded in L∞(QT )
with ∇P ε(ρε) uniformly bounded in L2(QT ), the result of DiBenedetto im-
plies that for any τ, T (0 < τ < T ), ρε is an equicontinuous family of
functions in C([τ, T ]× B̄R). With this auxiliary result at hand, it is easy to
prove that the limit of a subsequence is a weak solution (in distributional
sense) of problem (IBV PR). For more details, we refer to [5, 17, 9].

As we mentioned earlier, from this point, the proof of a generalized Log-
Sobolev inequality by the Bakry-Emery method follows exactly the lines
laid out by Carillo, Jüngel, Markowich, Toscani and Unterreiter in [9]. For-
mula (3.10) is proven for (IBV P ε

R) directly since the solutions are smooth
enough. The existence of equilibrium solutions for the problem in the
bounded convex domain BR is ensured by Theorem 3.1 in [25]. Generalized
Logarithmic Sobolev inequalities and entropy decay estimates are shown
for (IBV P ε

R). Taking the limit ε → 0, one proves generalized Log-Sobolev
inequalities; the entropy decay estimates for (IBV PR) follow by the com-
pactness result discussed above. In the end, one takes the limit R → ∞.
Generalized Sobolev inequalities are finally shown as in [9, Theorem 17].
For the existence of solution and entropy decay estimates one either proves
L∞ estimates (for instance, if the initial data is compactly supported and
bounded by a stationary state, see [9, Theorem 19]) or moment bounds.
Also, once generalized Sobolev inequalities are proven, asymptotic stability
theorems stating minimal requirements over solutions of problem (1.1) can
be obtained (see [9, Theorems 20–21]).
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Remarks:

1. Truncating the problem to a sublevel set BR of V amounts to replace
V by +∞ outside of BR (infinitely strong confinement). The argument
of McCann [25] which we used to prove uniqueness of the minimizer
of F still holds in this case.

2. In the nondegenerate singular diffusion case, in which −∞ = h(0+)
and h(∞) = ∞ (fast-diffusion type equations), the same procedure
sketched above can be performed, but it is not so clear that there
exists a unique equilibrium ρ∞ with finite free energy (see assumptions
(HV4)-(HV6) in [9]).
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