# INTERVAL MAPS AND KOENIGS' SEQUENCES 


#### Abstract

Let $f$ be an interval map in a neighborhood of the fixed point 0 with $-1<\lambda=f^{\prime}(0)<0$. Continuity of $f$ is not assumed at points other than the fixed point. It is shown that if either $$
f \circ f(x) \geq \lambda^{2} x \text { or } f \circ f(x) \leq \lambda^{2} x
$$ for each $x$ in a neighborhood of 0 , then the Koenigs' sequence $\left\{\phi_{k}\right\}$ defined by $\phi_{k}(x)=\frac{f^{k}(x)}{\lambda^{k}}$ converges uniformly to a limit $\phi$ in a neighborhood of 0 with $\phi(0)=0$ and $\phi^{\prime}(0)=1$. Two examples are presented, the first of which is a $C^{1}$ map $f$ with $f(0)=0$ and $-1<f^{\prime}(0)<0$ having a divergent Koenigs' sequence. The other example is a $C^{1}$ convex map $g$ with $g(0)=0$ and $0<g^{\prime}(0)<1$ for which the associated Koenigs' sequence diverges and which has no orientation-reversing composition square root that is differentiable at 0 .


## 1 Introduction

The Koenigs' sequence $\left\{\phi_{k}\right\}$ associated with an interval map $f: I \rightarrow I$ with fixed point 0 in $I$ and $0<\left|f^{\prime}(0)\right|<1$ is defined by $\phi_{k}(x)=\frac{f^{k}(x)}{\left(f^{\prime}(0)\right)^{k}}$ for each $x \in I$, where $f^{k}$ denotes the $k^{\prime}$ th iterate of $f$. Our present study concentrates on an interval map $f: I \rightarrow I$ with fixed point 0 in $I$ and $-1<\lambda=f^{\prime}(0)<0$.

It is well-known that Koenigs' sequence converges on a local neighborhood of 0 if $f \in C^{1+\epsilon}$ for some $\epsilon>0$. It is also well-known that $f \in C^{1}$ is insufficient

[^0]to guarantee convergence of Koenigs' sequence. We are interested in finding general conditions on $f$ that ensure convergence of Koenigs' sequence on a neighborhood of 0 . The limiting behavior of Koenigs' sequence is dependent on an interplay of the orbits of $f$ and $f^{2}$. We show that when either
$$
f \circ f(x) \geq \lambda^{2} x \text { or } f \circ f(x) \leq \lambda^{2} x
$$
on a neighborhood of 0 , then Koenigs' sequence converges uniformly on a neighborhood of 0 to a limit $\phi$ with $\phi(0)=0$ and $\phi^{\prime}(0)=1$. Furthermore, it is shown that $\phi$ is invertible on each orbit of $f$ in a neighborhood of 0 . Consequently, since $\phi$ satisfies the Schröder equation
\[

$$
\begin{equation*}
\phi \circ f(x)=\lambda \phi(x), \tag{1}
\end{equation*}
$$

\]

it conjugates $f$ orbitwise to its linearization $\lambda x$ that is, $\phi \circ f \circ \phi^{-1}(x)=\lambda x$.
Another interest in studying convergence properties of Koenigs' sequences is the problem of existence of iterative roots. Consider a map $g$ having fixed point 0 with $0<\lambda^{2}=g^{\prime}(0)<1$ and $-1<\lambda<0$. Suppose $g$ satisfies either

$$
g(x) \geq \lambda^{2} x \text { or } g(x) \leq \lambda^{2} x
$$

on a neighborhood of 0 , and let $f$ be an orientation-reversing iterative square root of $g$. A necessary condition for such an $f$ to be differentiable at the fixed point 0 , with $\lambda=f^{\prime}(0)$, is that the limit $\phi$ of the Koenigs' sequence for $g$ satisfy the Schröder equation as it appears in (1) on a neighborhood of 0.

### 1.1 Koenigs' Sequences

Suppose $f: X \rightarrow \boldsymbol{C}$ is an analytic function where $X$ is a neighborhood of the origin in the complex plane, $f(0)=0$, and $0<\left|f^{\prime}(0)\right|<1$. G. Koenigs [3] showed that the Schröder equation [4], $\phi \circ f(z)=\lambda \phi(z)$ where $\lambda$ is a scalar, has a unique local analytic solution $\phi$ given by

$$
\begin{equation*}
\phi(z)=\lim _{k \rightarrow \infty} \phi_{k}(z)=\lim _{k \rightarrow \infty} \frac{f^{k}(z)}{\lambda^{k}} \tag{2}
\end{equation*}
$$

where $\lambda=f^{\prime}(0), \phi(0)=0$, and $\phi^{\prime}(0)=1$. The sequence $\left\{\phi_{k}\right\}$ is the Koenigs' sequence for $f$. The Schröder equation was introduced in a more general form by E. Schröder in 1871 [6] and has since been studied extensively ; traditionally because of its connection with the problem of continuous iteration (see [9], p. 31). The Schröder equation is an eigenvalue equation of a composition operator. If $\phi$ is an invertible solution of the Schröder equation, then $\phi$ conjugates $f$ to its linearization $\lambda z$ that is, $\phi \circ f \circ \phi^{-1}(z)=\lambda z$. There are numerous results
concerning solutions of the Schröder equation and associated convergence of Koenigs' sequences. A number of authors [8], [4], [7], have considered the case when $f$ is an interval map. These results pertain to maps that are continuous and strictly increasing on a neighborhood of the fixed point.

There is an independent motivation for investigating the limiting behavior of Koenigs' sequences [2]. The problem of obtaining smooth solutions of the Feigenbaum-Cvitanovic functional equation is related to the problem of determining sufficient conditions on an interval self-map $f$ to ensure convergence of Koenigs' sequence on a neighborhood of a stable fixed point 0 when $-1<f^{\prime}(0)<0$. For a good introduction to this equation see [5].

## 2 Stable Fixed Points

Throughout this paper, $I$ shall denote an interval of the reals of finite positive length and will be regarded as the underlying topological space. If $0 \in I$, then a neighborhood $\eta(0)$ shall refer to a subinterval of $I$ having 0 as an interior point, with corresponding left-neighborhood defined by $\eta^{-}(0)=\eta(0) \cap\{x \in I \mid x<0\}$ and right-neighborhood $\eta^{+}(0)$ similarly defined. We begin with a result that identifies an important class of functions.

Lemma 2.1. Let $f: I \rightarrow I$ with $0 \in I$ and $f(0)=0$. Let $\lambda$ and $\varepsilon>0$ satisfy $-1<\lambda \pm \varepsilon<0$. Then

$$
\begin{equation*}
\lambda-\varepsilon<\frac{f(x)}{x}<\lambda+\varepsilon \tag{3}
\end{equation*}
$$

for each $x \neq 0$ if and only if the orbits of $f$ have the following properties:

1. If $x<0$, then $x(\lambda+\varepsilon)^{2 k+1}<f^{2 k+1}(x)<x(\lambda-\varepsilon)^{2 k+1}$ for each $k \geq 0$, and $x(\lambda-\varepsilon)^{2 k}<f^{2 k}(x)<x(\lambda+\varepsilon)^{2 k}$ for each $k>0$.
2. If $x>0$, then $x(\lambda-\varepsilon)^{2 k+1}<f^{2 k+1}(x)<x(\lambda+\varepsilon)^{2 k+1}$ for each $k \geq 0$, and $x(\lambda+\varepsilon)^{2 k}<f^{2 k}(x)<x(\lambda-\varepsilon)^{2 k}$ for each $k>0$.

Proof. Assume that (3) holds for each $x \in I \backslash\{0\}$. It follows from (3), the $f$-invariance of $I$, and the choice of $\varepsilon$, that

$$
\begin{equation*}
0<x(\lambda+\varepsilon)<f(x)<x(\lambda-\varepsilon) \leq|x| \tag{4}
\end{equation*}
$$

for each $x \in I^{-}(0)$, and

$$
\begin{equation*}
-|x| \leq x(\lambda-\varepsilon)<f(x)<x(\lambda+\varepsilon)<0 \tag{5}
\end{equation*}
$$

for each $x \in I^{+}(0)$. Successively applying (4) and (5) yields 1.) and 2.). The converse follows from 1.) and 2.) with $k=0$.

If $f: I \rightarrow I$ has a fixed point $0 \in I$ with $-1<f^{\prime}(0)<0$, then there is an $f$-invariant neighborhood $\eta(0)$ for which $f$ satisfies the conclusions of Lemma 2.1 with $\lambda=f^{\prime}(0)$. We now present a corresponding lemma for interval self-maps where the trajectories converge to the stable fixed point in a monotonic manner. In the following lemma, if $I^{-}(0)$ or $I^{+}(0)$ is empty, then it is understood that the result is only valid for the one-sided neighborhood of 0 .

Lemma 2.2. Let $f: I \rightarrow I$ with $0 \in I$ and $f(0)=0$. Let $\lambda$ and $\varepsilon>0$ satisfy $0<\lambda \pm \varepsilon<1$. Then $\lambda-\varepsilon<\frac{f(x)}{x}<\lambda+\varepsilon$ for each $x \neq 0$ if and only if the orbits of $f$ have the following properties:

1. If $x<0$, then $x(\lambda+\varepsilon)^{k}<f^{k}(x)<x(\lambda-\varepsilon)^{k}$ for each $k>0$.
2. If $x>0$, then $x(\lambda-\varepsilon)^{k}<f^{k}(x)<x(\lambda+\varepsilon)^{k}$ for each $k>0$.

Proof. For the given $0<\lambda<1$ and $\varepsilon>0$ assume that (3) holds for each $x \in I \backslash\{0\}$. It follows from (3) and the choice of $\varepsilon$ that

$$
\begin{equation*}
x<x(\lambda+\varepsilon)<f(x)<x(\lambda-\varepsilon)<0 \tag{6}
\end{equation*}
$$

for each $x \in I^{-}(0)$, and

$$
\begin{equation*}
0<x(\lambda-\varepsilon)<f(x)<x(\lambda+\varepsilon)<x \tag{7}
\end{equation*}
$$

for each $x \in I^{+}(0)$. Successively applying (6) and (7) yields 1.) and 2.). The converse follows from 1.) and 2.) with $k=1$.

If $f: I \rightarrow I$ has a fixed point $0 \in I$ with $0<f^{\prime}(0)<1$, then there is an $f$ invariant neighborhood $\eta(0)$ wherein $f$ satisfies the conclusions of Lemma 2.2 with $\lambda=f^{\prime}(0)$. Functions satisfying either Lemma 2.1 or Lemma 2.2 will be referred to as being 0 -local.

Definition 2.3. A function $f$ is 0 -local on $I$ if $f: I \rightarrow I, 0 \in I, f(0)=0$, and there is a $\lambda$ and $\varepsilon>0$ satisfying $0<|\lambda| \pm \varepsilon<1$ such that

$$
\lambda-\varepsilon<\frac{f(x)}{x}<\lambda+\varepsilon
$$

for each $x \neq 0$.
The notion of $c$-locality can be defined in a similar manner for any real $c$. At times, it will be necessary to specify that $f$ is 0 -local on $I$ with $\lambda$ and the given $\varepsilon$. The next result, which follows from the definition, presents a useful property of 0-local functions.

Proposition 2.4. If $f$ is 0 -local on $I$ with $\lambda$, then $f^{n}$ is 0 -local on $I$ with $\lambda^{n}$ for each $n>0$.

A function satisfying the conditions of Lemma 2.1 is a strictly decreasing function of its orbits, and a function satisfying the conditions of Lemma 2.2 is a strictly increasing function of its orbits. The following lemma is an improvement of Lemma 2.1 and Lemma 2.2 for interval maps that are differentiable at the fixed point.

Lemma 2.5. Let $f$ be 0 -local on $I$ with $\lambda=f^{\prime}(0)$ and $\varepsilon$. Then there is a sequence of functions $\left\{\tau_{k}\right\}_{k=1}^{\infty}$ such that $f^{k}(x)=x \prod_{\nu=1}^{k}\left(\lambda+\tau_{\nu}(x)\right)$ for each $x \in I$ and $k>0$, where $\tau_{k}: I \rightarrow(-\varepsilon, \varepsilon), \tau_{k}(0)=0$, $\tau_{k}$ is continuous at 0 , and $\tau_{k} \xrightarrow{k} 0$ uniformly on $I$.

Proof. Define

$$
\tau_{k}(x)=\left\{\begin{array}{cl}
\frac{f\left(f^{k-1}(x)\right)}{f^{k-1}(x)}-\lambda, & \text { if } x \in I \backslash\{0\} \\
0, & \text { if } x=0
\end{array}\right.
$$

and note that $\tau_{k+1}=\tau_{k} \circ f$ for each $k>0$. The formula for $f^{k}(x)$ is verified by substitution of the given formula for $\tau_{k}$. We conclude from Lemma 2.1 and Lemma 2.2 that $\tau_{k} \xrightarrow{k} 0$ uniformly on $I$. The 0 -locality of $f$ and the differentiability of $f$ at 0 imply that $\tau_{k}$ is continuous at 0 .

The final lemma of this section provides a means of constructing and representing a function in the form stated in the preceding lemma.

Lemma 2.6. Let $\varepsilon>0,0<|\lambda| \pm \varepsilon<1$, and let $\tau: I \rightarrow(-\varepsilon, \varepsilon)$ with $0 \in I$, $\tau(0)=0$, and $\tau$ continuous at 0 . If

$$
\begin{equation*}
f(x)=x(\lambda+\tau(x)) \tag{8}
\end{equation*}
$$

for each $x \in I$, then $f$ is 0 -local on $I$ with $\lambda=f^{\prime}(0)$ and $\varepsilon$. Let $\tau_{1}=\tau$ and $\tau_{k+1}=\tau_{k} \circ f$ for each $k>0$. Then $f^{k}(x)=x \prod_{\nu=1}^{k}\left(\lambda+\tau_{\nu}(x)\right)$ for each $x \in I$ and $k>0$, where $\tau_{k}: I \rightarrow(-\varepsilon, \varepsilon), \tau_{k}(0)=0, \tau_{k}$ is continuous at 0 , and $\tau_{k} \xrightarrow{k} 0$ uniformly on $I$.

Proof. Since (8) holds for each $x \in I$,

$$
\tau(x)=\left\{\begin{array}{cl}
\frac{f(x)}{x}-\lambda, & \text { if } x \in I \backslash\{0\} \\
0, & \text { if } x=0
\end{array}\right.
$$

By assumption $\tau: I \rightarrow(-\varepsilon, \varepsilon)$ and $\tau$ is continuous at 0 . Consequently, (3) holds for each $x \in I \backslash\{0\}$ with $\lambda=f^{\prime}(0)$. It follows that $f$ is 0 -local on $I$ with $\lambda=f^{\prime}(0)$ and $\varepsilon$. Since $\left\{\tau_{k}\right\}_{k=1}^{\infty}$ satisfies the recursion formula $\tau_{k+1}=\tau_{k} \circ f$, the proof is complete.

Lemma 2.6 will be used to construct an interval map for which the associated Koenigs' sequence diverges everywhere except at the fixed point.

## 3 Convex Functions and Stable Fixed Points

A study of the convexity relationship between an interval self-map and its second iterate in a neighborhood of a stable fixed point will be useful for establishing sufficient conditions for convergence of Koenigs' sequences. We begin with a result that reveals a convexity relationship between a twice differentiable function $f$ and its second iterate $f^{2}$ in a neighborhood of a stable fixed point 0 when $-1<f^{\prime}(0)<0$.

Proposition 3.1. Let $f: I \rightarrow I$ be twice differentiable with $0 \in I, f(0)=0$, $-1<f^{\prime}(0)<0$, and $f^{\prime \prime}(0)>0$. If $f^{\prime \prime}$ is continuous at 0 , then there is a neighborhood of 0 wherein $f$ is strictly convex and $f^{2}$ is strictly concave.

Proof. If $g=f^{2}$, then $g^{\prime \prime}(0)=f^{\prime}(0) f^{\prime \prime}(0)\left(1+f^{\prime}(0)\right)$ and therefore $f^{\prime \prime}(0)$ and $g^{\prime \prime}(0)$ have opposite signs. Since $f^{\prime \prime}(0)>0$ and $f^{\prime \prime}$ is continuous at 0 , there is a neighborhood of 0 wherein $f^{\prime \prime}(x)>0$ and $g^{\prime \prime}(x)<0$.

The proof of Proposition 3.1 yields the following related result.
Proposition 3.2. Let $f: I \rightarrow I$ be twice differentiable with $0 \in I, f(0)=0$, either $f^{\prime}(0)<-1$ or $f^{\prime}(0)>0$, and $f^{\prime \prime}(0)>0$. If $f^{\prime \prime}$ is continuous at 0 , then there is a neighborhood of 0 wherein $f$ and $f^{2}$ are both strictly convex.

If $f^{\prime \prime}(x)>0$ for each $x$ in a neighborhood of 0 but $f^{\prime \prime}$ is discontinuous at 0 , then the conclusion of Proposition 3.1 is no longer ensured. The following example illustrates this fact.

Example 3.3. Let

$$
f(x)=\left\{\begin{array}{cl}
x(x / 2+\mu), & \text { if } x \leq 0 \\
x(x / 2+\mu)+\rho \int_{0}^{x} t^{2} \sin (1 / t) d t, & \text { if } x>0
\end{array}\right.
$$

where $-1<\mu<0$ and $1+\mu<\rho<1$. Therefore,

$$
f^{\prime}(x)=\left\{\begin{array}{cl}
\mu+x, & \text { if } x \leq 0 \\
\mu+x+\rho x^{2} \sin (1 / x), & \text { if } x>0
\end{array}\right.
$$

and

$$
f^{\prime \prime}(x)=\left\{\begin{array}{cl}
1, & \text { if } x \leq 0 \\
1+2 \rho x \sin (1 / x)-\rho \cos (1 / x), & \text { if } x>0
\end{array}\right.
$$

Clearly $f$ is strictly convex for $x \leq 0$, and $f^{\prime \prime}(x)>1-\rho-2 \rho x$ for each $x>0$. Since $\rho<1$, there is a $\delta>0$ such that $f^{\prime \prime}(x)>0$ for each $x \in[-\delta, \delta]$. Let $f$ be 0 -local on $\eta(0) \subseteq[-\delta, \delta]$. Then $\mu=f^{\prime}(0), f^{\prime \prime}$ is discontinuous at 0 , and $f$ is strictly convex on $\eta(0)$. Let $g=f^{2}$ and let $x_{k}=1 / 2 k \pi$ for $k>0$. Then

$$
\begin{aligned}
g^{\prime \prime}\left(x_{k}\right) & =f^{\prime \prime}\left(f\left(x_{k}\right)\right)\left(f^{\prime}\left(x_{k}\right)\right)^{2}+f^{\prime \prime}\left(x_{k}\right) f^{\prime}\left(f\left(x_{k}\right)\right) \\
& =\left(\mu+x_{k}\right)^{2}+(1-\rho)\left(\mu+f\left(x_{k}\right)\right) \\
& \xrightarrow{k} \mu(1+\mu-\rho)>0,
\end{aligned}
$$

and therefore there is a $K>0$ such that $g^{\prime \prime}\left(x_{k}\right)>0$ for each $k \geq K$. Thus $f^{2}$ is not concave on any neighborhood of the fixed point 0 .

The following proposition is closely associated with convergence of both $\left\{\phi_{k}\right\}$ and $\left\{\phi_{k}^{\prime}\right\}$ on a neighborhood of the fixed point 0 .
Proposition 3.4. Let $f: I \rightarrow I$ with $0 \in I, f(0)=0,-1<\lambda=f^{\prime}(0)<0$, and $f^{\prime \prime}(0)>0$. Then there is a neighborhood $\eta(0)$ wherein

$$
\lambda x<f(x) \text { and } f \circ f(x)<\lambda^{2} x
$$

for each $x \neq 0$.
Proof. Since $f^{\prime \prime}(0)>0$, there is a neighborhood $\zeta(0)$ wherein $f^{\prime}(x)<\lambda$ for each $x \in \zeta^{-}(0)$ and $\lambda<f^{\prime}(x)$ for each $x \in \zeta^{+}(0)$. It follows from the Mean Value Theorem that $\lambda x<f(x)$ for each $x \in \zeta(0) \backslash\{0\}$. If $g=f^{2}$, then $g: I \rightarrow I$ with $g(0)=0,0<\lambda^{2}=g^{\prime}(0)<1$, and $g^{\prime \prime}(0)=f^{\prime}(0) f^{\prime \prime}(0)\left(1+f^{\prime}(0)\right)<0$. Proceeding in a manner similar to the above shows that there is a neighborhood $\eta(0) \subseteq \zeta(0)$ with the required properties.

The next proposition presents conditions under which concavity of $f^{2}$ implies convexity of $f$.
Proposition 3.5. Let $f: I \rightarrow I, 0 \in I, f(0)=0,-1<f^{\prime}(0)<0$, and let $f$ be differentiable with $f^{\prime}$ continuous at 0 . If $f^{2}$ is concave on a neighborhood of 0 , then $f$ is convex on a neighborhood of 0 .
Proof. Let $f$ be 0 -local on $\eta(0)$ with $f^{\prime}(x)<0$ for each $x \in \eta(0)$ and $f^{2}$ concave on $\eta(0)$. Let $x, y \in \eta^{-}(0)$ and $x<y$. We will show that $f^{\prime}(x) \leq f^{\prime}(y)$. Since $\left(f^{2}\right)^{\prime}(y) \leq\left(f^{2}\right)^{\prime}(x)$, we have

$$
f^{\prime}(y) f^{\prime}(f(y)) \leq f^{\prime}(x) f^{\prime}(f(x)), \text { and therefore } \frac{f^{\prime}(y)}{f^{\prime}(x)} \leq \frac{f^{\prime}(f(x))}{f^{\prime}(f(y))} .
$$

Furthermore since $\left(f^{2}\right)^{\prime}(f(x)) \leq\left(f^{2}\right)^{\prime}(f(y))$, it follows that

$$
f^{\prime}(f(x)) f^{\prime}\left(f^{2}(x)\right) \leq f^{\prime}(f(y)) f^{\prime}\left(f^{2}(y)\right) \quad \text { and } \quad \frac{f^{\prime}(y)}{f^{\prime}(x)} \leq \frac{f^{\prime}(f(x))}{f^{\prime}(f(y))} \leq \frac{f^{\prime}\left(f^{2}(y)\right)}{f^{\prime}\left(f^{2}(x)\right)}
$$

Continuing in this manner we obtain

$$
\frac{f^{\prime}(y)}{f^{\prime}(x)} \leq \frac{f^{\prime}\left(f^{2 k-1}(x)\right)}{f^{\prime}\left(f^{2 k-1}(y)\right)} \leq \frac{f^{\prime}\left(f^{2 k}(y)\right)}{f^{\prime}\left(f^{2 k}(x)\right)} \leq \lim _{k \rightarrow \infty} \frac{f^{\prime}\left(f^{2 k}(y)\right)}{f^{\prime}\left(f^{2 k}(x)\right)}=1
$$

where in taking the limit we used the fact that $f^{\prime}$ is continuous at 0 . We conclude that $f^{\prime}(x) \leq f^{\prime}(y)$. Similarly, it can be shown that if $x, y \in \eta^{+}(0)$ and $x<y$, then $f^{\prime}(x) \leq f^{\prime}(y)$. The continuity of $f^{\prime}$ at 0 implies that $f^{\prime}$ is increasing on $\eta(0)$.

The proof of Proposition 3.5 shows that if $f^{2}$ is strictly concave on a neighborhood of 0 , then $f$ is strictly convex on a neighborhood of 0 . The proof also indicates that with the additional assumptions that $f$ is 0-local on $I$ and $f^{\prime}(x)<0$ for each $x \in I$, then $f^{2}$ concave on $I$ implies that $f$ is convex on $I$. Some interesting aspects of Proposition 3.5 are highlighted in the next example.

Example 3.6. Let $-1<\mu<0$, let $\alpha$, $\beta$ be positive real numbers, and let

$$
f(x)= \begin{cases}x(\alpha x+\mu), & \text { if } x \leq 0 \\ x(\beta x+\mu), & \text { if } x>0\end{cases}
$$

Then $f(0)=0, f^{\prime}(0)=\mu$, and $f^{\prime}$ is continuous. We are led to the following conclusions :

1. If $\alpha / \beta \in(0,|\mu|) \bigcup(1 /|\mu|, \infty)$, then there is an $f$-invariant neighborhood $\eta(0)$ for which $f$ is strictly convex and $f^{\prime \prime}$ exists and is bounded on $\eta(0) \backslash$ $\{0\}$; however, $f^{2}$ is not concave on any neighborhood of 0 . Note that $f^{\prime \prime}(0)$ does not exist.
2. If $\alpha / \beta \in(|\mu|, 1 /|\mu|)$, then there is an $f$-invariant neighborhood $\eta(0)$ for which $f^{2}$ is strictly concave, $f$ is strictly convex, and $f^{\prime \prime}$ exists and is bounded on $\eta(0) \backslash\{0\}$. Note that $f^{\prime \prime}(0)$ exists if and only if $\alpha=\beta$.

The proof of Proposition 3.5 yields the following result.
Proposition 3.7. Let $f: I \rightarrow I, 0 \in I, f(0)=0,0<f^{\prime}(0)<1$, and let $f$ be differentiable with $f^{\prime}$ continuous at 0 . If $f^{2}$ is concave on a neighborhood of 0 , then $f$ is concave on a neighborhood of 0 .

Note that under the assumptions of Proposition 3.7 if $f^{2}$ is strictly concave on a neighborhood of 0 , then $f$ is strictly concave on a neighborhood of 0 .

## 4 A Preliminary Result

Consider a 0 -local map $g$ on $I$ with $0 \in I^{\circ}$ and $0<g^{\prime}(0)<1$. If $f \circ f=g$, then $f$ is referred to as an iterative square root of $g$. An iterative square root $f$ is orientation-reversing if $f\left(I^{-}(0)\right) \subseteq I^{+}(0)$ and $f\left(I^{+}(0)\right) \subseteq I^{-}(0)$. The existence of an orientation-reversing iterative square root of $g$ is closely associated with convergence of Koenigs' sequences. We will now present a result that will lead to a description of sufficient conditions for uniform convergence of Koenigs' sequences. Note that $D^{-} f$ and $D_{+} f$ refer to the derivates of $f$ defined by

$$
D^{-} f(x)=\limsup _{y \rightarrow x^{-}} \frac{f(y)-f(x)}{y-x} \quad \text { and } \quad D_{+} f(x)=\liminf _{y \rightarrow x^{+}} \frac{f(y)-f(x)}{y-x} .
$$

Lemma 4.1. Let $g$ be 0 -local on I with $0 \in I^{\circ}, 0<\lambda^{2}=g^{\prime}(0)<1$, and $g(x) \leq$ $\lambda^{2} x$ for each $x \in I$. If $f$ is an orientation-reversing iterative square root of $g$, then $f(x) / x$ is increasing on each of the orbits of $g$. If $D^{-} f(0) \leq D_{+} f(0)$, then $f(x) / x$ is increasing on each of the orbits of $f$.
Proof. We first prove that $f(x) / x$ is increasing on the orbits of $g$ on $I^{-}(0)$. If $x \in I^{-}(0)$, then

$$
\begin{equation*}
\frac{g(x)}{x} \geq \lambda^{2} \geq \frac{g(f(x))}{f(x)} \tag{9}
\end{equation*}
$$

and multiplying (9) by $f(x) / g(x)$ gives

$$
\begin{equation*}
\frac{f(x)}{x} \leq \frac{g(f(x))}{g(x)} \text { and equivalently } \frac{f(x)}{x} \leq \frac{f\left(f^{2}(x)\right)}{f^{2}(x)}=\frac{f(g(x))}{g(x)} \tag{10}
\end{equation*}
$$

The result follows from the latter inequality in (10) since $x<f^{2}(x)=g(x)$. The proof that $f(x) / x$ is increasing on each of the orbits of $g$ on $I^{+}(0)$ is similar, except that we consider an $x \in I^{+}(0)$ and each of the above inequalities is reversed.

With the additional assumption that $D^{-} f(0) \leq D_{+} f(0)$, we will now show that $f(x) / x$ is increasing on each of the orbits of $f$ on $I$. It is sufficient to consider the orbit of an arbitrary $x \in I^{-}(0)$ :

$$
\frac{f\left(f^{2 k}(x)\right)}{f^{2 k}(x)} k / \mu \leq D^{-} f(0) \leq D_{+} f(0) \leq \rho k / \frac{f\left(f^{2 k+1}(x)\right)}{f^{2 k+1}(x)}
$$

for some real numbers $\mu$ and $\rho$. The conclusion follows.
Under the assumptions of Lemma 4.1 if $f$ is differentiable at the fixed point, then $f(x) / x$ is increasing on each of the orbits of $f$. Note however that we can't conclude that $f$ is 0 -local on the entire interval $I$. If in the statement of Lemma 4.1 one assumes that $g(x) \geq \lambda^{2} x$ for each $x \in I$, then $f(x) / x$ is a decreasing function of the orbits of $g$.

## 5 Convergence of Koenigs' Sequences

If $f$ is 0 -local on $I$ with $-1<f^{\prime}(0)<0$, then $\phi_{k}(x)<0$ for each $x<0$, $\phi_{k}(0)=0, \phi_{k}(x)>0$ for each $x>0$, and $\phi_{k}$ is strictly increasing on each of the orbits of $f$ on $I$. Thus, if $\left\{\phi_{k}\right\}$ converges to a limit $\phi$, then $\phi(0)=0$ and, as we shall see, $\phi$ is strictly increasing on each of the orbits of $f$ on $I$. We now present the principal result.
Theorem 5.1. Let $f$ be defined on a neighborhood of 0 with $f(0)=0$ and $-1<\lambda=f^{\prime}(0)<0$. If either $f \circ f(x) \leq \lambda^{2} x$ or $f \circ f(x) \geq \lambda^{2} x$ on a neighborhood of 0 , then Koenigs' sequence converges uniformly to a limit $\phi$ on a neighborhood of 0 with $\phi(0)=0$ and $\phi^{\prime}(0)=1$. The limit $\phi$ is invertible on each orbit of $f$ in a neighborhood of 0 and conjugates $f$ orbitwise to its linearization $\lambda x$, that is $\phi \circ f \circ \phi^{-1}(x)=\lambda x$.

Proof. We assume without loss of generality that $f$ is 0 -local on $I$ with $\varepsilon$. We present the proof only for the case when $f \circ f(x) \leq \lambda^{2} x$ for each $x \in I$. The proof for the other case is similar. Let $x \in I^{-}(0)$. Since $f$ satisfies the conditions of Lemma 4.1 and $f$ is differentiable at 0 , it follows that

$$
\begin{equation*}
\frac{f\left(f^{2 k}(x)\right)}{f^{2 k}(x)} k \nearrow \lambda k / \frac{f\left(f^{2 k+1}(x)\right)}{f^{2 k+1}(x)} \tag{11}
\end{equation*}
$$

where the convergence is uniform on $I^{-}(0)$. Consequently, for each $k \geq 0$ we have

$$
\begin{equation*}
\frac{f^{2}\left(f^{2 k+1}(x)\right)}{f^{2 k+1}(x)} \leq \lambda^{2}, \lambda^{2} \leq \frac{f^{2}\left(f^{2 k}(x)\right)}{f^{2 k}(x)} \text { and } \frac{f\left(f^{2 k}(x)\right)}{f^{2 k}(x)} \leq \lambda \tag{12}
\end{equation*}
$$

Multiplication of the first inequality in (12) by $f^{2 k+1}(x) / \lambda^{2 k+3}$ gives

$$
\begin{equation*}
\phi_{2 k+1}(x) \leq \phi_{2 k+3}(x) \tag{13}
\end{equation*}
$$

for each $k \geq 0$. Similar manipulation of the latter two inequalities in (12) shows that for each $k \geq 0$,

$$
\begin{equation*}
\phi_{2 k+2}(x) \leq \phi_{2 k}(x) \text { and } \phi_{2 k+1}(x) \leq \phi_{2 k}(x) \tag{14}
\end{equation*}
$$

Dividing (11) by $\lambda$ yields

$$
\frac{f\left(f^{2 k+1}(x)\right) / \lambda}{f^{2 k+1}(x)} k \not / 1 k / \frac{f\left(f^{2 k}(x)\right) / \lambda}{f^{2 k}(x)}
$$

and equivalently

$$
\begin{equation*}
\frac{\phi_{2 k+2}(x)}{\phi_{2 k+1}(x)} k / 1 k / \frac{\phi_{2 k+1}(x)}{\phi_{2 k}(x)}, \tag{15}
\end{equation*}
$$

where the convergence is uniform on $I^{-}(0)$. We conclude from (13), (14), and (15), that $\lim _{k \rightarrow \infty} \phi_{k}(x)=\phi(x)$ exists and

$$
\begin{equation*}
\phi_{2 k+1}(x) k / \phi(x) k / \phi_{2 k}(x) \tag{16}
\end{equation*}
$$

for each $x \in I^{-}(0)$. To prove that the convergence in (16) is uniform on $I^{-}(0)$ we consider

$$
\begin{equation*}
\phi_{2 k}(x)-\phi_{2 k+1}(x)=\left|\phi_{2 k}(x)\right|\left|1-\frac{\phi_{2 k+1}(x)}{\phi_{2 k}(x)}\right| \tag{17}
\end{equation*}
$$

Since $f$ is 0 -local on $I$ with $\varepsilon$, then

$$
\begin{equation*}
\left|\phi_{2 k}(x)\right| \leq\left|\phi_{1}(x)\right|=\left|\frac{f(x)}{\lambda}\right|<\frac{|x||\varepsilon-\lambda|}{|\lambda|} \leq \frac{\left|I^{-}(0)\right||\varepsilon-\lambda|}{|\lambda|} \tag{18}
\end{equation*}
$$

Let $\delta>0$ be given. It follows from the uniform convergence in (15) that there is a $K(\delta) \geq 0$ such that

$$
\begin{equation*}
\left|1-\frac{\phi_{2 k+1}(x)}{\phi_{2 k}(x)}\right|<\delta\left(\frac{|\lambda|}{\left|I^{-}(0)\right||\varepsilon-\lambda|}\right) \tag{19}
\end{equation*}
$$

for every $x \in I^{-}(0)$ and $k>K$. We conclude from (16), (17), (18), and (19), that $\phi_{2 k}(x)-\phi_{2 k+1}(x)<\delta$ for every $x \in I^{-}(0)$ and $k>K$. Since $\phi_{k}(0)=0$ for each $k \geq 0, \phi(0)=0$. The proof that $\left\{\phi_{k}\right\}$ converges uniformly on $I^{-}(0) \cup\{0\}$ is complete. In an entirely similar manner it can be shown that $\left\{\phi_{k}\right\}$ converges uniformly on $I^{+}(0) \cup\{0\}$. The fact that $\phi_{1}(x) \leq \phi(x) \leq \phi_{0}(x)$ for each $x \in I$ and $\phi_{1}^{\prime}(0)=1=\phi_{0}^{\prime}(0)$ shows that $\phi^{\prime}(0)=1$.

To prove that $\phi$ is strictly increasing, and therefore invertible, on each orbit of $f$ in $I^{+}(0)$, it is sufficient to prove that $\phi\left(f^{2}(x)\right)<\phi(x)$ for an arbitrary $x \in I^{+}(0)$. Let $x \in I^{+}(0)$. Since $f$ is 0 -local on $I$ with $\varepsilon$, we have

$$
0<f^{2 k}(x)(\lambda+\varepsilon)^{2}<f^{2}\left(f^{2 k}(x)\right)<f^{2 k}(x)(\lambda-\varepsilon)^{2}
$$

for each $k \geq 0$. It follows that $\phi_{2 k}\left(f^{2}(x)\right)<\phi_{2 k}(x)(\lambda-\varepsilon)^{2}$ for each $k \geq 0$, and therefore $\phi\left(f^{2}(x)\right) \leq \phi(x)(\lambda-\varepsilon)^{2}<\phi(x)$, which concludes the proof for $x \in I^{+}(0)$. The proof for $x \in I^{-}(0)$ is similar. An alternate proof uses the fact that $\phi$ satisfies the Schröder equation.

The proof of Theorem 5.1 yields the following corollary.
Corollary 5.2. Let $f$ be 0 -local on I with $-1<\lambda=f^{\prime}(0)<0$. If $f \circ f(x) \leq$ $\lambda^{2} x$ for each $x \in I$, then $\phi_{2 k+1}(x) k / \phi(x)^{k} / \phi_{2 k}(x)$, and if $f \circ f(x) \geq \lambda^{2} x$ for each $x \in I$, then $\phi_{2 k}(x) k \nearrow \phi(x) k / \phi_{2 k+1}(x)$. The convergence is uniform in both cases with $\phi(0)=0$ and $\phi^{\prime}(0)=1$.

Functions satisfying the conditions of Theorem 5.1 are presented in the following proposition.
Proposition 5.3. Let $p(x)=x(\alpha x+\lambda)$ and $q(x)=x(\beta x+\lambda)$ for each $x \in \mathbb{R}$ with $-1<\lambda<0$ and $0<\alpha<\beta<-\alpha / \lambda$. If $f$ is a function satisfying $p(x) \leq f(x) \leq q(x)$ on a neighborhood of 0 , then $f^{\prime}(0)=\lambda$ and $f \circ f(x) \leq \lambda^{2} x$ on a neighborhood of 0 .

The authors thank the referee for the following simplified proof of Proposition 5.3.
Proof. It is clear that $f^{\prime}(0)=\lambda$. Using the fact that $q$ is decreasing on a neighborhood of 0 , we get

$$
f(f(x)) \leq q(f(x)) \leq q(p(x))=\lambda^{2} x+\left(\lambda \alpha+\lambda^{2} \beta\right) x^{2}+\mathcal{O}\left(x^{3}\right)
$$

and it follows immediately from the conditions on $\alpha$ and $\beta$ that $\lambda \alpha+\lambda^{2} \beta<0$.

Functions satisfying the conditions of Proposition 3.4 also satisfy the conditions of Theorem 5.1. Other examples include those described in Proposition 3.1 and Proposition 3.5. We have the following additional corollary of Theorem 5.1.

Corollary 5.4. Let $g$ be 0 -local on $I$ with $\lambda^{2}=g^{\prime}(0)$ and $-1<\lambda<0$. Let $f$ be an orientation-reversing iterative square root of $g$ with $\lambda=f^{\prime}(0)$. If $g(x) \leq \lambda^{2} x$ for each $x \in I$, then the Koenigs' sequence for $g$ satisfies

$$
\lambda \phi_{k}(x) k \nearrow \lambda \phi(x)=\phi(f(x)) k / \phi_{k}(f(x)) ;
$$

and if $g(x) \geq \lambda^{2} x$ for each $x \in I$, then

$$
\phi_{k}(f(x)) k \not \subset(f(x))=\lambda \phi(x) k / \lambda \phi_{k}(x) .
$$

The convergence is uniform on $I$ in both cases, with $\phi(0)=0$ and $\phi^{\prime}(0)=1$.
Without prior knowledge of the existence of an orientation-reversing iterative square root of $g$, the following result can be obtained.
Proposition 5.5. Let $g$ be defined on a neighborhood of 0 with $g(0)=0$ and $0<\lambda^{2}=g^{\prime}(0)<1$. If $g(x) \leq \lambda^{2} x$ on a neighborhood of 0 , then for each $x<0$ and $y>0$ on a neighborhood of 0 the Koenigs' sequence for $g$ satisfies

$$
-\infty \leq \phi(x) k / \phi_{k}(x)<0=\phi(0) \leq \phi(y) k / \phi_{k}(y) .
$$

If $g(x) \geq \lambda^{2} x$ on a neighborhood of 0 , then for each $x<0$ and $y>0$ on a neighborhood of 0 the Koenigs' sequence for $g$ satisfies

$$
\phi_{k}(x) k \nearrow \phi(x) \leq \phi(0)=0<\phi_{k}(y) k \nearrow \phi(y) \leq \infty .
$$

Proof. We assume without loss of generality that $g$ is 0-local on $I$. If $g(x) \leq$ $\lambda^{2} x$ for each $x \in I$, then for each $x \in I$ and $k \geq 0$ we have $g\left(g^{k}(x)\right) \leq \lambda^{2} g^{k}(x)$ and therefore

$$
\phi_{k+1}(x)=\frac{g\left(g^{k}(x)\right)}{\lambda^{2(k+1)}} \leq \frac{\lambda^{2} g^{k}(x)}{\lambda^{2(k+1)}}=\phi_{k}(x)
$$

The conclusion follows from the above inequality along with the fact that $\phi_{k}(x)<0$ for each $x \in I^{-}(0), \phi_{k}(0)=0$, and $\phi_{k}(x)>0$ for each $x \in I^{+}(0)$. The proof for the case where $g(x) \geq \lambda^{2} x$ is similar.

Let $g$ be convex and 0-local on a closed interval $I$ with $0 \in I^{\circ}$ and $0<\lambda^{2}=$ $g^{\prime}(0)<1$. It is well-known that there exists an orientation-reversing iterative square root of $g$ on $I$. As well, $g$ satisfies the conditions of Proposition 5.5. It follows from Theorem 5.1 that a necessary condition for the existence of an orientation-reversing iterative square root $f$ that is differentiable at 0 is that the limit $\phi$ of the Koenigs' sequence for $g$ satisfy the Schröder equation (1) for each $x \in I$.

## 6 Divergence of Koenigs' Sequences

We will now construct a 0 -local map $f$ with $-1<\lambda=f^{\prime}(0)<0$ for which the associated Koenigs' sequence diverges everywhere except at the fixed point. Once this has been accomplished, we will then see that $f$ can easily be redefined to be a $C^{1}$ map with divergent Koenigs' sequence.

Example 6.1. Let $-1 / e<\lambda<0,0<\varepsilon<-\lambda, 0<\sigma<\log (1-\varepsilon / \lambda)$, and let

$$
f(x)=x \lambda e^{\sigma P(x)} \text { for each } x \in I
$$

where the interval I and the function $P$ are defined as follows: Let $a_{0}<0$ and $a_{k}=a_{0} \lambda^{k} \prod_{\nu=1}^{k} e^{\sigma / \nu}$ for each $k>0$. Let $I=\left[a_{0}, a_{1}\right]$, and define

$$
P(x)=\left\{\begin{array}{cl}
\frac{1}{2 k+1}, & \text { if } x \in\left[a_{2 k}, a_{2 k+2}\right), k \geq 0 \\
0, & \text { if } x=0 \\
\frac{1}{2 k+2}, & \text { if } x \in\left(a_{2 k+3}, a_{2 k+1}\right], k \geq 0
\end{array}\right.
$$

Then $f$ is 0 -local on $I$ with $\lambda=f^{\prime}(0)$, and the Koenigs' sequence for $f$ satisfies

$$
\lim _{k \rightarrow \infty} \phi_{k}(x)=\left\{\begin{array}{cl}
-\infty, & \text { if } x \in\left[a_{0}, 0\right) \\
0, & \text { if } x=0 \\
+\infty, & \text { if } x \in\left(0, a_{1}\right]
\end{array}\right.
$$

Proof. It follows that $\left|a_{k+1}\right|<\left|a_{k}\right|$ for each $k \geq 0$ and $a_{2 k} k / 0 k / a_{2 k+1}$. Thus $P: I \rightarrow[0,1], P(0)=0$, and $P$ is continuous at 0 . Now define the function $\tau(x)=\lambda\left(e^{\sigma P(x)}-1\right)$ for each $x \in I$. Then $\tau: I \rightarrow(-\varepsilon, 0], \tau(0)=0$, and $\tau$ is continuous at 0 . Let

$$
f(x)=x(\lambda+\tau(x))=x \lambda e^{\sigma P(x)}
$$

for each $x \in I$. By Lemma 2.6 we conclude that $f$ is 0 -local on $I$ with $\lambda=f^{\prime}(0)$. For each $k \geq 0$,

$$
f\left(a_{k}\right)=a_{k} \lambda e^{\sigma P\left(a_{k}\right)}=a_{0} \lambda^{k+1} e^{\sigma \sum_{\nu=1}^{k+1} 1 / \nu}=a_{k+1}
$$

and therefore $f^{k}\left(a_{0}\right)=a_{k}$. Since $f$ is strictly decreasing on $I$, it follows that for each $k \geq 0$,

$$
f\left(\left[a_{2 k}, a_{2 k+2}\right)\right) \subset\left(a_{2 k+3}, a_{2 k+1}\right] \text { and } f\left(\left(a_{2 k+3}, a_{2 k+1}\right]\right) \subset\left[a_{2 k+2}, a_{2 k+4}\right)
$$

Let $P_{1}=P$ and $\tau_{1}=\tau$. Applying Lemma 2.6, we define the sequence $\left\{\tau_{k}\right\}_{k=1}^{\infty}$ by setting $P_{k+1}=P_{k} \circ f$ and $\tau_{k+1}=\tau_{k} \circ f$ for each $k>0$. Thus,

$$
P_{k}(x)=\left\{\begin{array}{cl}
\frac{1}{2 n+k}, & \text { if } x \in\left[a_{2 n}, a_{2 n+2}\right), n \geq 0 \\
0, & \text { if } x=0 \\
\frac{1}{2 n+1+k}, & \text { if } x \in\left(a_{2 n+3}, a_{2 n+1}\right], n \geq 0
\end{array}\right.
$$

for each $k>0$. Therefore $P_{k}: I \rightarrow[0,1 / k], P_{k}(0)=0, P_{k}$ is continuous at 0 , and $P_{k} \xrightarrow{k} 0$ uniformly on $I$. For each $k>0$,

$$
\tau_{k}(x)=\left\{\begin{array}{cl}
\lambda\left(e^{\frac{\sigma}{2 n+k}}-1\right), & \text { if } x \in\left[a_{2 n}, a_{2 n+2}\right), n \geq 0 \\
0, & \text { if } x=0 \\
\lambda\left(e^{\frac{\sigma}{2 n+1+k}}-1\right), & \text { if } x \in\left(a_{2 n+3}, a_{2 n+1}\right], n \geq 0
\end{array}\right.
$$

and therefore $\tau_{k}: I \rightarrow\left[\lambda\left(e^{\sigma / k}-1\right), 0\right] \subset(-\varepsilon, 0], \tau_{k}(0)=0, \tau_{k}$ is continuous at 0 , and $\tau_{k} \xrightarrow{k} 0$ uniformly on $I$. In accordance with Lemma 2.6, for each $x \in I$ and $k>0$ we have

$$
f^{k}(x)=x \prod_{\nu=1}^{k}\left(\lambda+\tau_{\nu}(x)\right)=x \lambda^{k} \prod_{\nu=1}^{k} e^{\sigma P_{\nu}(x)}=x \lambda^{k} e^{\sigma \sum_{\nu=1}^{k} P_{\nu}(x)}
$$

and

$$
\begin{equation*}
\phi_{k}(x)=\frac{f^{k}(x)}{\lambda^{k}}=x e^{\sigma \sum_{\nu=1}^{k} P_{\nu}(x)} \tag{20}
\end{equation*}
$$

If $z \in I^{-}(0)$, then $z \in\left[a_{2 n}, a_{2 n+2}\right)$ for some $n \geq 0$. Using (20) gives

$$
\phi_{k}(z)=z e^{\sigma \sum_{\nu=1}^{k} 1 /(2 n+\nu)} \xrightarrow{k}-\infty .
$$

Similarly, if $z \in I^{+}(0)$, then $z \in\left(a_{2 n+3}, a_{2 n+1}\right]$ for some $n \geq 0$ and therefore

$$
\phi_{k}(z)=z e^{\sigma \sum_{\nu=1}^{k} 1 /(2 n+1+\nu)} \xrightarrow{k}+\infty .
$$

For an interval map $f$ with $f(0)=0$ and $-1<f^{\prime}(0)<0$ it is well-known that Koenigs' sequence converges if $f \in C^{1+\epsilon}$ for some $\epsilon>0$. We will now illustrate by means of an example that $C^{1}$ is insufficient to ensure convergence of Koenigs' sequence. The map defined in Example 6.1 can easily be redefined to be a $C^{1}$ function with divergent Koenigs' sequence. This is achieved in the following manner.

Example 6.2. Let $-1 / e<\lambda<0,0<\varepsilon<-\lambda, 0<\sigma<\log (1-\varepsilon / \lambda)$, and let

$$
f(x)=x \lambda e^{\sigma P(x)} \text { for each } x \in I
$$

where the interval I and the function $P$ are defined as follows: Let $a_{0}<0$ and $a_{k}=a_{0} \lambda^{k} \prod_{\nu=1}^{k} e^{\sigma / \nu}$ for each $k>0$. Let $I=\left[a_{0}, a_{1}\right]$, and define $P(0)=0$ and $P\left(a_{k}\right)=1 /(k+1)$ for each $k \geq 0$. Let $P$ be $C^{1}$ on $I \backslash\{0\}$ with $P^{\prime}$ strictly decreasing on both $I^{-}(0)$ and $I^{+}(0)$. Then $f$ is $C^{1}$ and 0 -local on $I$ with $\lambda=f^{\prime}(0)$ and $f$ has a divergent Koenigs' sequence.

Proof. That such a $P$ exists follows from the special nature of the sequence $\left\{a_{k}\right\}$. Note that $P^{\prime}$ is necessarily negative on $I^{-}(0)$ with $\lim _{x \rightarrow 0^{-}} P^{\prime}(x)=-\infty$ and $P^{\prime}$ is positive on $I^{+}(0)$ with $\lim _{x \rightarrow 0^{+}} P^{\prime}(x)=\infty$. We have

$$
f^{\prime}(x)=\left\{\begin{array}{cl}
\lambda, & \text { if } x=0 \\
\lambda e^{\sigma P(x)}\left(1+\sigma x P^{\prime}(x)\right), & \text { otherwise }
\end{array}\right.
$$

It is evident from the formula for $f^{\prime}$ and the fact that $P$ is continuous at 0 with $P(0)=0$, that to prove the continuity of $f^{\prime}$ from the right at 0 it suffices to show that $\lim _{x \rightarrow 0^{+}} x P^{\prime}(x)=0$. If $x \in I^{+}(0)$, then $x \in\left(a_{2 k+3}, a_{2 k+1}\right]$ for some $k \geq 0$. Since $P^{\prime}$ is positive and strictly decreasing on $I^{+}(0)$,

$$
\begin{aligned}
x P^{\prime}(x) & \leq a_{2 k+1} P^{\prime}\left(a_{2 k+3}\right)<a_{2 k+1} \frac{P\left(a_{2 k+3}\right)}{a_{2 k+3}}=\frac{a_{0} \lambda^{2 k+1} \prod_{\nu=1}^{2 k+1} e^{\sigma / \nu}}{a_{0} \lambda^{2 k+3}(2 k+4) \prod_{\nu=1}^{2 k+3} e^{\sigma / \nu}} \\
& =\frac{e^{-\sigma\left(\frac{1}{2 k+2}+\frac{1}{2 k+3}\right)}}{\lambda^{2}(2 k+4)} \stackrel{k}{\longrightarrow} 0 .
\end{aligned}
$$

The proof that $f^{\prime}$ is continuous from the left at 0 is similar. It then follows that $f \in C^{1}$ on $I$. The 0 -locality of $f$ on $I$ with $\lambda=f^{\prime}(0)$ and divergence of the associated Koenigs' sequence is proven in a similar manner as for the previous example. In particular, note that $f\left(a_{k}\right)=a_{k+1}$ for each $k \geq 0$ as in the previous example.

Let $g$ be a $C^{1}$ convex 0-local map on a closed interval $I$ with $0 \in I^{\circ}$ and $0<\lambda=g^{\prime}(0)<1$. There exists an orientation-reversing iterative square root of $g$ on $I$. As well, $g$ satisfies the conditions of Proposition 5.5. It follows from Theorem 5.1 that an orientation-reversing iterative square root of $g$ is nondifferentiable at the fixed point 0 if the Koenigs' sequence for $g$ diverges on $I^{+}(0)$. We conclude with an example of such a map $g$. Note that it is sufficient to define $g$ on $I^{+}(0) \cup\{0\}$ with the resulting Koenigs' sequence diverging on $I^{+}(0)$.
Example 6.3. Let

$$
g(x)=\left\{\begin{array}{cl}
x\left(\lambda-\frac{1}{\log (x)}\right), & \text { if } x \in\left(0, e^{-1 / \varepsilon}\right] \\
0, & \text { if } x=0
\end{array}\right.
$$

where $0<\lambda<1$ and $0<\varepsilon<1-\lambda$. Then $g$ is 0 -local on $\left[0, e^{-1 / \varepsilon}\right]$ with $\lambda=g_{+}^{\prime}(0)$ and $g^{\prime}$ is strictly increasing on $\left[0, e^{-1 / \varepsilon}\right]$. The Koenigs' sequence for $g$ diverges for each $x \in\left(0, e^{-1 / \varepsilon}\right]$.
Proof. The 0 -locality of $g$ follows from the choice of $\varepsilon$. Clearly $g^{\prime}$ is strictly increasing on $\left[0, e^{-1 / \varepsilon}\right]$ and $\lambda=g_{+}^{\prime}(0)$. Using the standard reorganization, we see that the Koenigs' sequence satisfies

$$
\phi_{k}(x)=\frac{g^{k}(x)}{\lambda^{k}}=\frac{g(x)}{\lambda} \cdot \frac{g(g(x))}{\lambda g(x)} \cdots \frac{g\left(g^{k-2}(x)\right)}{\lambda g^{k-2}(x)} \cdot \frac{g\left(g^{k-1}(x)\right)}{\lambda g^{k-1}(x)}
$$

and for our specific $g$,

$$
\phi_{k}(x)=x\left(1-\frac{1}{\lambda \log (x)}\right)\left(1-\frac{1}{\lambda \log (g(x))}\right) \cdots\left(1-\frac{1}{\lambda \log \left(g^{k-1}(x)\right)}\right) .
$$

To show that this sequence diverges it is enough to prove that the series

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{\left|\log \left(g^{k}(x)\right)\right|} \tag{21}
\end{equation*}
$$

diverges. It follows from the definition of $g$ that $g^{k}(x)>x \lambda^{k}$ for each $x \in$ $\left(0, e^{-1 / \varepsilon}\right]$, which yields
$\log \left(g^{k}(x)\right)>k \log (\lambda)+\log (x)$ and hence $k \log \left(\frac{1}{\lambda}\right)-\log (x)>\left|\log \left(g^{k}(x)\right)\right|$.

Thus,

$$
\frac{1}{k \log \left(\frac{1}{\lambda}\right)-\log (x)}<\frac{1}{\left|\log \left(g^{k}(x)\right)\right|}
$$

In view of the above inequality, we conclude that the series in (21) diverges.
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