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CONTROLLED CONVERGENCE
THEOREM FOR STRONG VARIATIONAL

BANACH-VALUED MULTIPLE INTEGRALS

Abstract

In this paper, a controlled convergence theorem is proved for n-
dimensional strong variational Banach-valued integrals, also referred
herein as Banach-valued Multiple Integrals. The methods used in the
proof for one dimensional case given in [15], in which linearization was
used, cannot be applied for the higher dimensional case. Instead, we
follow the ideas in [17, Chapter 5, Section 21; 4; 18].

The Henstock integral for Banach-valued functions has been discussed
in [1-3, 6-10, 12, 14-15, 22-29] and the Denjoy-Dunford, Denjoy-Pettis and
Denjoy-Bochner integrals have been discussed in [11, 13, 21, 30, 31]. In some
cases, the Henstock’s Lemma may not hold for such integrals. We adopt here
the stronger version (see Definition 1.2) which is in the form of Henstock’s
Lemma and referred to as strong variational (HL) Banach-valued integrals. A
controlled convergence theorem for these integrals in the one dimensional case
was established in [15]. We shall prove a similar convergence theorem for the
n-dimensional case.

1 HL and ML Integrals and AC∗∗
δ (X)

In this paper, we shall consider Banach-valued functions f defined on the n-
dimensional euclidean space Rn. An interval E = [α, β] in Rn, where α =
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(α1, . . . , αn), β = (β1, . . . , βn) ∈ Rn, is the set of points {x = (x1, . . . , xn) ∈
Rn | αi ≤ xi ≤ βi, i = 1, 2, . . . , n}. We also write E = [α1, β1]× [α2, β2]×· · ·×
[αn, βn]. Any point γ = (γ1, . . . , γn) with γi = αi or βi for some i is called
a vertex of E. The volume of E = [α, β] is given by |E| =

∏n
i=1(βi − αi). If

A ⊂ Rn and Lebesgue measurable, then |A| denotes the Lebesgue measure of
A.

Definition 1.1. Let E be an interval in Rn. A division π of E is a finite
collection of interval-point pairs (I, x), x the associated point of interval I,
such that the intervals are non-overlapping and their union is E. Two intervals
I1 and I2 are non-overlapping if |I1 ∩ I2| = 0. If their union is a proper subset
of E, then π is said to be a partial division of E.

Let δ be a positive function defined on interval E. A division π is said to
be δ-fine if for each interval-point pair (I, x), we have I ⊂ S(x, δ(x)) where
x is a vertex of I and S(x, δ(x)) is an open sphere centered at x with radius
δ(x). Suppose x is not a vertex and x may not be in I, then π is said to be
McShane δ-fine.

Definition 1.2. Let (B, ‖ ‖B) denote a Banach space with norm ‖ ‖B . A B-
valued function f defined on an interval E is said to be strongly variational or
HL integrable on E with primitive F (which is an additive B-valued interval
function), if for every ε > 0 there exists a positive function δ on E such that
for any δ-fine division π = {(I, x)} of E, we have

∑
π ‖f(x)|I| − F (I)‖B < ε.

In the following, we may use ‖ ‖ instead of ‖ ‖B if there is no confusion
between ‖ ‖B and the usual norm ‖ ‖ in Rn, and R+ = (0,∞).

Definition 1.3. A B-valued function f defined on E is absolutely HL inte-
grable if both f and ‖f(·)‖B are HL integrable on E.

Remark 1.4. Note that ‖f(·)‖B is real-valued. Thus, ‖f(·)‖B is HL inte-
grable on E if and only if ‖f(·)‖B is Henstock-Kurzweil integrable on E.

Definition 1.5. A B-valued function f defined on an interval E is said to be
ML integrable on E with primitive F which is an additive interval function, if
for every ε > 0 there exists a positive function δ on E such that for any δ-fine
McShane division π = {(I, x)} of E; i.e., I ⊂ S(x, δ(x)) in which x does not
necessarily belong to I,

∑
π ‖f(x)|I| − F (I)‖B < ε.

It is known that if (B, ‖ ‖B) is (R, | |), the ML integral is equivalent to the
usual McShane integral (Lebesgue integral).

Definition 1.6. A function F is absolutely continuous on an interval E if for
every ε > 0 there exists η > 0 such that

∑
π ‖F (I)‖ < ε for every partial

division π = {(I, x)} of E with
∑
π |I| < η.
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Definition 1.7. Let E be an interval in Rn and X ⊂ E. A B-valued function
F defined on E is said to be AC∗∗δ (X) if for every ε > 0, there exists a
positive function δ defined on E and η > 0 such that for any two δ-fine
partial divisions π1 = {(In, xn)}pn=1 and π2 = {(Jm, ym)}qm=1 of E, with
π2 ⊂ π1 (any interval from π2 lies in some interval in π1) and xn, ym ∈ X (n =
1, 2, . . . p;m = 1, 2, . . . , q), we have

∑
π1\π2

|I| < η implies
∑
π1\π2

‖F (I)‖ < ε

where π1 \ π2 = {(Ii \ ∪jJj , xi)|Jj ⊂ Ii}. If I = Ii \ ∪jIj , then F (I) =
F (Ii \ ∪jJj) = F (Ii) −

∑
j F (Jj) and |I| = |Ii \ ∪jJj | = |Ii| −

∑
j |Jj |. Note

that π2 above may be void.
Furthermore, F is ACG∗∗δ if E =

∞
∪
i=1
Xi such that F is AC∗∗δ (Xi) for each i.

We should highlight that
∑
π1\π2

‖F (I)‖ =
∑
π1\π2

∑
i ‖F (Ii)−

∑
j F (Jj)‖

< ε can not be replaced by
∑
π1\π2

∑
‖F (I ′k)‖ < ε where I ′k are intervals and

∪I ′k = Ii \∪jJj . This can be observed in the last part of the proof of Theorem
4.1. For real-valued cases, these two inequalities are equivalent.

Definition 1.8. Let E be an interval in Rn and X ⊂ E. A sequence {Fk}
of B-valued interval functions defined on E is said to be UAC∗∗δ (X) if for
every ε > 0, there exists a positive function δ defined on E and η > 0, both
independent of k, such that for any two δ-fine partial divisions π1 = {(In, xn)}
and π2 = {(Jm, ym)} of E, with π2 ⊂ π1 and tags xn, ym in X for all n,m, we
have

∑
π1\π2

|I| < η implies
∑
π1\π2

‖Fk(I)‖ < ε where π1 \ π2 = F (Ii \ ∪jJj)
and |Ii \ ∪jJj | are defined as in Definition 1.7.

Furthermore, {Fk} is UACG∗∗δ if E = ∪∞i=1Xi such that {Fk} is UAC∗∗δ (Xi)
for each i.

In the next sections, we always assume that f is a B-valued function where
B is a Banach space with norm ‖ ‖B .

2 Measurability of HL Integrable Functions

In this section, we shall mention the strong measurability of HL integral func-
tions, which is known, see [3].

Definition 2.1. A function f : E → B is called simple if there exist b1, . . . , bn ∈
B and A1, . . . , An Lebesgue measurable subsets of E such that f =

∑n
i=1 biχAi

where χAi
(x) = 1 if x ∈ Ai and 0 otherwise.

A function f : E → B is strongly measurable if there exists a sequence of
simple functions fn such that ‖fn(x) − f(x)‖ → 0 as n → ∞ for almost all
x ∈ E.
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Theorem 2.2. Pettis’ Measurability Theorem [5]. Let (Ω,Σ, µ) be a measur-
able space and (B, ‖ ‖B) a Banach space. A function f : Ω → B is strongly
measurable if and only if

(i) f is essentially separably valued; i.e., there exists A ∈ Σ with µA = 0 and
such that f(Ω \A) is a (norm) separable subset of B; and

(ii) f is weakly measurable; i.e., for each x∗ ∈ B∗ (the space of all continuous
linear functionals defined on B), x∗f : Ω → R is µ-measurable, where
(x∗f)(w) = x∗(f(w)), w ∈ Ω.

Theorem 2.3. [3]. If f is HL integrable on E, then f is strongly measurable
on E.

3 Properties of ML Integrals

In this section, we shall state properties of ML integrals. The proofs are
standard, see [16, 17, 18, 20].

Theorem 3.1. If f is ML integrable on E, then it is HL integrable on E.

Theorem 3.2. If f is ML integrable on E, then its primitive F is absolutely
continuous on E.

Theorem 3.3. If f is ML integrable on E, then ‖f(·)‖ is McShane integrable
on E.

Theorem 3.4. If f is strongly measurable on E, then ‖fN (·)‖ is McShane
integrable on E, where

fN (x) =

{
f(x), if ‖f(x)‖ ≤ N
0, otherwise.

Theorem 3.5. (i) If f is HL integrable and bounded on E, then f is abso-
lutely HL integrable on E. (ii) If f is absolutely HL integrable on E, then
‖f(·)‖ is McShane integrable on E.

It is proved in [6, 24, 29] that f is ML integrable on E if and only if f
is Bochner integrable there. It is also known [5] that a strongly measurable
function f is Bochner integrable if and only if ‖f‖ is Lebesgue (McShane)
integrable. Hence, we have

Theorem 3.6. [6, 24, 29] If f is ML integrable on E, then ‖f(·)‖ is McShane
integrable. Conversely, if f is strongly measurable and ‖f(·)‖ is McShane
integrable on E, then f is ML integrable.
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As a result of Theorems 2.4, 3.5 and 3.6, we have the following.

Theorem 3.7. If f is absolutely HL integrable on E, then it is ML integrable
on E.

4 Controlled Convergence Theorem

Before we go to our main result, Theorem 4.8, we shall mention some properties
of HL integrable functions and their primitives. The ideas of the proofs in
this section follow [17, Chapter 5, Section 21; 4; 18].

Theorem 4.1. If f is HL integrable on E, then its primitive F is ACG∗∗δ on
E.

Proof. Let X = {x ∈ E : ‖f(x)‖ ≤ N} and

fX(x) =

{
f(x), if x ∈ X
0, otherwise.

Since f is HL integrable on E, it follows from Theorems 2.3, 3.4 and 3.6 that
fX is ML integrable on E. In other words for every ε > 0, there exists δ : E →
R+ such that for any δ-fine division π = {(I, x)} of E,

∑
π ‖F (I)−f(x)|I|‖ < ε

and also, for every McShane δ-fine division π = {(I, x)} of E in which x does
not necessarily belong to I,

∑
π ‖FX(I)− fX(x)|I|‖ < ε where F and FX are

the primitives of f and fX , respectively.
Now, suppose we take any δ-fine partial division π = {(I, x)} with x ∈ X.

Then we have∑
π

‖F (I)− FX(I)‖ ≤
∑
π

‖F (I)− f(x)|I|‖+
∑
π

‖FX(I)− fX(x)|I|‖

< ε+ ε = 2ε.

Next, let π1 = {(In, xn)}pn=1 and π2 = {(Jm, ym)}qm=1 be δ-fine partial divi-
sions with tags in X and π2 ⊂ π1 such that

∑
π1\π2

|I| < η where π1 \ π2 =
{(Ii \ ∪jJj , xi)|Jj ⊂ Ii}, F (Ii \ ∪jJj) = F (Ii) −

∑
j F (Jj) and |Ii \ ∪jJj | =

|Ii| −
∑
j |Jj |. Observe that π1 \ π2 is a McShane δ-fine partical division. We

then obtain∑
π1\π2

‖F (I)‖ ≤
∑
π1

‖F (I)− FX(I)‖+
∑
π2

‖F (J)− FX(J)‖

+
∑
π1\π2

‖FX(I)− fX(x)|I|‖+ ‖
∑
π1\π2

fX(x)|I|‖

<2ε+ 2ε+ ε+Nη = 5ε+Nη.
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Consequently, for every ε > 0, there exists η > 0 (take η <
ε

N
), such that the

condition in the definition of AC∗∗δ (X) holds. Hence, F is ACG∗∗δ on E.

Lemma 4.2. Let fn(n = 1, 2, . . . ) be HL integrable on E with primitives Fn.
Suppose fn(x) → f(x) a.e. in E as n → ∞ and Fn(I) converges to a limit
function F (I) for each I ⊂ E. Then, f is HL integrable on E with primitive
F if and only if for every ε > 0, there exists a function M(x) taking positive
integer values such that for infinitely many positive integers m(x) ≥ M(x),
and there exists a function δ : E → R+ such that for any δ-fine division
π = {(I, x)} of E, we have

∑
π ‖Fm(x)(I)− F (I)‖ < ε.

Remark 4.3. The phrase, “for infinitely many positive integers m(x) ≥
M(x), there is a function δ : E → R+”, means for each x, there exists a
sequence {nk(x)} of distinct positive integers with nk(x) ≥M(x) for all k and
for each nk(x), there exists function δ : E → R+.

Proof of Lemma 4.2 We shall first prove the sufficiency part. Here, we
may assume fn(x)→ f(x) everywhere as n→∞ so that given any ε > 0 and
x ∈ E, there exists a positive integer M(x) such that ‖fm(x)(x) − f(x)‖ < ε
whenever m(x) ≥ M(x). Since each fn and f are HL integrable on E, there
exist positive functions δn and δ0 defined on E such that for any δn-fine division
π = {(I, x)} of E,

∑
π ‖Fn(I)− fn(x)|I|‖ < ε2−n and for any δ0-fine division

π = {(I, x)} of E,
∑
π ‖F (I) − f(x)|I|‖ < ε. Now, for every m(x) ≥ M(x),

put δ(x) = min{δm(x)(x), δ0(x)}. Then, for any δ-fine division π = {(I, x)} of
E, we obtain

∑
π

‖Fm(x)(I)− F (I)‖ ≤
∑
π

‖Fm(x)(I)− fm(x)(x)|I|‖

+
∑
π

‖fm(x)(x)|I| − f(x)|I|‖+
∑
π

‖f(x)|I| − F (I)‖

<

∞∑
n=1

ε2−n + ε|I|+ ε = 2ε+ ε|I|.

For the necessity, using the same notations as above and in the theorems,
for each x, we choose a positive integer m(x) ≥ M(x) such that ‖fm(x)(x) −
f(x)‖ < ε. Modify δ(x) such that δ(x) ≤ δm(x)(x) for x ∈ [a, b]. Then, for any
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δ-fine division π = {(I, x)} of E, we get∑
π

‖f(x)|I| − F (I)‖ ≤
∑
π

‖f(x)|I| − fm(x)(x)|I|‖

+
∑
π

‖fm(x)(x)|I| − Fm(x)(I)‖+
∑
π

‖Fm(x)(I)− F (I)‖

<ε|I|+
∞∑
n=1

ε2−n + ε = 2ε+ ε|I|.

Thus, f is HL integrable on E with primitive F .

Remark 4.4. The above lemma is known as the Basic Convergence Theorem.
In this lemma, it is necessary that the condition holds for all m(x) ≥ M(x).
However, it is sufficient to have only infinitely many m(x) ≥M(x) for f to be
HL integrable with primitive F .

Lemma 4.5. Let f be HL integrable on E with primitive F . If F is AC∗∗δ (X)
with X closed in E, then fX is absolutely HL integrable on E where

fX(x) =

{
f(x), if x ∈ X
0, otherwise.

Proof. Suppose f is HL integrable on E with primitive F . Then, for every
ε > 0, there exists δ1 : E → R+ such that for any δ1-fine division π = {(I, x)}
of E,

∑
π ‖f(x)|I|−F (I)‖ < ε. Let Aδ = sup

∑
π ‖F (I)‖ where the supremum

is taken over all δ-fine divisions π = {(I, x)} of E with x ∈ X and let A =
infδ Aδ where the infimum is taken over all δ : E → R+. By the definition of
AC∗∗δ (X), A exists and is finite. Note that∣∣∣∣∑

π

‖fX(x)‖|I| −A
∣∣∣∣ =
∣∣∣∣ ∑

π
(x∈X)

‖f(x)‖|I| −A
∣∣∣∣

=
∣∣∣∣ ∑

π
(x∈X)

‖f(x)‖|I| −
∑
π

(x∈X)

‖F (I)‖
∣∣∣∣+
∣∣∣∣ ∑

π
(x∈X)

‖F (I)‖ −A
∣∣∣∣

≤
∑
π

(x∈X)

‖f(x)|I| − F (I)‖+
∣∣∣∣ ∑

π
(x∈X)

‖F (I)‖ −A
∣∣∣∣.

Hence, ‖fX(·)‖ is Henstock integrable on E and so it is McShane integrable on
E. On the other hand, f is strongly measurable, by Theorem 2.3. By given, X
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is closed. Then X is Lebesgue measurable. Hence, fX is strongly measurable.
By Theorem 3.6, fX is ML integrable, so it is HL integrable. Consequently,
it is absolutely HL integrable.

Lemma 4.6. Let fn(n = 1, 2, . . . ) be HL integrable on E with primitives
Fn. If {Fn} is UAC∗∗δ (X), with X closed in E, then for every ε > 0 there
exists δ : E → R+, independent of n, such that for every δ-fine partial division
π = {(I, x)} with x ∈ X, we have

∑
π ‖Fn,X(I)− Fn(I)‖ < ε where

fn,X(x) =

{
fn(x), if x ∈ X
0, otherwise

and Fn,X denotes the primitive of fn,X .

Proof. Note that Fn,X exists due to Lemma 4.5. Since {Fn} is UAC∗∗δ (X),
then for every ε > 0 there exist η > 0 and δ : E → R+, both independent
of n, such that for any two δ-fine partial divisions π1 = {(In, xn)} and π2 =
{(Jm, ym)} with π2 ⊂ π1 and tags in X; we have

∑
π1\π2

|I| < η implies∑
π1\π2

‖Fn(I)‖ < ε where π1 \ π2 = {(Ii \ ∪jJj , xi)|Jj ⊂ Ii}, F (Ii \ ∪jJj) =
F (Ii) −

∑
j F (Jj) and |Ii \ ∪jJj | = |Ii| −

∑
j |Jj |. Now, choose an open set

G ⊃ X such that |G−X| < η. Further, assume that S(x, δ(x)) ⊂ G when x ∈
X and S(x, δ(x)) ⊂ E \ X when x /∈ X. Since both fn and fn,X are HL
integrable on E, there exists δn : E → R+ with δn(x) ≤ δ(x) for all x such that
for any δn-fine division π = {(I, x)} of E, we have

∑
π ‖Fn(I)− fn(x)|I|‖ < ε

and
∑
π ‖Fn,X(I)− fn,X(x)|I|‖ < ε.

Consider any δ-fine partial division π = {(I, x)} with x ∈ X. Construct a
δn-fine division for each I in π and denote the new division by π1 = {(J, y)}.
Split π1 into π2 and π3 so that π2 contains intervals with tags in X and π3

otherwise. Note that J ∩X = φ and Fn,X(J) = 0 when J belongs to π3. Also,∑
π3
|J | =

∑
π1\π2

|J | < η and we use the definition of UAC∗∗δ (X). Then, we
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obtain∑
π

‖Fn,X(I)− Fn(I)‖ =
∑
π1

‖Fn,X(∪J)− Fn(∪J)‖

=
∑
π2

‖Fn,X(∪J)− Fn(∪J)‖

+
∑
π3

‖Fn,X(∪J)− Fn(∪J)‖

≤
∑
π2

‖Fn,X(J)− fn(y)|J |‖

+
∑
π2

‖fn(y)|J | − Fn(J)‖+
∑
π3

‖Fn,X(∪J)‖

+
∑
π3

‖Fn(∪J)‖ < 2ε+ 0 + ε = 2ε.

Lemma 4.7. Let X be closed in E. For each n, let

fn,X(x) =

{
fn(x), if x ∈ X
0, otherwise

and let

fX(x) =

{
f(x), if x ∈ X
0, otherwise.

Suppose

(i) fn,X(x)→ fX(x) a.e. in E as n→∞ where each fn,X is HL integrable
on E; and

(ii) the primitives Fn,X of fn,X are UAC∗∗δ (X).

Then, fX is HL integrable on E with primitive FX and Fn,X(E) → FX(E)
as n→∞.

Furthermore, for every ε > 0 there is an integer N such that for every
n ≥ N , there exists δ : E → R+ such that for any δ-fine division π = {(I, x)}
of E we have

∑
π ‖Fn,X(I)− FX(I)‖ < ε.

Proof. In view of (ii), we have, for every ε > 0 there exist δ : E → R+

and η > 0, both independent of n, such that for any δ-fine partial division
π = {(I, x)} of E with tags in X,

∑
π |I| < η implies

∑
π ‖Fn,X(I)‖ < ε. Since

(i) holds, by Egoroff’s theorem (Recall that fn,X are strongly measurable.)
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there exists an open set G with |G| < η such that ‖fn,X(x)−fm,X(x)‖ < ε for
n,m ≥ N and x ∈ E \ G. We may assume that if x ∈ G, then for any δ-fine
division π = {(I, x)} we have I ⊂ G.

Since fn,X is HL integrable on E, there exists δn : E → R+ such that
δn(x) ≤ δ(x) for each x and for any δn-fine partial division π = {(I, x)} of E,
we have

∑
π ‖fn,X(x)|I| − Fn,X(I)‖ < ε2−n. Now, for any δ-fine division π of

E and any n, m ≥ N , take a δn-fine and δm-fine division π1 finer than π and
let π1 = π2 ∪π3 where π2 consists of interval-point pairs (I, x) with x ∈ E \G
and π3 otherwise. Then for any n,m ≥ N , we have∑
π

‖Fn,X(I)− Fm,X(I)‖ ≤
∑
π1

‖Fn,X(I)− Fm,X(I)‖

≤
∑
π2

‖Fn,X(I)− fn(x)|I|‖+
∑
π2

‖fn(x)− fm(x)‖|I|

+
∑
π2

‖fm(x)|I| − Fm,X(I)‖

+
∑
π3

‖Fn,X(I)‖+
∑
π3

‖Fm,X(I)‖ < 4ε+ ε|E|.

Thus, Fn,X(I) converges in (B, ‖ ‖) for any interval I in E, say, Fn,X(I) →
FX(I) as n→∞ for any interval I in E and the required inequality holds.

It remains to show that fX is HL integrable on E with primitive FX .
Applying the above inequality, we can find a subsequence Fn(j),X of Fn,X such
that for any δ-fine partial division π of E, we have

∑
π ‖Fn(j),X(I)−FX(I)‖ <

ε2−j for j = 1, 2, . . . . Then, put M(x) = n(1) for each x and let m(x) take
values in {n(j); j ≥ 1}. Consequently, for any δ-fine division π = {(I, x)} of
E, ∑

π

‖Fm(x),X(I)− FX(I)‖ ≤
∞∑
j=1

ε2−j = ε.

Hence, the conditions in Lemma 4.2 are satisfied.

Theorem 4.8 (Controlled Convergence Theorem). Suppose the following con-
ditions are satisfied:

(i) fn(x)→ f(x) a.e. in E as n→∞ where each fn is HL integrable on E;

(ii) the primitives Fn of fn are UACG∗∗δ ; and

(iii) the primitives Fn converge uniformly on E.

Then, f is also HL integrable on E and
∫
E
fn →

∫
E
f as n→∞.
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Proof. Since {Fn} is UACG∗∗δ , we can choose X1 ⊂ X2 ⊂ . . . such that
∪∞i=1Xi = E and {Fn} is UAC∗∗δ (Xi) for each i. Choose Yi ⊂ Xi such that
Yi is closed and |Xi \ Yi| < 2−i. Then |E \

⋃∞
i=1 Yi| = |

⋂∞
i=1(E \ Yi)| ≤

|E \Xi|+ |Xi \Yi| for each i. That is, E = S∪ (∪∞i=1Yi), where S is of measure
zero. In view of UAC∗∗δ (Xi) note that the following strong Lusin condition
holds for Fn and F . That is, for every set Z ⊂ Xi of measure zero and for
every ε > 0, there exists γi : E → R+, independent of n, such that for any
γi-fine partial division π = {(I, x)} with x ∈ Z, we have

∑
π ‖Fn(I)‖ < ε2−i

for each n and
∑
π ‖F (I)‖ < ε2−i. In particular, we take Z = S ∩ Xi for

i = 1, 2, . . . .
Suppose we let X = Yi and take the same γi : E → R+ as above, in-

dependent of n. By Lemma 4.6, if π = {(I, x)} is any γi-fine partial divi-
sion with x ∈ X, then

∑
π ‖Fn,X(I) − Fn(I)‖ < ε2−i for each n and hence,∑

π ‖FX(I) − F (I)‖ < ε2−i. Since {Fn} is UAC∗∗δ (Xi), we can also conclude
that {Fn,X} is UAC∗∗δ (X) where X = Yi. Then, by Lemma 4.5, Lemma 4.7 for
each i, j, there exists an integer n = n(i, j) and δn : E → R+ such that for any
δn-fine division π = {(I, x)} of E, we have

∑
π ‖Fn,X(I)− FX(I)‖ < ε2−i−j .

We may assume that for each i, {Fn(i,j)} is a subsequence of {Fn(i−1,j)}.
Now consider fn(j) = fn(j,j) in place of the original sequence {fn}. It is
necessary to consider i and j, where i runs over all Yi and j runs over all
Fn(j).

Now put M(x) = n(i) when x ∈ Yi − (Y1 ∪ · · · ∪ Yi−1) where i = 1, 2, . . .
and Y0 = ∅. Let m(x) take values in {n(j); j ≥ i} when m(x) ≥M(x) = n(i).
Next, put δ(x) = min{δn(j)(x), γi(x)} when x ∈ Yi − (Y1 ∪ · · · ∪ Yi−1) and
m(x) = n(j); and δ(x) = γi(x) when x ∈ S ∩ {Xi − (X1 ∪ · · · ∪Xi−1)} where
X0 = ∅. For any δ-fine division π = {(I, x)} of E, let

π1 = {(I, x) ∈ π|x ∈
∞⋃
i=1

Yi} and π2 = {(I, x) ∈ π|x ∈ S}.

If we let m = m(x) and X = Yi when x ∈ Yi − (Y1 ∪ · · · ∪ Yi−1), then we have∑
π

‖Fm(I)− F (I)‖ ≤
∑
π1

‖Fm(I)− Fm,X(I)‖+
∑
π1

‖Fm,X(I)− FX(I)‖

+
∑
π1

‖FX(I)− F (I)‖+
∑
π2

‖Fm(I)‖+
∑
π2

‖F (I)‖ < 5ε.

Note that the second term on the right-hand side of the above inequality is
equal to ∑

i

∑
j

∑
x∈Yi\(Y1∪···∪Yi−1)

m(x)=n(j,j)

‖Fm(x),Yi
(I)− FYi(I)‖.
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If m(x) = n(j, j) and x ∈ Yi \ (Y1 ∪ · · · ∪ Yi−1), then j ≥ i. Here n(j, j) =
n(i, k(j)) for some k(j). Therefore, the above sum is less than

∑
i

∑
j ε2

−i−k(j) .
The conclusion follows from Lemma 4.2.
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