# MATRICES OF QUATERNIONS 

J. L. Brenner

1. Introduction. In this note, some theorems which concern matrices of complex numbers are generalized to matrices over real quaternions. First it is proved that every matrix of quaternions has a characteristic root. Next, there exist $n-1$ mutually orthogonal unit $n$-vectors all orthogonal to a given vector. It is shown that Schur's lemma holds for matrices of quarternions: every matrix can be transformed into triangular form by a unitary matrix. For individual quaternions, it is known that two quaternions are similar if they have the same trace and the same norm-thus every quaternion has a conjugate $a+b j(b \geq 0)$. This fact is proved again.

The quaternion $\lambda$ is called a characteristic root of a (square) matrix $A$ provided a non-zero vector $x$ exists such that $A x=x \lambda$. Similar matrices have the same characteristic roots; if $y=T x$, where $T$ has an inverse, then $T A T^{-1} y$ $=T A x=T x \lambda=y \lambda$. Another interesting fact is that if $\lambda$ is a characteristic root, then so is $\rho^{-1} \lambda \rho$; for from $A x=x \lambda$ follows $A(x \rho)=(x \rho) \rho^{-1} \lambda \rho$; thus if the vector corresponding to the characteristic root $\lambda$ is $x$, then $x \rho$ is the vector corresponding to the characteristic root $\rho^{-1} \lambda \rho$.
2. Lemma. We shall need the following result.

Lemma 1. If $A=\left(a_{i, j}\right)$ is a matrix of elements from any field or fields, then a triangular matrix $T$ exists such that $T^{-1} A T=C=\left(c_{i, j}\right)$, where $c_{i, j}=0$ whenever $i>j+1$. The elements of $T$ are rational functions of the elements of $A$.

Proof. The proof consists in transforming $A$ in steps so that an additional zero appears at each step. First $A$ is transformed so that all the elements in the first column (except the first two) become zero; the transformed matrix is further transformed so that all the elements in the second column (except the first three) become zero, and so on. The formal proof is inductive; it will be sufficient to give the idea of the proof. In the first column of $A$, either $a_{j, 1}=0$ for all $j>1$, or else
$a_{j, 1} \neq 0$ for some $j>1$. In the former case, proceed directly to the second column. In the other case, assume without loss of generality that $a_{2,1} \neq 0$ (otherwise transform by a permutation matrix). Let $I$ stand for the identity matrix, and let $e_{m, n}$ be the matrix with 1 in the $(m, n)$ th place and 0 elsewhere. Let $w_{3,2}$ be an element of the field. The transform $B=\left(b_{i, j}\right)$ of $A$ by the matrix $I+w_{3,2} e_{3,2}$ satisfies the conditions

$$
b_{2,1}=a_{2,1}, \quad b_{3,1}=a_{3,1}+w_{3,2} a_{2,1}
$$

It is evident that if $w_{3,2}$ is suitably chosen, then the condition $b_{3,1}=0$ will be satisfied. Further transformations by

$$
1+w_{J, 2} e_{J, 2}
$$

$$
(\jmath=4, \cdots, n)
$$

will successively replace the elements in the first column of $A$ (except the first two) by zeros. The second and later columns are handled in order by the same method.

The above lemma and proof follow the lines of Lemma 4.4 of [1]; in that reference, the elements of the matrix $A$ are residue classes $\bmod p^{r}$, a prime power.
3. The existence of characteristic roots. We shall show that every matrix $A$ of quaternions has a characteristic root.

Since any characteristic root of $C$ is also a characteristic root of $A$, it is enough to prove that $C$ has a characteristic root. The proof is by induction on $n$. There are two cases. First, suppose that $c_{j+1, j}=0$ for some $j$ with $j<n$. Let $C_{(j)}$ be the principal $j$-rowed minor of $C$; a non-zero vector $x_{(j)}$ and a characteristic root $\lambda$ exist such that $C_{(j)} x_{(j)}=x_{(j)} \lambda$. Then $\lambda$ is a characteristic root of $C$ : the corresponding vector is obtained from the vector $x_{(j)}$ by appending $n-j$ zeros.

In the second case, it is true for each $j$ that $c_{j+1, j} \neq 0$. There is a characteristic vector $\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ with $x_{n}=1$; it is found by solving a polynomial equation of degree $n$ with just one term of highest degree. The fact that every such equation has a solution is proved in [5]. The equation in question comes by eliminating $x_{n-2}, x_{n-3}, \cdots, x_{1}$ in turn from the set $C x=x \lambda$. This set is indeed the following:

$$
\begin{gather*}
c_{n, n-1} x_{n-1}+c_{n, n}=\lambda  \tag{1}\\
c_{n-1, n-2} x_{n-2}+c_{n-1, n-1} x_{n-1}+c_{n-1, n}=x_{n-1} \lambda \tag{2}
\end{gather*}
$$

$(n-1) \quad c_{2,1} x_{1}+c_{2,2} x_{2}+\cdots+c_{2, n-1} x_{n-1}+c_{2, n}=x_{2} \lambda$
(n)

$$
c_{1,1} x_{1}+c_{1,2} x_{2}+\cdots+c_{1, n-1} x_{n-1}+c_{1, n}=x_{1} \lambda
$$

First, $\lambda$ must be eliminated from (2), (3), $\cdots(n)$, using (1). Call the resulting set $\left(2^{\prime}\right),\left(3^{\prime}\right), \cdots,\left(n^{\prime}\right)$. Then ( $\left.2^{\prime}\right)$ must be solved for $x_{n-2}$; the resulting expression is substituted into ( $3^{\prime}$ ). Next the equation so obtained is solved for $x_{n-3}$; the resulting expression is substituted into ( $4^{\prime}$ ), and so on. Since $c_{j+1, j}$ $\neq 0$ for each $j$, these steps are meaningful. At the last stage, $\left(n^{\prime}\right)$ becomes an equation of degree $n$ in the one unknown $x_{n-1}$. The single term of highest degree is not zero. After $x_{n-1}$ is determined, the values of $x_{n-2}, \cdots, x_{1}$ are determined from ( $2^{\prime}$ ) $\cdots\left(n^{\prime}\right)$, and the value of $\lambda$ is determined from (1). These values satisfy all requirements. This proves the following result.

Theorem l. Every inatrix of quaternions has a characteristic root.
For an application, we note that the $2 \times 2$ matrix $\left(a_{i, j}\right)$ has characteristic root $a_{1,1}$ corresponding to the vector $(1,0)$ if $a_{2,1}=0$. If $a_{2,1} \neq 0$, a characteristic vector is ( $x_{1}, 1$ ), and the corresponding characteristic root is $\lambda=a_{2,1} x_{1}+a_{2,2}$, where $x_{1}$ is a solution of $x_{1} a_{2,1} x_{1}=a_{1,1} x_{1}-x_{1} a_{2,2}+a_{1,2}$.
4. Generalization of Schur's lemma. To continue the discussion, we need:

Lemma 2. There exists a unitary ${ }^{\mathbf{1}}$ matrix $U$ of quaternion elements which has a preassigned unit ${ }^{1}$ vector $u_{1}=\left(u_{1,1}, u_{1,2}, \cdots, u_{1, n}\right)$ in the first row.

Proof. Since the space of $n$-tuples over quaternions has the same dimension independent of the choice of basis [ $6, \mathrm{pp} .18-19$ ], there is a set of $n$ vectors $u_{1}, b_{2}, \cdots, b_{n}$ which are linearly independent and span the space. From these an orthonormal set $u_{1}, \cdots, u_{n}$ can be constructed by Schmidt's process of orthogonalization. The matrix which has these vectors for rows is unitary. The process is exhibited in $[3, \mathrm{p} .10]$, where, however, the first displayed equation should be changed to read $b_{k} \cdot b_{m}=\left(b_{k} \cdot a_{m}-b_{k} \cdot a_{m}\right)\| \|^{-1}=0$; otherwise the reference [3, p. 21, line 2] to this equation would be inappropriate.

Theorem 2. (Generalization of Schur's lemma.) Every matrix of real quaternions can be transformed into triangular form by a unitary matrix.

[^0]Proof. This theorem is a direct consequence of Theorem 1 and Lemma 2. The proof, given in [9, pp. 25-26] , applies with equal force when the elements of the matrices are quaternions.
5. Transformations of matrices. We shall establish several lemmas.

Lemma 3. Let $q$ be a quaternion. There exists another quaternion such that $|s|=1, s^{-1} q s=A+B j$, where $A+B j$ is a complex number with $B \geq 0$.

Lemma 3 is a consequence of Lemmas 4, 5, 6, 7. It is proved also in [4], which refers to [2]. Another proof is given here because this proof is so direct, and because Lemma 5 appears to be new.

Lemma 4. Let $q=A+B j+C k+D j k, s=E+F j+G k+I l j k,|s|=1$. The four components of $s^{-1} q$ s are respectively

$$
\begin{aligned}
& A \\
& B\left[E^{2}+F^{2}-G^{2}-H^{2}\right]+2 C[F G+E H]+2 D[F H-E G], \\
& 2 B[F G-E H]+C\left[E^{2}+G^{2}-F^{2}-H^{2}\right]+2 D[E F+G H] \\
& 2 B[E G+F H]+2 C[G H-E F]+D\left[E^{2}+H^{2}-F^{2}-G^{2}\right]
\end{aligned}
$$

Lemma 5. If $q=A+B j+C k+D j k$, then $s=E+F j$ exists such that $|s|$ $=1, s^{-1} q s$ has fourth component zero.

Proof. If $D=0$, take $s=1$. If $D \neq 0$, set $s=t /|t|$, where

$$
\left.t=C-\left(C^{2}+D^{2}\right)^{1 / 2}+D\right) j
$$

Lemma 6. If $q=A+B j+C k$, then $s$ exists such that $|s|=1 ; s^{-1} q s$ has third and fourth components both zero.

Proof. If $C=0$, take $s=1$. If $C \neq 0$, set $J=B / C$, and take $s=t /|t|$, where $t=-1+\left[J+\left(J^{2}+1\right)^{1 / 2}\right] j+k+\left[J-\left(J^{2}+1\right)^{1 / 2}\right] j k$.

Lemma 7. If $q=A+B j$, then $s$ exists such that $|s|=1 ; s^{-1} q s=A-3 j$.
Proof. Take $s=(j+j k) / \sqrt{2}$.
Corollary. Every quaternion is similar to its conjugate.
The referee outlined another proof for the fact that two quaternions with equal
norms and traces can be transformed one into the other. Let the quaternions be

$$
r=a_{0}+a_{1} j+a_{2} k+a_{3} j k, \quad q=b_{0}+b_{1} j+b_{2} k+b_{3} j k
$$

Consider then the equation $x r=q x$, where $x=x_{0}+x_{1} j+x_{2} k+x_{3} j k$. The four linear homogeneous equations for $x_{0}, x_{1}, x_{2}, x_{3}$ which are equivalent with this have as determinant an expression which under the assumption $a_{0}=b_{0}$ reduces to

$$
\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}-b_{1}^{2}-b_{2}^{2}-b_{3}^{2}\right)^{2}
$$

which is equal to 0 under the assumptions made.
6. On characteristic roots. It has already been proved that any quaternion matrix $A$ can be transformed into triangular form $T$ by some unitary matrix. It follows further from Lemma 3 that $A$ can be transformed by a unitary matrix into triangular form in such a way that the diagonal elements are all of the form $A+B j$, $B \geq 0$. Indeed this transformation can be brought about by transforming $T$ by an appropriate unitary diagonal matrix.

The diagonal elements $A+B j(B \geq 0)$ which appear in this last transform of $A$ are unique; that is, any other transform of $A$ which is in triangular form and which has numbers $A+B j(B \geq 0)$ on the main diagonal will have the same numbers, although not necessarily in the same order.

The above fact is a consequence of general theorems concerning characteristic roots of a matrix.

Theqrem 10. If $\lambda$ is a characteristic raot of $A$, then so is $\rho \lambda \rho^{-1}$ (see page 329).

Theorem 11. If $A$ is in triangular form, then every diagonal element is a characteristic root.

Proof. Let $A=\left(a_{r, s}\right)$ be given: $a_{r, s}=0$ when $s<r$. It is trivial that $a_{1,1}$ is a characteristic root. Suppose it has been proved that $a_{1,1}, a_{2,2}, \cdots, a_{t, t}$ are characteristic roots. If $a_{t+1, t+1}$ is similar to any one of these, then $a_{t+1, t+1}$ is a characteristic root in virtue of that fact alone. If $a_{t+1, t+1}$ is similar to none of the preceding diagonal elements, then the vector $\left(x_{1}, x_{2}, \cdots, x_{t-1}, x_{t}, 1,0,0\right.$, $\cdots, 0)$ is a characteristic vector corresponding to the characteristic root $a_{t+1, t+1}$ provided all the following equations are satisfied:

$$
\begin{aligned}
a_{t, t} x_{t}+a_{t, t+1} & =x_{t} a_{t+1, t+1} \\
a_{t-1, t-1} x_{t-1}+a_{t-1, t} x_{t}+a_{t-1, t+1} & =x_{t-1} a_{t+1, t+1} \\
\cdot & \cdot \\
a_{1,1} x_{1}+\quad \cdot & =x_{1} a_{t+1, t+1}
\end{aligned}
$$

Equations of the above type have been considered in [7]. It is shown there that if $a, b, c$ are quaternions, and if $a$ is not similar to $c$, then $a x+b=x c$ has a solution. Hence the above equations can be solved in serial order.

Theorem 12. Let a matrix of quaternions be in triangular form. Then the only characteristic roots are the diagonal elements (and the numbers similar to them).

Proof. If for some $\lambda$, we have $A x=x \lambda, x$ a non-zero vector, and if $A$ is triangular, then

$$
\begin{gathered}
a_{n, n} x_{n}=x_{n} \lambda \\
a_{n-1, n-1} x_{n-1}+a_{n-1, n} x_{n}=x_{n-1} \lambda \\
\text {. . . . . }
\end{gathered}
$$

If $x_{n} \neq 0$, then $\lambda$ is similar to $a_{n, n}$. If

$$
x_{n}=x_{n-1}=\cdots=x_{t+1}=0, \quad x_{t} \neq 0
$$

then $\lambda$ is similar to $a_{t, t}$.
Theorem 13. Similar matrices have the same characteristic roots (see page 329).

The determinant-like function $\nabla$ of the matrix $A$, defined by Study in [10], is the product of the norms of the characteristic roots of $A$.

Corollary. The product of the norms of the characteristic roots of a matrix of quaternions is a rational integral function of the elements and their conjugates.

After this article was submitted for publication, the author learned of an article by H. C. Lee [8] which contains many of our results. The methods of proof there are different from ours.
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## State College of Washington


[^0]:    ${ }^{1}$ A matrix $U$ is called unitary if $U U^{*}=1$. A vector $(u)$ is called a unit vector if $u u^{*}=1$.

