
POWER CHARACTER MATRICES

D. H. LEHMER

Introduction. In 1956 [4] we gave two classes of matrices whose
elements are simple functions of their row and column numbers and
whose characteristic roots, inverse, determinant as well as the general
element of any power of the matrix can be given explicitly. The ele-
ments of these matrices are simple real functions of the real non-principal
character X modulo an odd prime. Such matrices are useful as test
matrices in checking out automatic machine programs for general matri-
ces with real elements. In this paper we present corresponding matrices
with complex elements which may be used likewise as test matrices.
The elements are based on Λth power characters X which are complex
roots of unity if k > 2.

The general method for finding characteristic roots is the same in
both papers and depends on the simple fact that the roots of a poly-
nomial are determined by the sums of like powers of its roots.

All matrices in this paper are square and of order p — 1 where p
is an odd prime.

NOTATION AND DEFINITIONS. Let k be an integer greater than 1.
Let p = kt + 1 be a prime and let ^ be a fixed primitive root of p
Let a = exp {2πίjk}. The kth power character χ, depending on g, is
defined by

if p divides h
indΛ otherwise

where ind h — indg h is the index of h to the base g defined modulo
p — 1 by

gindh = h(moά p) .

The following well-known properties of X are simple consequences of
our definition of X and are used many times in the sequel.

X(h + p) = X(h)

( 1 ) X(Kh2) = X(hι)X(h2)

X(h) = ljχ(h) = χ(h) (hh EB 1 (mod p))

if p\h

otherwise
L 11 tυ I /

otherwise .
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By way of examples, if k = 4, p = 5, g = 2 we have

χ(0) = o, χ(i) - l, χ(2) = i, χ(3) - - ί , χ(4) - - l

and if k = 3, p = 7, # = 3 we have

χ(0) = 0, χ(i) = l, χ(2) = ω\ χ(3) - α>, χ(4) = α>, χ(5) = α>2, χ(6) -

where ω = e27ri/3.

For simplicity we denote %(—1) by ε. Thus

(3) e = ( - i y .

In particular, ε = 1 when k is odd.
We use two types of Kronecker symbol

(1 if i = j (modp)
oί =

and

(1
lθ otherwise

ifz«) = zσ.
όχ(ί) ~ to

Thus

x( ί ) lo otherwise .

Γ 4 ^ ^ ^ χ ( j ) — V ΓYΓ?7'ΪYIV

V * / Λ ; o χ(ί) — ZΛ IΛ\LIJ)\
v=o

Matrices of the first kind. We begin with a very simple type of
matrix based on an arbitrary matrix N of tc <Lk rows and columns

whose characteristic roots

ft, ft, , ρκ

are supposed known. The matrix M of order p — 1 = kt is defined by

(5) M = K } , αM = Σ arsXii^ti8-1)

We denote the general elements of iVm and Mm by α:^} and alf. We
can then state:

THEOREM 1. The general element alf] of Mm is given by

αgr> = (p - l)*-1 Σ oiτw-ηj-1).
r,s=l

REMARK. Thus, aside from the factor (p — l)m-\ ikfw is the same
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function of Nm that M is of N.

Proof. The theorem is trivial for m = l. If true for m = n we
may write

p-l

= (P - l ) - 1 Σ j Σ α,.Z(ip-1/λf-1)H Σ aSSXih-ΊS-1)

= (p - I)""1 Σ Σ αr.αSi)Z(i'^"v-1)*ΣZ(Λ—) .
l 1 ftl

By (1) and (2) the inner sum vanishes unless u = s in which case the
sum is g — 1. Hence

a\rv - (P - 1)" Σ Σ ar.<*iS)X(ir-1l39-1)
s=i r,Ό=l

= (p - i)" Σ < + 1 W-Vi"-1).

Thus the induction is complete.

THEOREM 2. The characteristic roots of M are

(P - l)ft, (P - l)ft, , (P - l)ft, 0, 0, , 0 .

Proof. Let m be any positive integer and consider the trace of
Mm. This is the sum of the mth powers of the roots of M. It is also

gαίΓ ) = (p - I)771"1 Σ S ^ Z i ^ " 1 ) = (P - l)m Σ «ί?}

= (p - i) ro Σ /or = Σ [(p - i)iO,]m + Σ o™.

Since this is true for all integers m, the roots of M must be those
stated in the theorem.

It follows from Theorem 2 that M and N have the same rank.
That the rank of M cannot exceed k follows directly from the definition
of M. In fact if ix = i2 (mod k) then by (5) ahj = ai2J so the number of
distinct rows of M cannot exceed the number k of incongruent numbers
i modulo k. Actually the matrix may be partitioned into t2 equal matri-
ces of k rows and columns since aiχjl = ai2J2 whenever ix Ξ= i2 and j \ = i2

modulo k.
We turn now to a much more sophisticated class of matrices.

Matrices of the second kind. We define the matrix M of order
p — 1 by
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M = {aυ} where aυ = χ(i - j) .

This matrix has been considered recently by L. Carlitz [1] who found
its determinant. Before attempting a further analysis of M we need
to recall a few well-known facts from cyclotomy. We shall use Jacobi's
^-function defined for r = l(l)fc — 1 by

LEMMA 1. ψr = εψ^-r

Proof. To prove the second statement we note that by definition

Ψ*-i = Σ Z(«) = 0 - χ(p - 1) = - e .

To prove the first statement we make the substitution

s = — uftL + u) (mod p) .

Thus we find

i>—2 p-2

^ Ϊ — Σ Z(S)[Z(1 + s)]k~r~1 = 2 Z(""^)[Z(1 + u)]r~k = εψk-r-λ .

This completes the proof of Lemma 1.
We now introduce the following sum

( 6 ) Sr(i, j) = ΣX(i ~ h)[χ(h - j)Y (r = l(l)fc) (
Λ=0

LEMMA 2.

1 [X(i — J)Y+iψr otherwise .

Proof. Suppose first that i = j then

By (2) the sum is p — 1 or 0 according as r = & — 1 or not. Next we
let i Φ j and make the substitution

h = i + (i — i)s (mod p)

in (6)

sr(i, i) = Σ xti - ί)x(s)[χ(i - j)χ(i + β)]r

S=0
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- ε[X(i - J ) Γ Σ Z

= e[χ(i - j)]r+1ψk-r-i = [)L(i - j)]r+1ψr

by Lemma 1. If r = k — 1 this is —ε by Lemma 1.

THEOREM 3. Let M be the matrix whose general element is aυ =
X(i — j) and let a$ be the general element of Mr. Then, if l<r<k — l,

a%] - Πr_λ T{i - 3) ~ Σ Πy^Π^Wr-^-J)
μ = l

where

Πm =

Proof. The theorem is true for r = 1. If true for r < k — 1 it
may be proved true for r + 1 as follows.

l
n rt{r)
aίhahj

Σ(ί - h)[χ(h

/1 = 1

Applying Lemma 2 we find

Σ /7Γ-μ-ι/7μ-1tt(i)]
, Λ = 1

7r[χ(i - i)r+1 - Σ

Thus the induction is complete.
As might be expected, the matrix Mk has an entirely different

structure. In fact we have

THEOREM 4. a[f = eΠk_2{pδl - kS*$}.

Proof. By Theorem 3 with r = k — l

(k) V Λ /»(*-
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μ = l
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p-l

FT V )

μ=l

By Lemma 2

Π^^Π^S^i, 0) - [χ(i

But by Lemma 1

λ=l λ=l

Substituting back into our expression for affi and using (6) and (4)
we have

alf = ΠkJε(pSί - 1) -

which is the theorem.
We now consider powers of the matrix Mk.

THEOREM 5. The general element of Mkv is given by

a},™ = e*Πl_2{p% - k[(p» - 1)1 (p -

Proof. For simplicity we write σ{p"~1) for (pv — l)l(p — 1) = 1 + p +

Let

By Theorem 4 it suffices to show that

This is true for v = 1. If true for v = m we may write

ΣhΦW = Σ {PW -

k p ~ 1 ^(
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Thus the induction from m to m + 1 is complete.

THEOREM 6. The characteristic polynomial of M,

is a polynomial of degree t in λfc.

Proof. It suffices to prove that F(X) = Fia^X). For if

so that

an(an - 1) - 0 ,

it follows that an = 0 if n is not a multiple of k. Now

= \<*X(i - j) -

and

aχ(i - j) = X(g)X(i - j) = X(gi - gj) .

If now we permute the rows of the determinant F(X), replacing the
ΐth row by the i'th where ir = gi (mod p) and then the columns, replacing
the i t h column by the j'tYi where j ' = gj (mod p) we obtain a new
matrix Mr — XI whose general element is

x(gi - gj) - λδjί - aχ(i - j) - λδί.

Since the two determinants are identical we have F(X) == F(crι\).
We are now able to determine the characteristic roots of M without

any difficulty.

THEOREM 7. The characteristic roots of M— {χ(ί — j)} are the kth
roots of ε/7fc_2 and the kth roots of εp/7fc_2, the latter roots each having
multiplicity t — 1. That is, the characteristic polynomial of M is

\M-XI\ = (Xk - ε/7fc_2)(λ
fc

Proof. By Theorem 6 it suffices to show that

( 7 ) I M« - XI\ - (λ - ε/7fc_2)*(λ -

Now the trace of Mkv is the sum of the i th powers of the charac-
teristic roots of Mk and is, by Theorem 5
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Σ
p—1

= k(εΠk.2y + (p - 1 - k)(εpΠk_2y .

This being true for all integers v it follows that the quantities raised
to the pth power are the roots of Mk with the indicated multiplicities.
This established (7) and hence the theorem.

THEOREM 8. The determinant of M = {χ(i — j)} is p^Πl^.

Proof. Setting λ = 0 in Theorem 7 we find

But, by (3),

(-e) = (-l) ' 2 + ί - 1 .

COROLLARY. If v is any positive integer, the determinant

P-

Proof. This follows by combining Theorem 8 with Theorem 5.
Theorem 8 was proved by L. Carlitz [1] in quite a different way.

THEOREM 9. The inverse of M has for its general element

(8) ojj-1} = e p - w - j) - χ(i) - χ(-j)].

Proof. If we denote the right-hand member of (8) by ci} we find

p-l p-1

h=l h=\

- 1)S{ + (1 - δ0(-ε) - (-e)}

If we make use of a little more cyclotomy we can give a variant
of Theorem 7 in terms of pth roots of unity. Let

p = e2irί/3)

then the Lagrange resolvent (aτ, p) is defined by

p - l

Σ
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LEMMA 3.

j if r = k —

Proof.
p-i p-i

(α, ρ){ar, p) = ΣipιΣi Z(i —

ί=0

If r — fc — 1 we have by Lemma 1,

fc_!(i, 0) = S^ίO, 0) -

If r < fc - 1
p-1 β p-1

i=0 ί = l

LEMMA 4. εp/7fc_2 = (α, JO)*.

Proof. By Lemma 3

r=l

Cancellation gives

(α, p)k =

We may now restate Theorem 7 as follows.

THEOREM 10. The characteristic roots of M are

(a, ρ)ar and \p~llk\{a, ρ)ar (r = 0 (l)fc - 1)

each of the second set having multiplicity t — 1.

THEOREM 11. The determinant of M is e(a, ρY~ιjp.

EXAMPLES. For small values of k it is possible to give more or less
precise formulas for ψr and hence to give more specific information about
the matrix M = {χ(i - j)}.

For k = 2 the product /7fc_2 is empty. There is only one character
function %, Legendre's symbol, and the matrix M is independent of the
choice of primitive roots g of p. Theorem 7 tells us that the character-
istic equation of M is

\M- XI\ - (λ2 - (-1)(*-1)/2)(X2 - (_i)<*-i>/»p)<p-3)/i .
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We note incidentally that the characteristic roots of M are real if and
only if χ(i — j) = χ(j — i), that is if and only if M is symmetric. The
determinant of M is p(2ϊ~3)/2.

When k > 2 the matrix M will depend upon the particular choice
of g. This choice affects the values of ψr and /7fc_2. For example if
k = 3 and p = 13 we find that

- 4 - 3ω if £ = 2 or 11

- 4 - 3α>2 if £ = 6 or 7 .

For small ky ψr can be expressed in terms of certain "quadratic
partitions" of p which have been tabulated. These expressions some-
times contain unfortunate ambiguities as we shall see. In case 2 is not
a kth power these ambiguities can be eliminated by a method suggested
by Emma Lehmer [5]. The proofs of the following results will be in-
cluded in a paper by her on Jacobi Functions, [6].

For k = 3 Carlitz gives the formula

Λ^r1 = d -j- bo) or a + bo)2

where

a2 - ab + b2 = p (a = - 1 (mod 3) 6 - 0 (mod 3)) .

There are, in fact, two pairs (α, 6) and (α — 6,-6) with this property. In
case 2 is not cube modulo p this ambiguous statement can be made
unequivocal as follows.

THEOREM 12. For k = 3 let p = 3t + 1 be a prime having 2 as a
cubic non-residue, so that, uniquely

p — A2 + SB2 (A = B = 1 (mod 3)) .

Then

ψi = 2B + (B - A)χ(2) .

Cunningham [3] gives values of \A\ and |j?| for all p < 100000. If 2 is
a cubic residue of p these is no non-ambiguous formula for ψ1 known.
The first three primes not covered by Theorem 12 are p = 31, 43, and
109. For these, ψ1 has the following values.

p = 31 ψ, = 5 + 6χ(3)

p = 43 ψ>!= — 1 + 6χ(3)

p = 109 t i = - 7 - 12χ(3) .

For & = 4 Carlitz's formulas for ψx and ψ2 are not only ambiguous but
slightly incorrect. We can state ambiguously
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where

a2 + 62 = p a = 1 (mod 4) .

Again, if 2 is not a quartic residue of p, we can give the following
precise determinations of ψx and ψ3.

THEOREM 13. Let 2 be a quadratic non-residue of p,= it + 1.
If 2 is a quadratic non-residue so that, uniquely

p = α

2 + b2
(a = 6/2 Ξ= 1 (mod 4))

ψx = - ( α + 6χ(2))= - ψ a .

If 2 is a quadratic residue of p so that

2 == m2 (mod p)

ami, uniquely,

p = a2 + δ2 (a s 1 (mod 4)), 6/4 = (-l)^-«/ (mod 4) ,

then

ψί=-(a + bχ(m)) = ψ2 .

The first two primes not covered by Theorem 13 are 73 and 89.
Here we find

p - 73, ψϊ = 3 + 8χ(5) = ψ2 .

p = 89, ^ = - 5 + 8χ(3) - ψ2 .

Cunningham [3] gives \a\ and |6 | for all p < 100000.
For k — 5, the functions ψlf ψ2 and ̂ 3 = ψ1 can be made to depend

on the integers x, u, v, w in the representation

( 9 ) 1<

where

(10)

and

(ID

In fact if we set

zp — x2 +

xw =

X =

θλ = τ/10

09 = τ/10

bθu + bOv

v2 — u2 —

= 1 (mod 5)

+ 2τ/~5" =

— 2Λ/~§ -

2 + 125w;2

4ut;

•

= 4 sin 72°

= 4 sin 36°
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then

(12) Aψ, = x + 5i/5w + i{(u + 2v)θ1 + (2u - v)θ2} =

(13) 4ψ2 = a? -

64/73 = 64^ψ>2 = (α3 - 625xw2 - 250(hww - 8px)

(14) -10i/ΊΓ(125w3 + 3x2w + 20xuv - 8pw)

+ i{[5vx2 - 125w\Au + Bv) - 50xw(2u - v) -

+ [5m2 - V2Sw\%u - Afo) - Wxw{u + 2v) -

Unfortunately these statements are ambiguous. In fact if

(I) (x, u, v, w)

is any solution of (9) subject to (10) and (11) then all solutions are given
by (I) and

(II) (x, v, - u, - w)

(III) (x, —v,u, — w)

(IV) {xy —u, —v,w) .

In case 2 is not a quintic residue of p the ambiguity can be removed
as follows.

THEOREM 14. Let (x, u, v, w) be that solution of (9), (10) and (11)
for which u = 0 (mod 2) and v Ξ= X + u (mod 4). Then in (12), (13) and
(14) replace (x, u, v, w) by (I), (II), (III), or (IV) according as ind2 = 1,
2, 3 or 4 (mod 5) to eliminate ambiguity.

For example, if p = 31 and g = 12 for which ind 2 = 6 = 1 (mod 5)
we take the solution

(x,u,v,w) = (11,2,1, -1)

of (9). Then (12), (13) and (14) give.

+ (4^ + SΘ2)i

- (30! - 402)ΐ

16/73 - -409 - 125VT - 5(14^ - 27θ2)i.

If, on the other hand, we choose g = 3, the least primitive root of 31,
then ind 2 = 24 = 4 (mod 5). In this case we must take solution IV
namely (11, —2, —1, —1). Now the former ψlfψ2 and Π3 are replaced
by their complex conjugates. The choices of g = 11 or 17 give a differ-
ent pair of conjugate values.

There is no extensive table of (x, u, v, w) in (9). However these
values may be obtained from tables of Tanner [7] for p < 10000.
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In terms of his (q0, q19 q2, q^ #4) one has.

x = 5g0 + 1

5u = qx + 2q2 - 2q3 - q4

5v = 2qγ - q2 + g3 - 2g4

5w = q1 - q2 - q3 + q4 .

As a matter of fact,

for some choices of primitive roots, not specified.
Finally we consider the case of k = 6. This case depends directly

on the case k = 3. By Lemma 1

Also

and

where i/rf is the function ψλ for k — 3. Hence

Since the above was submitted for publication, a paper by Carlitz
[2] has appeared in which a proof of Theorem 10 is given by a different
method. Less explicit results are given for the more general matrices
{c + X(i — j)} and {c + χ(a + i + j)}. There is also a proof of Theorem
2 for k = 2.
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